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Abstract

Since 2.7 million years ago Earth has witnessed waxing and waning of global ice volume
called glacial cycles. Initially, these cycles had a period of about 40 thousand years, but
around one million years ago the period increased to be closer to 100 thousand years long.
This puzzling transition, called the middle Pleistocene transition (MPT) is the focus of this
thesis. Studying the MPT is important, since only by understanding past climate well can
we be confident in projections of climate into the future.

We study possible dynamical mechanisms behind the transition, meaning that we focus
on transitions in equations describing conceptual models of the glacial cycles, rather than
physical processes.

Results are presented in four parts. In the first part we clearly define a mechanism for
the MPT which we term ramping with frequency locking (RFL). One novel contribution is
to clarify that the abruptness of the MPT under RFL depends on a set of factors, some
requiring stronger assumptions than others. Another contribution is to point out that the
durations between major glacial terminations increased from ∼40 thousand years to ∼80
thousand years approximately 1200 thousand years ago, after which they increased to ∼120
thousand years over the past two glacial cycles. Such a jump and subsequent slow increase
in durations is consistent with RFL, unlike mechanisms in some other published models of
glacial cycles. We also demonstrate that RFL is relevant for multi-frequency forcing and
outline how to evaluate the potential for observing or including RFL in complex models.

In the second part, we classify all typical bifurcations in fast-slow systems with one fast
variable that is “infinitely” faster than another, slow, variable. This classification is relevant
for conceptual models of glacial cycles, since it lists all possible causes of the MPT given a
clearly defined set of model assumptions. One such bifurcation was the cause of the MPT
in [Ashwin and Ditlevsen, 2015].

In the third part, we investigate how certain self-sustained glacial cycle models respond to
sinusoidal forcing whose amplitude and period varies over time (e.g. astronomical forcing).
We invent a score which demonstrates that the observed sequence of durations between
glacial terminations in a model run can, in some cases, be understood from the distribution
of durations of the frozen model with fixed parameters. We are not aware of any other work
which addresses the local-in-time influence of astronomical forcing on durations between
terminations in glacial cycle models.

In the fourth part, we clarify the dynamical mechanism behind the MPT in the Paillard
1998 model. It is a particular form of RFL, in which glacial cycles after the MPT are
frequency locked to the envelope of eccentricity. We construct a transparent model capturing
this mechanism, which has previously only been expressed in words. We also show that the
weakening of eccentricity from −1 million years to −600 thousand years plays a major role
in reproducing an apparent abrupt increase in glacial cycle period, amplified by a set of
specific model assumptions. This casts doubt on the generality of the particular form of
RFL used to reproduce the MPT in the Paillard 1998 model.
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Resumé

Siden for 2, 7 millioner år siden har jorden været vidne til cyklusser af vækst og aftagen
af den globale isvolumen kaldet istidscyklusser. I starten havde disse cyklusser en periode
på omkring 40 tusind år, men for omkring en million år siden steg perioden til at være
tættere på 100 tusind år lang. Denne forunderlige overgang, kaldet den midt-Pleistocæne
overgang (MPT), er denne afhandlings fokus. At studere MPT er vigtigt, da vi kun igennem
en god forståelse af klimaet som det var engang, kan sætte vores lid til forudsigelser om dets
fremtid.

Vi studerer mulige dynamiske mekanismer bag overgangen, hvilket betyder, at vi fokuse-
rer på overgange i ligninger, der beskriver konceptuelle modeller af istidscyklusser, snarere
end på fysiske processer.

Resultaterne er præsenteret i fire dele. I første del definerer vi en mekanisme for MPT
som vi betegner rampning med frekvenslåsning (RFL). Et nyt bidrag er, at klarlægge at
MPT’s abrupthed under RFL afhænger af et sæt faktorer, hvoraf nogle kræver stærkere
antagelser end andre. Et andet bidrag er at påpege, at periodernes varighed mellem de
store istidsafslutninger steg fra ∼40 tusind år til ∼80 tusind år for ca. 1200 tusind år siden,
hvorefter de igen steg til ∼120 tusind år over de sidste to istidscyklusser. Et sådant spring
og efterfølgende langsom stigning i varighed er i overensstemmelse med RFL, i modsætning
til mekanismer i andre offentliggjorte modeller af istidscyklusser. Vi demonstrerer også, at
RFL er relevant for multifrekvens-forcering og beskriver hvordan man vurderer potentialet
for at observere eller inkludere RFL i komplekse modeller.

I anden del klassificerer vi alle typiske bifurkationer i hurtig-langsom-systemer med en
hurtig variabel, der er ”uendeligt” hurtigere end en anden, langsom variabel. Denne klassi-
fikation er relevant for konceptuelle modeller af istidscyklusser, da den angiver alle mulige
årsager til MPT, forudsat et klart defineret sæt af modelantagelser. En sådan bifurkation
var årsagen til MPT i [Ashwin and Ditlevsen, 2015].

I tredje del undersøger vi, hvordan visse selvbærende istidscyklusmodeller reagerer på
sinusformet forcering, hvis amplitude og periode varierer over tid (fx astronomisk force-
ring). Vi opfinder en ”score”, som viser, at den observerede sekvens af varigheder mellem
istidsafslutninger i en modelkørsel, i nogle tilfælde kan forstås på baggrund af fordelingen
af varigheden af den frosne model med faste parametre. Vi har ikke kendskab til nogen an-
den forskning, som behandler lokal-i-tid indflydelsen af astronomisk forcering på varigheden
mellem afslutninger i istidscyklusmodeller.

I fjerde del afklarer vi den dynamiske mekanisme bag MPT i Paillard 1998-modellen.
Det er en særlig form for RFL, hvor istidscyklusser efter MPT’en er frekvenslåst til ind-
hyldningskurven af excentriciteten. Vi konstruerer en transparent model, der viser denne
mekanisme, som tidligere kun har været beskrevet med ord. Vi viser også, at svækkelsen
af excentricitet fra −1 million år til −600 tusind år spiller en vigtig rolle i reproduktionen
af en tilsyneladende abrupt stigning i istidscyklusperioden, forstærket af et sæt specifikke
modelantagelser. Dette sår tvivl om genereliteten af den specifikke form for RFL, der bruges
til at reproducere MPT i Paillard 1998-modellen.
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Chapter 1

Introduction

Climate change due to increasing concentrations of atmospheric CO2 is one of the most
urgent issues facing mankind in the year 2019. The global warming and increasing sea levels
that are likely to follow pose an ecological, economical and societal threat as the livelihood
of millions of people may be compromised [IPCC, 2018].

Although state of the art climate models offer climate predictions up to a hundred years
in the future [IPCC, 2018], there is a fear that these models may fail to account for rapid
transitions, called tipping points and critical transitions, which are currently poorly under-
stood. Such rapid and irreversible shifts are thought to have occurred in Earth’s past, such
as the End-Permian extinction event 252 million years (Myr) ago and the (hypothesised)
Snowball Earth event around 700 Myr ago [Scheffer, 2009]. Despite the obvious complexity
of ecological and climatological processes on Earth, some of the fundamental mechanisms
behind these rapid transitions have been understood through the use of simple and trans-
parent mathematical models [Scheffer, 2009, Budyko, 1969, Sellers, 1969].

In this thesis we study the middle Pleistocene transition (MPT), arguably a critical
transition, around 1 Myr ago when the period of glacial cycles increased from about 40
thousand years (kyr) to about 100 kyr. We model the glacial cycles as a dynamical system,
a climate state evolving in time, and analyse the transition using bifurcation theory, a theory
that describes abrupt change in state due to small changes to system parameters.

Although the glacial cycles occur on time scales longer than the existence of modern
civilisation, we see three reasons why they are important to study. The first is that we want
to have confidence in our models of future climate change. Lacking the ability to model past
critical transitions, how can we trust that these models are able to predict future ones? The
second is understanding for the sake of understanding. Many great discoveries in science
have no immediate applications, but were motivated by a quest to expand the body of
human knowledge. Lastly, the study of glacial cycles raises mathematical questions that are
of more general interest; in what ways can interacting systems evolving on different time
scales bifurcate, how do dynamical systems respond to time-varying and irregular input,
and how can we detect whether a dynamical mechanism generates a set of data?

This thesis is divided into five parts. In the first part (Chapters 2 to 3) we introduce
the problem of the ice ages and the MPT, as well as theory common to the remaining four
parts. In the second part (Chapter 7) we present a theory for the MPT based on a slow
change in the internal climate state and entrainment to variations in the incoming insolation
at Northern latitudes. In the third part (Chapter 8) we set astronomical forcing aside and
propose a classification of bifurcation in singular fast-slow systems with one fast variable.
One of these bifurcations may be the cause of the MPT. In the fourth part (Chapter 9)
we expand on Chapter 7 and present a framework for understanding how a class of self-
sustained oscillators respond to modulated sinusoidal forcing, of which insolation variations
are a particular kind. In the fifth part (Chapter 10), we study how the MPT is realised in the
Paillard 1998 model of glacial cycles. At the time of writing, the second part is a summary

1



CHAPTER 1. INTRODUCTION 2

of a paper published online in Climate Dynamics, and the third part is a summary of and
extension to a paper submitted to Nonlinearity. The fourth and fifth parts are planned to
be written up as articles in the future.

Original contributions are predominantly collected in chapters 7 to 10. We will refer to
the paper in A as “Paper A” and the paper in A as “Paper B”.

If the reader is familiar with paleoclimate proxies and the phenomenology of glacial
cycles they can skip past chapters 2 and 3 without loss of continuity. Similarly, if the
reader is familiar with dynamical systems, frequency locking, and bifurcation theory they
can skip chapters 4 and 5. Likewise, Chapter 6 can be skipped if the reader is well versed
in conceptual glacial cycle models.

The only assumed prerequisites are basic calculus, algebra, statistics and spectral ana-
lysis. We have attempted to introduce all other concepts sufficiently well that no prior
knowledge of them is required.

For the remainder of the thesis, the pronoun “we” will be used. This can mean either
“we” as in the author of the thesis and the reader, or “we” as in the author of the thesis
and collaborators. In both cases I, the author of the thesis, take full responsibility for any
statement or claim written as if originating from “we”.



Chapter 2

The glacial cycles

Written account of the idea that parts of the world that are now free from permanent ice
cover were once covered with large ice sheets stems from the 18:th century 1[Mathews et al.,
1898, Remy and Testut, 2006]. It was first in the 19:th century when it was suggested that
parts of Europe had been covered by ice not once, but multiple times, that the concept of
glacial cycles was born [Imbrie, 1982].

In the following we give a brief introduction to the theory of glacial cycles. This review
is incomplete, but we aim to provide an overview and mention important breakthroughs.
The part of the introduction covering the 19:th and early 20:th century is largely adapted
from [Imbrie, 1982] (where also historical references can be found).

2.1 Early history and link to insolation variations
Louis Agassiz in 1837 was not the first to propose that Earth had undergone a state of
widespread glaciation, but he was the first to gain widespread credit for the hypothesis
[Imbrie, 1982]. Evidence for this theory is the large boulders mysteriously scattered in the
Alps. Agassiz suggested that they had been brought there by glaciers which had since then
melted. Furthermore, he proposed that there had been multiple such glacial cycles, and idea
which might have inspired Joséph Adhémar to propose in 1842 that variations in insolation
onto Earth could be the cause. This idea was refined by James Croll in 1864, who aided by
estimates of variations in eccentricity, the ovalness of Earth’s orbit around the sun, proposed
that an ice age would occur when Earth’s orbit is oval, since then winters are particularly
cold. This was later shown to be wrong, however. It was only after 1920 when Milutin
Milanković calculated insolation onto Earth with decent accuracy that it became possible
to link variation in insolation at different latitudes to the glacial cycles. Over the coming
decades, Milanković postulated that the summer insolation in the Northern hemisphere was
the key driver of ice ages. However, the insolation curves that he found suggested major
glaciations every 40 thousand years or so, as opposed to every 100 thousand years over the
past million years, which is closer to the truth.

2.2 Sediment δ18O as a proxy of ice temperature
To ascertain not only that multiple glacial cycles occurred, but when they occurred, required
improved sources of data. In 1955 Cesare Emiliani analysed the ratios of the oxygen iso-
topes O16 and O18 in the shells of small creatures called foraminifera obtained from twelve

1“It is to be observed, that the glacier is not level, and all the ice has a motion from the higher parts
towards the lower; that is to say, that it slides continually towards the outlets into the valley, which has
been remarked by many circumstances. First, by great stones, which have been carried quite into the valley
of Chamouny; they showed us one of a very large size, which several old people assured us, that they had
been upon the ice.” From [Mathews et al., 1898] p. 349
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sediment cores, cylindrical samples of the ocean floor [Emiliani, 1955]. The ratio between
the elements O18/O16 in calcium carbonate CaC3O reflects the temperature at which the
shells are formed, since at colder temperatures O18 is more prone to form CaC3O than O16,
while at higher temperatures the difference between the isotopes is smaller. Thus, a higher
ratio reflects colder waters and a lower ratio warmer waters. In practice, one compares the
isotope ratio in a measured sample with a standard, to produce the isotope ratio anomaly
δ18O, which typically is on the order of magnitude 10‰.

2.2.1 Contribution of ice volume to δ18O
However, the oxygen isotope ratio δ18O also reflects the composition of O16 and O18 in
the water where the shells were formed. Since lighter isotopes are preferentially removed
through evaporation and then deposited on ice sheets, more light isotopes stored in ice sheets
mean that heavier isotopes are left in the ocean, increasing δ18O. Emiliani down-played this
effect, but Nicolas Shackleton argued in 1967 that it forms a significant contribution to
δ18O, and thus that δ18O reflects changes in global ice volume [Shackleton, 1967]. Since
then, the relative contribution of temperature and ice volume has been disputed. Attempts
at separating the two signals through modelling [Bintanja et al., 2005, Mix and Ruddiman,
1984] and measurement of the ratio between calcium and magnesium Ca/Mg in foraminiferal
shells [Katz, 1973, Lear et al., 2000, Sosdian and Rosenthal, 2009], indicate that the relative
contribution of temperature and ice volume to δ18O is not constant over time. However,
by-and-large the contributions covary, so variations in δ18O do seem to represent variations
in ice volume.

2.2.2 Relating core depth and age
While on the topic of ice volume proxies, we spend a few words on how age is inferred
from depth in a sediment core. A classic method is to infer age at a certain depth from
the decay of radioactive isotopes of carbon, thorium, uranium and protactinium [Emiliani,
1955, Sakanoue et al., 1967]. The age is estimated at easily identifiable markers such as
magnetic reversals, when the polarity of Earth’s inner magnet, and material deposited in
the sediment core, changed. Once the age of these marker events has been estimated, one
has to assume a (possibly time-varying) sedimentation rate, which when integrated gives a
relation between depth and time. Recently, multiple cores have been aggregated in a method
called stacking in order to improve age models [Lisiecki and Raymo, 2005, Huybers, 2007,
Huybers and Wunsch, 2004]. Lastly, we mention that age models are sometimes tuned by
assuming a phase relationship between glacial cycles and insolation variations (e.g. [Lisiecki
and Raymo, 2005]). This, however, reduces the ability to infer relationships between the ice
volume record and the insolation variations used for tuning [Huybers, 2007].

2.3 The 1970s until present
As dating techniques improved in the 1970s, the confidence in the age models increased
and the sequence of ∼100 thousand years (kyr) long glaciations over the past million years
became well established [Shackleton and Opdyke, 1973, Broecker and van Donk, 1970].
Along with this, interest in the Milanković’s theory rose. In 1976 Hays et al. [1976] performed
spectral analysis on a 450 kyr long δ18O record and concluded that the orbital periods
∼21, 41 kyr and ∼100 kyr present in insolation variations at Northern latitudes were also
present in the δ18O record. This seemed to agree with Milanković’s theory. However, the
analysis revealed a puzzle that lingers to this day; the dominant frequency in the δ18O record
is ∼100 kyr while the changes in solar output due to the 100 kyr period of eccentricity are
negligible. This hinted that non-linear mechanism is responsible for the saw-tooth shaped
glacial cycles with slow growth of ice volume and rapid deglaciation. The physical and
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Figure 2.1: Global ice volume and deep ocean temperature proxies. a) LR04 is a stack of
δ18O from benthic (bottom dwelling) foraminifera, and H07 is a stack of benthic and planktic
(top ocean dwelling) foraminifera [Lisiecki and Raymo, 2005, Huybers, 2007]. Magenta and
red dots mark major glacial terminations in the respective stacks. b) Durations between
glacial terminations in the two stacks. Error bars show one standard deviation of durations
between major glacial terminations (taken to be

√
2 ·6 kyr for LR04 and

√
2σH07(t)), where

σH07(t) is a time-varying age model error taken from [Huybers, 2007].

dynamical mechanisms reponsible for these glacial cycles occupy researchers and modellers
to this day. We delay the discussion of models until Chapter 6, however.

2.3.1 The middle Pleistocene transition
The record in Shackleton and Opdyke [1973] stretched back to 1600 kyr ago, far enough to
reveal that the major ∼100 kyr glacial cycles at some point around 1000 kyr ago started to
give way to ∼40 kyr cycles, a transition that would later be known as the middle Pleistocene
transition (or variations on the name), see Figure 2.1. This point was made once more in
Shackleton and Opdyke [1976], Pisias and Moore [1981]. Since then, new observational data
has not triggered new ideas on the origins of the middle Pleistocene transition. Therefore
most attention has gone into modelling the transition and analysing it statistically, as we do
in this thesis. As mentioned before, we treat the modelling of the glacial cycles separately
in Chapter 6.

2.3.2 New sources of data
The most prominent sources of new data relating to glacial cycles comes from Antarctic ice
cores. The longest set of Vostok ice cores from 1998 stretches back to 420 kyr[Petit et al.,
1999] and the Dome C core from 2004 goes back to about 800 kyr [EPICA community
members, 2004, Parrenin et al., 2007, Lüthi et al., 2008]. Ice cores, just like sediment cores,
contain water molecules whose isotope ratios carry information about climate conditions.
However, unlike in sediment cores variations in the isotopic ratios are mainly believed to
reflect the temperatures where pricipitation is formed and where it is deposited. Addition-
ally, gas bubbles are trapped in the ice, which enables atmospheric CO2 and other chemical
elements to be measured.

Interestingly, the records revealed that CO2 oscillates cyclically along with local temper-
ature variations. This implies that ice volume, (local) temperature, and CO2 are intimately
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linked and has to be accounted for in a complete model of the glacial cycles [Dijkstra, 2013].
There is currently hope that a new ice core extending over 1 million years back in time can
reveal the role of CO2 across the MPT.

Two stacks of sediment cores (the LR04 and H07 stacks) extending 5 and 2 million years
back in time respectively were published in the 2000s [Lisiecki and Raymo, 2005, Huybers,
2007] (Figure 2.1). These stacks are superpositions of individual cores, and therefore dating
can be improved. Furthermore, they are thought to represent global ice volume and average
deep ocean temperatures which is relevant for modelling the glacial cycles with simple
models. Because of their advantages, these cores are commonly used as benchmarks for
comparison with models.

2.3.3 A note on terminology
The term ice age has been used to denote both the glacial cycles of length ∼40 to ∼120 kyr,
which this thesis deal with, in addition to other phenomena such as Dansgaard-Oeschger
events, Snowball Earth events, and the “Little Ice Age”. In this thesis, we use exclusively
the term glacial cycles.

2.4 Summary
Glacial cydes have been known to exist since the 19:th century. Throughout the 20:th and
early 21:st century improved proxies, data from which past climate can be inferred, and
methods revealed that glacial cycles had a dominant period of about 40 thousand years
(kyr) prior to 1 Million years ago, which then changed to a period of about 100 kyr. This
shift in dominant period is called the middle Pleistocene transition. The period 41 thousand
years was predicted by Milutin Milanković in the 1940s based on calculations of insolation
variation due to variations to Earth’s orbit and tilt. However, the origin of the ∼100kyr
period is still debated. In this thesis we shall encounter different theories for this period,
and we shall question the appropriateness of characterising the glacial cycles over the past
Million years by the average period ∼100kyr.



Chapter 3

Insolation variations

Adhémar and Croll were first to link variations in insolation to glacial cycles [Imbrie, 1982].
But the usefulness of the insolation fields depend on the quality of the calculation of the
underlying equations. This improved in stages, with Milanković (1920), Vernekar (1972),
Berger (1976) and Laskar (2004) providing milestones to the present time in 2019, when it
is possible to determine insolation fields with decent accuracy up to 50 million years back
in time.

In this section we give an introduction to the insolation variations on Earth and the
astronomical elements responsible for these variations. First I sketch how the astronomical
elements relate to the insolation field, and then we review a discussion about which latitudes
and times of the year are the most relevant for the glacial cycles.

3.1 Insolation from orbital parameters
The insolation at any day of the year at a given latitude is given by four parameters; the
solar output power S0, eccentricity (ovalness) of Earth’s orbit around the sun e, the tilt of
Earths axis of rotation relative to the sun (obliquity) ε, and the longitude of perihelion ω
(Figure 3.1) [Berger, 1978].

The solar output power S0 we consider constant on time scales relevant for the glacial
cycles.

Obliquity ε is the tilt of Earth’s axis of rotation relative to the ecliptic plane, the plane
in which Earth rotates around the Sun (Figure 3.1 d)). Obliquity changes between ca 22.1°
and 24.5° degrees with a period of about 41 kyr.

Eccentricity e =
√
a2 − b2/a relates the lengths of the longer and shorter semi-axes of

the orbit of Earth around the sun and is a measure of ovalness (Figure 3.1 a)). Since a
is approximately constant on glacial time scales [Berger, 1978], changes to e mostly occur
through b. Eccentricity variations are not quite sinusoidal but have a range of periods
around 100 and 400 kyr.

The longitude of perihelion ω is the angle between the spring equinox (when days and
nights are equally long when progressing towards summer) and perihelion (the point on
Earth’s orbit closest to the sun) (Figure 3.1 c)). This variable influences how close Earth
is to the sun during different seasons. For example, if the North pole points away from the
Sun when Earth is the farthest from the Sun, then Northern latitude winters are colder
compared to if the North Pole points away from the Sun when closest to it. The longitude
of perihelion changes over time due to two precessional effects. Apsidal precession occurs
because Earth’s orbit around the sun rotates relative to the fixed stars (Figure 3.1 b)). As
perihelion and aphelion (where Earth is the farthest from the sun) change position, the
relative position of summer of winter on the orbit changes as well. Axial precession occurs
because Earth’s axis of rotation is not fixed relative to the sun, but rotates (Figure 3.1
e)). For this reason, even with no apsidal precession the seasons would occur at varying

7
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Figure 3.1: Earth’s (blue disk) astronomical configuration relative to the sun (yellow disk)
(heavily exaggerated relative to reality). a) Earth orbits on an ellipse with the Sun at one
of the focal points. The distance between Earth and the Sun is denoted r, a and b are the
major and minor semi-axes, d is the distance between the Sun and the centre of the ellipse,
and ν is the true anomaly, the counter-clockwise angle between perihelion (the point on
the orbit closest to the Sun) and Earth. Eccentricity e =

√
a2 − b2/a = d/a is larger for

more oblong ellipses. b) Apsidal precession is the rotation of the apsides (perihelion and
aphelion) around the sun, which causes the intensity of the seasons to vary. c) The intensity
of the seasons on different latitudes on Earth depends on how close is to the sun at each
season. d) Obliquity is the tilt of Earth relative to the ecliptic plane, the plane in which
Earth rotates around the Sun. e) Axial precession, the precession of Earth’s axis of rotation
in the ecliptic plane. f) The longitude of perihelion (the angle between the spring equinox
(SE)) and the true anomaly ν, the angle between the Spring equinox and perihelion, whose
sum is the true longitude λ = ν + ω.
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Figure 3.2: Angles in the formula for insolation on a given latitude and hour. a) The azimuth
angle β is the angle between the Sun to Earth unit vector es lying in the (x, z) plane and
the outward unit normal vector er from the surface of Earth, approximated as a sphere.
b) A relation between δ, the obliquity ε and the true latitude λ can be derived through
trigonometry.

distances from the sun. These two effects combined produce insolation variations with an
average period of about 23 kyr.

The longitude of perihelion is often combined with eccentricity to form the precessional
parameter

p(t) = e(t) sin (ω(t)),

where we note that ω is an angle varying in time and not an angular frequency. This
parameter expresses a sine function (often with near constant rate of change of its argument
ω(t)) that is modulated by eccentricity. This makes sense, since for a circular orbit e = 0,
the longitude of perihelion does not influence insolation onto different latitudes of Earth.

The orbital parameters can be combined to form an expression for the insolation at a
given latitude and time of the day

W (t) = Sa

(a
r

)2
cosβ, (3.1)

where Sa is the solar constant renormalised to the major semi-axis a of Earth’s orbit around
the sun, r is the distance from Earth to the Sun, and β is the azimuth angle, the angle
between Earth”s outward normal and the incoming rays from the Sun, assumed parallel,
(Figure 3.2 a)). The cosine azimuth angel can be computed from dot product of unit
vectors [Sproul, 2007], to give

cosβ = cosφ cos δ cosH + sinφ sin δ,

where φ is the latitude on earth, δ is the angle of the Sun’s rays onto Earth and H is the
hourly angle, ranging from 0 to 360°).

The constant Sa is the standard solar constant S0 renormalised to the major semi-axis
a [Berger et al., 2010]

Sa = S0

√
1− e2, (3.2)

which includes explicit dependence on the eccentricity.
The radius r can be expressed in the true anomaly ν (the angle between perihelion and

Earth), eccentricity e and the length of the major semi-axis a as

r =
a(1− e2)

1− e cos ν
,

by noting that the sun is located at a focal point of the ellipse at a distance d = ae from
the centre, and inserting the expression for the position of Earth in (r, ν)-coordinates into
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the equation for the ellipse (Figure 3.1 a)). The angle between the sun’s rays and Earth’s
equatorial plane δ can be found trigonometrically as

sin δ = sinλ sin ε, (3.3)

where again ε is the obliquity, and where λ is the true longitude, the angle between the
spring equinox and Earth (Figure 3.2 b)). The true longitude is related to the true anomaly
ν and the longitude of perihelion as

λ = ν + ω,

as can be seen from Figure 3.1 d). This allows us to express the instantaneous insolation
(3.1) as

W (t) = Sa(e)

(
1 + e cos (λ− ω)

1− e2
)2

(cosφ cos (δ(ε, λ)) cosH + sinφ sin ε sinλ), (3.4)

where we have emphasised the dependence of δ on ε and λ (Equation (3.3)) and of Sa
on e (Equation (3.2)). This expression can be integrated to derive a number of insolation
quantities such as the insolation at summer solstice at 65° North, or the total insolation over
one year on the Northern hemisphere. In practice, it is a bit involved, however. The main
purpose of deriving (3.4) here is to demonstrate that insolation variations on thousand year
time scales are mainly a function of just three parameters: obliquity ε, eccentricity e, and
precession e sinω.

3.2 The most relevant insolation curve
In 1930 Milanković proposed that the most important insolation curve for the glacial cycles
is the caloric summer insolation, irradiance integrated over the summer half year where the
summer is defined such that any summer day receives more insolation than any day in the
winter half [Tzedakis et al., 2017], Figure 3.3b). Ever since, there has been a debate about
which scalar insolation curve is the most important for the glacial cycles [Imbrie, 1982].
Milanković argued that the insolation at 65N is the most relevant, since in glacial times the
largest and most sensitive ice sheets would lie on the Northern hemisphere (which has more
land mass), and their ablation lines (where ice mass has net loss) would lie around 65N.

But since insolation varies on all latitudes and over all times, why is there a focus on
identifying a scalar time series as “the” relevant insolation curve? There are two reasons
for this. The first is practicality; as the δ18O proxy curve (e.g. Figure 2.1) representing
global variations in ice volume is scalar, it is more straightforward to compare it with a
scalar insolation curve, rather than a spatially distributed insolation field. Furthermore, if
a model does not have spatial extent, then a spatially varying insolation field cannot be
part of it. The second is parsimony; one wishes to include only the necessary components
in an explanation for the glacial cycles. If indeed integrated summer insolation at 65N can
explain the succession of glacial cycles in a satisfactory manner, and the winter insolation
at the equator does not add explainatory value, then the equatorial winter insolation should
not be included in a model.

An observation that helps the discussion on insolation curves is that almost all insolation
curves F averaged over latitudes and times of the year can be well approximated as a linear
combination of obliquity ε and precession e sin (ω + φ) (normalised to zero mean and unit
variance), where φ indicates month of the year [Imbrie and Imbrie, 1980]:

F (t) = Aε+Be sin (ω + φ),

and A and B are constants. Therefore, insolation curves can by-and-large be characterised
by their relative proportions of obliquity and precession.
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Figure 3.3: Insolation and astronomical parameter curves. a) Summer solstice insolation at
65 degrees North. b) Caloric summer insolation at 65 North, the insolation integrated over
the summer, defined as the half year such that every summer day receives more insolation
than any winter day. c) Obliquity, the tilt of Earth relative to its plane of rotation around
the sun. d) Precession, an astronomical quantity related to how close the Earth is to the
Sun during different seasons. Eccentricity, which is the ovalness of Earth’s orbit around the
Sun, forms an envelope of precession which is represented as a red curve. All curves are
normalised to zero mean and unit variance
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Generally, precession plays a bigger role closer to the equator and obliquity plays a
bigger role closer to the poles. However, it also matters whether one considers the maximum
insolation in a year, or integrated insolation over part of a year or above some threshold. In
general, the larger part of the year one integrates over, the larger role does obliquity play.
The reason for this is Kepler’s second law, which implies that summers are shorter when
Earth’ is closer to the sun and longer when it is far away, negating the precessional effect
of seasonal contrasts [Huybers, 2006].

Different reasoning motivates the use of different insolation curves. If insolation extremes
are most important for ice sheet stability, then insolation at summer solstice should be more
appropriate. On the other hand, if the integrated insolation over the year, or insolation
above a low threshold intensity is most important, then obliquity should play a bigger
role [Huybers, 2006]. Furthermore, the latitude of relevant ice sheets also matters; if ice
sheets are more sensitive at low latitudes, then the relevant insolation curve contains more
precession relative to obliquity.

In recent years, three insolation curves have seen the most use in models. One is the
summer solstice insolation at 65 degrees North which is dominated by precession (e.g. [Im-
brie et al., 2011, de Saedeleer et al., 2013, Ashwin and Ditlevsen, 2015]), another is the
caloric summer insolation (e.g. [Tzedakis et al., 2017, Feng and Bailer-Jones, 2015]), and a
third is pure obliquity [Huybers, 2007, Daruka and Ditlevsen, 2015]. We show these curves
in Figure 3.3, together with orbital parameters.

Moreover, simplifications or approximations to insolation curves are sometimes used.
For instance, [de Saedeleer et al., 2013] approximated the summer solstice insolation at 65
degrees North as a trigonometric sum containing 35 frequencies. Le Treut and Ghil [1983]
used a combination of sines at periods that dominate precession. Daruka and Ditlevsen
[2015], Ditlevsen and Ashwin [2018], Ashkenazy [2006] used a single sine curve to approxim-
ate obliquity, which closely resembles a modulated sine curve with dominant period 41 kyr.
Using a simplified insolation curve can elucidate certain mechanisms like frequency locking,
which would still be valid but not at clear with more complicated forcing.

3.3 Summary
Three insolation parameters obliquity, longitude of perihelion, and eccentricity govern the
insolation received at different latitudes on Earth over different time periods of the year.
These orbital parameters vary over time with dominant periods of approximately 21, 41, 100
and 400 thousand years. Insolation variations at Northern latitudes influence the mass
balance and stability of ice sheets in the Northern hemisphere, and as such are believed
to play a major role for the glacial cycles. For different reasons, researchers often consider
scalar insolation time series, even though the insolation field is defined across the globe.
These insolation curves can to a good approximation be expressed as sums of obliquity and
precession, both modulated sine curves, which conceptually simplifies the interpretation of
insolation variations.



Chapter 4

Dynamical systems

A dynamical system is a rule describing how a state x evolves in time t. This broad definition
makes it clear that dynamical systems are suitable models for a range of natural phenomena,
including the glacial cycles.

The aim of this section is to provide an introduction to dynamical systems theory and
provide a basis for later chapters. The first part will be rather informal and focus on
concepts, whereas the later part will be somewhat more rigorous in preparation for later
chapters.

4.1 Definition and basic concepts
We define a dynamical system as a tuple (f,X, T ), where X is the state space containing
states x ∈ X that evolve in time t ∈ T according to an evolution rule f : T ×X → X that
maps states at time instants to new states. This definition is not very constrained. This
is on purpose, since models of glacial cycles come in many different kinds. We begin with
smooth ordinary differential equations, a widely studied class of systems, and then introduce
more exotic ones.

An Ordinary Differential Equation (ODE) is a dynamical system with continuous space
and time. Typically T = R (the real numbers) and X = Rn, n-dimensional Euclidean space,
in which the state only depends on a time derivative

ẋ = f(t, x), (4.1)

where ẋ := d
dtx and where the evolution rule f : R×Rn → Rn is a real function. Note that

x and f may be vector valued. Typically, f is assumed to be continuous and smooth too
some degree such that f ∈ Ck(X), the space of functions with continuous derivatives up to
order k.

Autonomous systems are ODE:s for which the right hand side of (4.1), sometimes called
the vector field, does not depend explicitly on time f(t, x) = f(x). The qualitative behaviour
of such systems is much better understood compared to non-autonomous systems.

4.2 The fold system
A classic example of an infinitely smooth, autonomous, system is the fold equation

ẋ = f(x;λ) = x2 − λ, (4.2)

where the dot denotes derivative with respect to time. In fact f(x;λ) is a family of functions
parametrised by a parameter λ. Such parametrised families of functions are central for
Chapter 8 of this thesis. Let us study the system behaviour for a fixed value λ = 1. In this
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Figure 4.1: Graphical representation of the fold system ẋ = x2 − λ, for λ = 1. a) The
sign of the vector field f(x) dictates on which segments the flow flows to the right or left
on segments of the real line. The filled and open dots are stable and unstable equilibria
respectively. b) Three solutions for different initial conditions. The blue arrows show the
direction of the vector field in (x, t) space.

case, we can solve the initial value problem, which is (4.2) combined with an initial condition
(t0, x0), analytically for x(t). Separating variables, we have that

dx

dt
= x2 − λ

∫ x

x0

dx
1

x2 − λ =

∫ t

t0

dt,

∣∣∣∣∣
(x−

√
λ)(x0 +

√
λ)

(x+
√
λ)(x0 −

√
λ)

∣∣∣∣∣ = 2
√
λ(t− t0)

x(t) =
√
λ
x0

(
1 + e2

√
λ(t−t0)

)
+
√
λ
(

1− e2
√
λ(t−t0)

)

x0

(
1− e2

√
λ(t−t0)

)
+
√
λ
(

1 + e2
√
λ(t−t0)

) ,

(4.3)

unless x = ±λ, in which case x(t) = x0, and unless the denominator is zero, in which the
solution blows up to ±∞.

We can understand the solution behaviour by plotting the graph of solutions over time, as
in Figure 4.1. The direction and magnitude of the vector field is represented by blue arrows.
We see that all three solution trajectories follow the vector field. Figure 4.1 indicates that
for initial values x0 <

√
λ, trajectories approach x = −

√
λ, whereas for x0 >

√
λ solutions

diverge upwards. At x = ±
√
λ the change in x vanishes.

We can confirm these visual suspicions by inspecting the differential equation (4.2).
Firstly, at points x0 = ±

√
λ the solution does not change in time since ẋ = 0. These points

are called equilibria, or fixed points. The stability of an equilibrium can typically be found
from the eigenvalues of the linearisation of the vector field near the equilibrium x∗

f(x) ≈ f(x∗) +
∂f

∂x
(x∗)(x− x∗) + h.o.t, (4.4)

where h.o.t. stands for higher order terms. If the Jacobian (first derivative in the one-
dimensional case) ∂f

∂x only has eigenvalues λi with strictly negative real part <(λi) < 0, ∀i,
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Figure 4.2: Sadle-node (fold) bifurcation in the fold system ẋ = x2−λ. a) As λ changes, the
number of equilibria (solutions to f(x) = 0) changes. The solid and hollow circles are stable
and unstable equilibria, and the half-filled circle is a saddle-node with a zero eigenvalue. b)
Bifurcation diagram, showing the equilibria x∗ =

√
λ versus the bifurcation parameter λ.

Solid and dashed line indicate stable and unstable equilibria respectively.

then the fixed point is stable, such that nearby points are attracted to that point. If at least
one real part is positive on the other hand, <(λi) > 0, ∀i, then the point is unstable. For
(4.2), we have that

∂f(x)

∂x

∣∣∣∣
x=±

√
λ

= ±2
√
λ, (4.5)

confirming that x∗ =
√
λ is a stable equilibrium and x∗ =

√
λ is an unstable equilibrium.

The result that equates the stability of an equilibrium with that of its linearisation is called
the Hartman-Grobman theorem [Hartman, 1960, Grobman, 1959], and only holds as long
the equilibrium is hyperbolic, meaning that none of the eigenvalues have zero real part. If
<(λi) = 0 for some i, then the equilibrium is called non-hyperbolic and the stability cannot
be inferred from the linearisation [Strogatz, 1994].

4.3 Bifurcation: Saddle-node bifurcation
Loosely speaking, a bifurcation occurs when the qualitative behaviour of a system changes
as one (or more) parameters are varied gradually. We explore this concept by returning to
the the fold system (4.2).

If we consider (4.2) for different values of λ between 1 and −1, we note that the number of
equilibrium points change. For λ > 0 there are two equilibria x∗ = ±

√
λ solving x2−λ = 0,

for λ = 0 there is a single double root x∗ = 0, and for λ < 0 there are no equilibria. This
change can be visualised in Figure 4.2 a). As λ decreases, the quadratic function moves up
the vertical axis such that the equilibria move closer to each other until they meet at x = 0
and eventually disappear. Since the number of solutions change, we say that the system
undergoes bifurcation.

The parameter λ is called the bifurcation parameter. A typical way of visualising bi-
furcation is to plot the equilibria on the vertical axis and the bifurcation parameter on the
horizontal axis as in Figure 4.2. In Figure 4.2 the line of equilibria “folds” over itself, which
gives the bifurcation its name. The bifurcation is also called saddle-node bifurcation. This
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is because in higher dimensions the unstable equilibrium generally has some negative eigen-
values, making it a so-called saddle point, whereas the stable equilibrium is called a node.
At a saddle-node a saddle and a node merge.

4.4 Numerical solutions
We were able to solve the initial value problem (4.2) analytically, but for general systems
we do not have that luxury. We then have to resort to numerical solutions for estimates to
the trajectories. For the remainder of this thesis, we will use the Euler forward numerical
scheme in most of the cases. For numerical solutions, time must be discretised such that
the i:th time point is given by ti = ti−1 + ∆i, where ∆i is the i:th time increment. We use
constant time step, such that ∆i = ∆ for all i. The Euler forward scheme estimates the
future value of the solution trajectory as

xti+1 = xti + ∆f(ti, xti).

Although simple, this method has many drawbacks; errors grow fast relative to other meth-
ods and it is ill suited for problems that are difficult to integrate, such as stiff (a kind of
difficult-to-integrate) problems. However, the method works well when accuracy or stability
is not an issue, and it is convenient to use.

For difficult-to-integrate problems, we use integrators built into the software MATLAB,
version 2016b. These have error control and adaptive step-size, and some are suited for stiff
problems. The van der Pol system in the following section is one such system.

4.5 A fast-slow system in two dimensions
The van der Pol oscillator is a mathematical model of a type of electronic circuit, proposed
and popularised in the 1920’ies [van der Pol, 1926]. The model has subsequently been
applied to other fields, such as neuroscience and the theory of glacial cycles (e.g. [Crucifix,
2013, de Saedeleer et al., 2013, Ditlevsen and Ashwin, 2018]). The model

ẍ− 1√
ε
(1− 3x2)ẋ− x = 0, (4.6)

for 0 < ε� 1, where� means much smaller than, is the archetype of a relaxation oscillator.
The reason why it is called a relaxation oscillator is that the state x undergoes periodic
oscillations, consisting of slowly changing “relaxing” epochs combined with fast jumps, as
can be seen by integrating the following transformed version of (4.6). By the Liénard
transformation

y = x3 − x+
√
εẋ,

combined with time rescaling
√
εt→ t, Equation (4.6) can be written as a system of equa-

tions
εẋ = −x3 + x− y := g(x, y)

ẏ = x := h(x, y),
(4.7)

where we have named the vector fields g and h respectively. The solutions x(t) to (4.7) for
ε = 0.01 can be plotted in time, as for the one-dimensional fold system (Figure 4.3 b,c)). We
see that the fast variable x remains almost constant over time intervals but sometimes jump
nearly instantaneously, whereas the slow variable y progresses slowly. The fast variable is
named so because for small ε the time derivative ẋ is very large compared to ẏ, whenever
the right hand side is non-zero. The first line of (4.7) suggests that if y changes much slower
than x, then ẋ will quickly adjust x so that the right hand side is nearly zero. Because of
this separation into a fast and slow variables, the system is called a fast-slow system.
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Figure 4.3: The van der Pol oscillator (4.7) with fast variable x and slow variable y. a)
Phase portrait. The black curve is the fast nullcline (the critical set) to which trajectories
attract. The blue dashed line is the slow nullcline; above it solutions move right and below it
they move left. The orange curve is an example solution and the arrows show the direction
of the vector field. b,c) Time series of variables x and y for the solution in a).

In the singular limit ε → 0 the adjustment of x to the critical set becomes “infinitely”
fast almost everywhere, such that x is constrained to the critical set defined by g(x, y) = 0.
The motion of the slow variable constrained to the critical set is given by the reduced system

0 = −x3 + x− y
ẏ = x,

(4.8)

Plotting the critical set in the state space (also called phase space, the (x, y) plane) together
with a sample trajectory, we see that for ε = 0.01 trajectories attract rapidly towards the
critical set almost everywhere, although note that near the folds (x = ±

√
1/3) the attraction

is slower (Figure 4.3 a)). We can understand why this is so by considering (4.7) in the fast
time τ = t/ε. Writing x′ = dx/dτ , and setting ε = 0, we get the layer equations

x′ = −x3 + x− y
y′ = 0,

(4.9)

which say that in the fast time, the slow variable is viewed as constant. The fast variable
obeys a differential equation, whose equilibria lie on the critical set. As usual, we can infer
the stability of these equilibria through stability analysis. Differentiating the right hand
side we get

∂g

∂x
= −3x2 + 1,

which indicates that for x = ±
√

1/3 any equilibria are nonhyperbolic and the stability thus
is undecided from linear stability. Solving g(x, y) = 0 for y shows that there indeed are
two such equilibria (±1/

√
3,±2/

√
3) at the folds in Figure 4.3. The derivative also confirms

Figure 4.3, which indicates that equilibria are hyperbolically attracting for |x| > 1
√

3, and
hyperbolically repelling for −1/

√
3 < x < 1/

√
3. The similarity of the folds in Figure 4.3 and

the fold system in Figure 4.2 is not coincidental. Heuristically, we suspect that because the
equations are smooth, the local behaviour around a point (x0, y0) should be well captured
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by low order terms in the Taylor expansion

gloc(x, y) ≈ g(x0, y0) + gx(x0, y0)(x− x0) + gy(x0, y0)(y − y0)+

1

2
gxx(x0, y0)(x− x0)2 +

1

2
gyy(x0, y0)(y − y0)2+

1

2
gxy(x0, y0)(x− x0)(y − y0) + h.o.t.,

where h.o.t. again means higher order terms, and derivatives are written as subscripts, e.g.
∂g/∂x = gx. Evaluating near the positive fold point (x0, y0) = (1/

√
3, 2/
√

3) and shifting
the origin (x̃, ỹ) = (x− x0, y − y0) we find that

gloc(x̃, ỹ) ≈ −ỹ −
√

3x̃2, (4.10)

which is identical to (4.2) save for a change of signs, reflecting the fold in the x-axis and
reversing the stability of the branches. Importantly, the “constant” variable y takes on the
role of λ, the bifurcation parameter. This viewpoint is central to our proposed classification
of bifurcations in fast-slow systems in Chapter 8.

Not only (4.9) can be transformed to an equation on the form (4.2). Any smooth
parametrised single-variable function g(x;λ) for which g(x0;λ0) = gx(x0;λ0) at a point
(x0;λ0), which satisfies the nondegeneracy conditions

{
C.1: gxx(x0, λ0) 6= 0

C.2: gλ(x0, λ0) 6= 0,
(4.11)

can be transformed to (4.2) by a smooth change of coordinates in an open neighbourhood
around (x0;λ0) (see e.g. [Kuznetsov, 2004, Kuehn, 2015]). For this reason (4.2) is called a
normal form for the fold, or saddle-node, bifurcation. There exist similar normal forms for
other bifurcation problems.

The rate of convergence to the equilibrium at the fold is found by solving x̃′ = gloc from
(4.10) at bifurcation ỹ = 0. We find that

x̃(τ) =
x̃0

1 +
√

3x̃0(τ − τ0)
,

for initial fast time τ0, indicating that convergence to the equilibrium is only algebraic,
as opposed to exponential (4.3) away from the fold point. Moreover, (4.3) shows that the
convergence rate decreases for decreasing λ. This explains why the convergence is weak near
the fold point.

We end this section by introducing a few new terms, and by commenting on the behaviour
of the van der Pol oscillator in the singular limit.

Firstly, the set g(x, y) = 0 is called the x-nullcline, in addition to the critical set. For
a general differential equation with variables xi, the set for which ẋi = 0 is called the xi-
nullcline. Hence h(x, y) = x = 0 defines the y-nullcline of the van der Pol system (4.7) (see
Figure 4.3). Equilibria occur at the intersections of all nullclines. Hence, for the system
(4.7) the only equilibrium is at (0, 0), and it is unstable for every ε > 0. Nullclines provide
additional information; for smooth systems, ẋi can only change sign at a nullcline. For
example, the system (4.7) the slow variable moves rightward for x > 0 and leftward for
x < 0. Note, however that the sign does not change at the nullcline if there is a zero of odd
order on the nullcline (e.g. 0 = y − x3).

Sometimes, the set g(x, y) = 0 is called the critical manifold, which carries the assump-
tion that the set is locally homeomorphic to a real hyperplane Rn, for some n ∈ N. However,
we shall encounter situations when the critical set intersects itself, such that it is not a man-
ifold. Therefore, we stick with the term critical set. Recall that a homeomorphism is a
continuous, invertible mapping between spaces, which preserves topological properties.
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The layer equation (4.9) and the reduced equation (4.8) suggest that whenever the
singular system is not on the critical set, the layer equations bring trajectories close to an
attracting part of the critical set, after which the slow dynamics get the time to evolve
along the critical set. But what happens at singular points (where gx = 0), such as folds?
In general, this a complicated question with no straightforward answer. However, if the
slow flow crosses a quadratic fold point satisfying the nondegeneracy conditions (4.11), the
answer is clear: the fast subsystem kicks in again, producing a rapid vertical jump off the
fold point as for the van der Pol system. If the destination point is a stable, regular part of
the critical set (that is, a point where there is no fold) and the slow flow is nonzero at that
point, then the slow subsystem kicks in again until, if ever, the fast system is activated upon
reaching another fold. Trajectories satisfying these requirements (and some more) are in a
sense robust to perturbation, and play a special role in our study of bifurcations of singular
relaxation oscillations in Chapter 8.

Relaxation oscillations are special cases of a more general object called limit cycles. A
limit cycle is an invariant, closed orbit with finite period, which is the limit of at least one
trajectory not in the orbit. That limit cycles are invariant means that if you start on the
limit cycle, you remain there for all forward and backward time. That the limit cycle is a
closed orbit with finite period means that for any initial x(t0) on the limit cycle, there exists
some finite T such that x(t0 + T ) = x(t0). That the cycle is the limit of a trajectory means
that there exists some point, not on the limit cycle, such that the limit of the trajectory in
forward or backward time equals the limit cycle.

Another question is what trajectories of the singular system ε = 0 tells us about the
behaviour of the nonsingular system for which ε > 0. Although we do not give that concern
much attention in this thesis, we provice a brief description of this topic.

4.5.1 Singular to non-singular
What does the singular system tell us about the non-singular system? The field of Geometric
Singular Perturbation Theory is dedicated to this question. For an introduction, see e.g.
[Jones, 1995, Kuehn, 2015]. The cornerstone of modern developments is a set of theorems due
to Fenichél [Fenichel, 1979, Kuehn, 2015], which roughly states that under certain conditions
there exists a slow manifold ε-nearby the critical manifold which shares properties such as
smoothness with the critical manifold, thus corroborating the intuition that trajectories
remain close to the critical manifold when the scale separation parameter ε is small enough,
at least away from folds.

The most important necessary condition for Fenichél’s theorem to hold is that the critical
set is locally a normally hyperbolic manifold, meaning that the contraction normal to the
manifold dominates the contraction tangential to it. In practice this is guaranteed as long
as the Jacobian of the fast subsystem has no eigenvalues with zero real part, because ε can
make gx/ε arbitrarily large in magnitude as long as gx 6= 0, dominating the expansion or
contraction of the slow subsystem [Kuehn, 2015].

This guarantees that there is a slow manifold near the critical manifold on any regular
part of the manifold, that is, away from folds. Near folds, interesting canard solutions
exist, however. These are trajectories that stay ε-close to the critical manifold for a time
independent of ε. The classic example due to Benoît et al. [1981] is the biassed van der Pol
oscillator

εẋ = −x3 + x− y
ẏ = x− a, (4.12)

where a is a constant bias parameter. The system has one equilibrium at p = (a,−a3 + a).
We perform linear stability analysis by evaluating the Jacobian at this point

Jp =

(
∂g
∂x (p)/ε ∂g

∂y (p)/ε
∂h
∂x (p) ∂h

∂y (p)

)
=

(
(−3a2 + 1)/ε −1/ε

1 0,

)
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Figure 4.4: Canard explosion in the biassed van der Pol equation (4.12). For a1 = 1/
√

3
there is a non-hyperbolic equilibrium on the fold (an Andronov-Hopf bifurcation). At a2 =
a1 − 0.003755, a small amplitude limit cycle is born which follows the unstable part of the
critical manifold (dashed black curve) and then returns to the upper stable branch (solid
black curve). For a3 = a1 − 0.0037652, the trajectory follows the unstable branch for some
time until it jumps to the lower stable branch, completing a much bigger limit cycle (hidden
in part behind the deep red curve). For a4 = a1 − 0.01 the limit cycle closely resembles
the large amplitude relaxation oscillation of the unbiassed van der Pol system. The system
was integrated for 100 time units with ε = 0.05 and using Matlab’s stiff solver ode23, with
absolute and relative error tolerances of 10−9 and 10−12 respectively. To remove transitents,
only the solutions for the last 40 time units are plotted

and compute its eigenvalues to be λ1,2 = (−3a2 + 1)/ε ±
√

(3a2 + 1)2/ε2 − 4, which has
zero real part for a = ±1/

√
3 and ε 6= 0. Hence, the equilibria are not hyperbolic at these

points, and bifurcation occurs. In fact, since the eigenvalues at bifurcation are an imaginary
pair (and some other non-degeneracy conditions hold), the bifurcation is an Andronov-Hopf
bifurcation, at which a limit cycle is born from an equilibrium [Kuznetsov, 2004]. This
can be appreciated from Figure 4.4, in which there is a stable equilibrium for a = 1/

√
3

(the fast nullcline and the slow nullcline x − a = 0 intersect). For a = 1/
√

3 − 0.003755 a
small limit cycle is born, which follows the unstable branch of the critical set for some time
before jumping to the top stable branch. For just a further slightly decreased a, the solution
instead jumps to the lower stable branch, causing the size of the limit cycle to increase
explosively. This phenomenon is called canard explosion. Canard because the blue curve
in Figure 4.4 with some imagination can be thought to resemble a duck (canard is duck in
French), and explosion because the limit cycles rapidly grows in size for a small change in
a. The range of a for which canards exist is exponentially small in ε [Kuehn, 2015]. An
alternative explanation for the name “canard” is that the solutions following the unstable
manifold are not expected exist, since solutions should be repelled. Hence the solutions are
“fake news”, which is called “canards” in French.

We sum up with two points, 1. that the behaviour of solutions to the nonsingular
system near a singularity, such as a fold, can be very different from solutions to to the
singular system, but also 2. that the set of parameters for which the systems behave very
differently is exponentially small in ε. Thus, small enough ε, solutions to most nonsingular
systems should behave similarly to solutions of the corresponding singular system.
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4.6 Forced relaxation oscillations and synchronisation
What happens if a relaxation oscillator is influence by periodic stimulus, called forcing?
Interestingly, this is one of the first questions that [van der Pol and van der Mark, 1927]
investigated with the van der Pol oscillator. They found that the period of the relaxation
oscillation was a fraction of the forcing period for a range of parameters, a phenomenon they
termed “frequency demultiplication”. Nowadays the phenomenon is called frequency locking,
phase locking, entrainment or mode locking, depending on the context and precise meaning.
To this day, there has been ample research both on the forced van der Pol oscillator (see e.g.
[Cartwright and Littlewood, 1945, Mettin et al., 1993, Guckenheimer et al., 2003]), and on
frequency locking as a particular case of synchronisation between oscillators (see [Pikovsky
et al., 2001] for an introduction to the topic).

We shall start from the forced van der Pol oscillator and successively simplify it to an
integrate-and-fire model that contains the essentials for explaining driven synchronisation,
the phenomenon when one oscillator influences the period of another, but not the other way
around.

4.6.1 From van der Pol to integrate-and-fire models
The forced van der Pol equation can be written

εẋ = −x3 + x− y
ẏ = x−A sin (ωf t+ φ),

(4.13)

where A is a forcing amplitude, ωf = 2π/Tf is the angular frequency of the forcing, where
Tf is the forcing period, and φ is the phase of the forcing. To get an appreciation for the
system behaviour, note how the solution for A = 3 and ωf = 2π/0.4 loops around the fold
in Figure 4.5 a). The forcing makes the solution move back and forth along the critical set;
this occurs not only near the fold, but also in the interior of the stable sheet, as can be
inferred from Figure 4.5 c). Note also, that the solution is periodic, with a period that is
five times the period of the forcing (Figure 4.5 b)). This type of frequency locking we denote
1 : 5 locking, or more generally M : N locking in case the forcing completes N revolutions
per M revolutions of the forced oscillator.

In Figure 4.5 c) we identify a sawtooth wave pattern with ripples from the forcing
superimposed. Is it possible to capture this behaviour in an even simpler model that is
easier to analyse? This was done first by Levinson [1949] and later by Storti and Rand
[1988], who approximate the critical set as a piecewise linear function (Figure 4.6 a)).

We can simplify the system even more by letting the stable critical set be a pair of
straight lines, as in Figure 4.6 b). Assuming furthermore that we are in the singular limit
ε, we get a non-autonomous hybrid dynamical system of threshold type with two states G
and D

In G: ẋ = µ−A sin (ωf t+ φ) until x(t) = xc,G, then G→ D

In D: ẋ = −λ−A sin (ωf t+ φ) until x(t) = xc,D, then D → G.
(4.14)

Here, the statesG (glaciating) andD (deglaciating) encode which stable branch the oscillator
is on, x(t) is the single (slow) variable, µ < 0 is a constant growth rate, λ > 0 is a constant
decay rate, xc,G > xc,D are upper and lower thresholds respectively, and A,ωf and φ are
defined as before. This kind of model is called an integrate-and-fire model in the neuroscience
community, at least under the typical assumption λ → ∞. It is called so because some
“potential” (here x) is accumulated/integrated slowly and then fires when the built up
potential reaches a threshold. See e.g. [Knight, 1972, Glass and Mackey, 1979, Keener
et al., 1981, Alstrøm et al., 1990] for examples and analyses of such models.

Note that although some model dynamics are lost in each simplification step from the
van der Pol oscillator, the model (4.14) represents well the modelling objective “grow slowly
until threshold is reached, then decay slowly until lower threshold is reached, repeat”.
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Figure 4.5: The periodically forced van der Pol oscillator (4.13) with fast variable x and
slow variable y. a) Phase portrait. The black curve is the fast nullcline (the critical set)
to which trajectories attract. The blue dashed line is the slow nullcline; above it solutions
move right and below it they move left. The orange curve is an example solution and the
arrows show the direction of the vector field. b) The forcing F (t) = 3 sin (2πt/0.4), c) Time
series of y
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Figure 4.6: Simplifications of the critical set of the van der Pol oscillator. a) Standard
s-shaped critical set. a) Piecewise linear set and grey standard s-shaped critical set. b)
Piecewise constant set.
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Figure 4.7: Poincaré section (magenta line segment/planar section) of the piecewise constant
threshold switching system (4.14). a) Cross section in the space of states G/D and x.
Solutions exist on the black solid branches, blue lines denote solutions on these branches
and red arrows denote jumps between the branches, triggered when the solution crosses the
Poincaré section at the end of a branch transversally. b) Poincaré section in the full G/D, x,
θ space, where θ(t) = ωf t+ φ is the argument (phase) of the forcing sinusoid. The solution
branches are transparent gray. The phase θ is defined on the circle S = R/2πZ, such that
θ = 2π is identified with θ = 0 (the phase space “wraps around itself”)

The model (4.14) comes in a few variations: µ = λ gives equal growth and decay rates,
corresponding to the unforced van der Pol oscillator, and λ→∞ corresponds to instantan-
eous resetting that is typical for neuronal modelling. Choosing λ such that the decay occurs
over a constant amount of time, regardless of the threshold xc,G and forcing, was used to
model glacial cycles [Huybers, 2007]. Moreover, instead of applying the forcing on the slow
variable growth, one can instead apply it on the upper threshold [Glass and Mackey, 1979,
Huybers, 2007, Alstrøm et al., 1990], the lower threshold or both thresholds [Pikovsky et al.,
2001].

In the following we illustrate some important ideas and concepts of frequency locking,
using the model (4.14).

4.7 Frequency locking and Arnold tongues
We say that a forced oscillator is M : N frequency locked, if the oscillator completes M
revolutions when the forcing completes N revolutions. This generically occurs on open
sets of parameters, which implies that it is persistent to small perturbations. These open
sets are called Arnold tongues, a name derives from the appearance of the sets in two-
dimensional parameter space. We illustrate driver frequency locking and Arnold tongues
with the integrate-and-fire branch switching oscillator model 4.14. A similar exposition can
be found in [Glass and Mackey, 1979, Storti and Rand, 1988, Keener et al., 1981]. We are
not aware of any treatment of is particular system, however, which offers some interesting
insights.

Our goal is to find parameters which enable periodic solutions of (4.14). To do so we
construct a Poincaré map, a section in state space that solutions cross transversally (Figure
4.7 a)). We choose a section which is crossed every time the solution switches from the G
to the D state (think deglaciation for glacial cycles).

We can define a function f mapping the initial phase θn (starting right after crossing
the Poincaré section) to the phase at the next return to the Poincaré section

θn+1 = f(θn), (4.15)

where n indexes the number of iterations and θn is understood to be defined modulo 2π (θn
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Figure 4.8: Derivation of the return map for the branch switching oscillator (4.14). The
parameter xc,G is the upper threshold which triggers the switch to the decay state. The
parameters µ and λ are the growth and decay rates, Tf is the forcing period, and t1 and t2
are the smallest times until reaching the upper and lower thresholds respectively.

is defined on the circle S = R/2πZ). This is the Poincaré map, an example of a discrete
time dynamical system. Solutions to (4.14) are periodic if and only if the map (4.15) maps
an initial phase θ0 to itself after a finite number of iterations

θ0 = f ◦ f ◦ · · · ◦ f(θ0) = fn(θ0), (4.16)

where ◦ denotes function composition. If (4.16) holds for n = 1, the map has a fixed point
which means that the oscillator completes one period per return to the Poincaré section. If
(4.16) holds for n > 1 then the map has an n-cycle. Equivalently, the map fn(θ) = fn(θ)
has a fixed point.

Next, we find an expression for the Poincarè map of (4.14), and determine for which
parameters periodic solutions exist. If a periodic solution persists on an open set of para-
meters, then the solution is frequency locked, and the parameter sets are called Arnold
tongues.

Denote by ti the i:th time the solution reaches a threshold (xc,G or xc,D), starting from
t = t0 in the glaciating state. Thus, ti for even i corresponds to decay state terminations.
We naturally define the phase of the forcing at the start of a growth state G to be the
argument of the cosine at such a time:

θi = ωf t2i + φ. (4.17)

Next, we seek an expression for the unknown times ti. We assume without loss of
generality that xc,D = 0 and that the oscillator starts at x(t0) = 0, t0 = 0, θ0 = φ and in the
growth state G. Then the solution is given by

x(t) = µt+
A

ωf
(cos (ωf t+ φ)− cosφ) ,

until x(t) reaches the upper threshold at some time t1 such that

x(t1) = xc,G

xc,G = µt1 +
A

ωf
(cos (ωf t1 + φ)− cosφ).

(4.18)
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Thereafter, the solution switches to the D state, and the time evolution is given by

x(t) = xc,G − λ(t− t1) +
A

ωf
(cos (ωf t+ φ)− cos (t1ωf + φ)),

valid until t = t2 when x(t) = xc,D = 0 such that

0 = xc,G − λ(t2 − t1) +
A

ωf
(cos (ωf t2 + φ)− cos (t1ωf + φ)). (4.19)

Now, we have reached an implicit expression for t2, and thus the phase at first return

θ1 = ωf t2 + φ. (4.20)

In order for 1 : N locked periodic solutions to exist, we require that θ1 = θ0 + 2πN , such
that

2πN = ωf t2,

or
t2 = NTf ,

where we define the forcing period Tf = 2π/ωf . We can use this information to find
frequency locking regions. We first add and subtract (4.18) and (4.19) seperately to get

0 = µt1 − λ(t2 − t1) +
A

ωf
(cos (ωf t2 + φ)− cosφ)

2xc,G = µt1 + λ(t2 − t1) +
A

ωf
(2 cos (ωt1 + φ)− cos (ωf t2 + φ)− cosφ).

(4.21)

Now, since ωf t2 + φ = N2π + φ, we get that

0 = µt1 − λ(t2 − t1)

2xc,G = µt1 + λ(t2 − t1) +
A

ωf
(2 cos (ωf t1 + φ)− 2 cosφ).

The first line gives that

t1 =
λ

µ+ λ
t2 =

λ

µ+ λ
NTf ,

which inserted into the second line gives

2xc,G =
2µλ

µ+ λ
NTf + 2

A

ωf
(cos (ωf t1 + φ)− cosφ),

which in turn after rearrangement and defining the internal (unforced) period to be To =
xc,G(µ+ λ)/µλ, gives that

(To −NTf )
2πµλ

ATf (µ+ λ)
=

(
cos

(
N2πλ

µ+ λ
+ φ

)
− cosφ

)
.

For the equality to hold, the left hand side must not exceed the maximum of the right hand
side. This produces bounds on the regions where 1 : N periodic solutions can exist, since
the difference of cosines is bounded. The right hand side can be rewritten as

C(φ) = 0, if ν 6= 0, or

C(φ) =
√

2(1− cos ν) cos

(
π + arctan

(
sin ν

cos ν − 1

)
+ φ

)
otherwise,

(4.22)

where arctan is the inverse tangent function with domain [−π/2, π/2] and

ν = N2π
λ

µ+ λ
.

From (4.22) we learn that
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Figure 4.9: Arnold tongues in the (A, To(xc,G))-plane of amplitude and internal period, as
a function of the upper threshold of deglaciation xc,G, for the branch switch model (4.14).
The red lines enclose cone-shaped regions (Arnold tongues) in which 1 : N frequency locking
can exist, meaning that the period of the oscillator is N times that of the forcing. Model
parameters are µ = 1, λ = 2, Tf = 41 and xc,D = 0. The thin contour lines separate
coloured regions of similar average duration, where brighter colours means longer duration.
The average duration was estimated numerically for 2000 time units and the Euler forward
scheme with a time step 0.05 time units. The glacial terminations for the first 500 time
steps are ignored.

1. If ν = 0, then the left hand side can only be satisfied if (To = NTf ),

2. the maximum/minimum Cmax and Cmin of C(φ) occurs for ν = (2n+1)π and ν = 2nπ
respectively, for n ∈ N,

3. Cmax and Cmin have the same absolute value C(φ), which depends on N,λ and µ,

4. C(φ) assumes every value in [−1, 1], for every ν 6= 0 and for some φ ∈ [0, 2π].

We shall examine these observations further, but first we state the boundaries of sets in
the A, To(xc)-plane, where To is a function of xc, for fixed µ, λ, Tf and N :

{
(To −NTf ) 2πµλ

Tf (µ+λ)Cmin
≤ A ≤ 0 if To ≤ NTf

(To −NTf ) 2πµλ
Tf (µ+λ)Cmax

≥ A ≥ 0 if To ≥ NTf ,
(4.23)

for Cmin, Cmax 6= 0. In Figure 4.9 we show these sets for N = 1, 2, . . . , 8, µ = 1, λ = 2, Tf =
41 and xc,G ranging from 10 to 240. Red lines (the boundaries from (4.23)) enclose cone-
shaped sets within which 1 : N frequency locked solutions exists. That the sets look like
tongues explains the name “Arnold tongues”. Note that the tongues start at To = NTf
(multiples of Tf = 41) at A = 0, and then widen as the forcing strength increases. The
N = 3 and N = 6 tongues are exceptions, however. These tongues are “infinitely thin”, such
that the set for which the forcing period T satisfies T = NTf is not open. The frequency
locking vanishes because the argument of the cosine in (4.22), ν = 4πN/3, is a multiple of
2π for N a multiple of 3. Similarly, for µ = 1, λ = 3 every fourth 1 : N Arnold tongue
vanishes. In the symmetric case µ = λ = 1 all even N tongues vanish, as has been noted
frequently for the unbiassed forced van der Pol oscillator [Levi, 1990, Guckenheimer et al.,
2003].

The phenomenon of vanishing tongues has practical importance, even though tongues
only vanish on parameter sets of Lebesgue measure zero. This is because the widths of
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tongues change continuously with parameters, such that for e.g. µ = 1, λ = 2.1 the N =
3, 6, . . . tongues are considerably thinner than the other ones. We suspect the tongues to
vary continuously also for other continuous model perturbations.

More generally, the widths of individual Arnold tongues can be inferred from (4.22). An
interesting case is the limit as λ→∞, in which case the widths of all tongues tend to zero,
preventing all frequency locking.

So far, we have neglected a few points. Firstly, there areM : N Arnold tongues forM > 1
corresponding to fixed points of higher iterates of the the phase map (4.16). However,
these do not share the neat analytical expressions of the M = 1 case. Regardless, these
higher order tongues are generally much thinner than the M = 1 tongues, and are therefore
arguably of less importance.

Secondly, the condition (4.23) is only a necessary condition for 1 : N frequency locking.
This is evident from the overlapping tongues in Figure 4.9, since there cannot be simultan-
eously 1 : N1 and 1 : N2-frequency locking (N1 6= N2) for the same parameters and initial
conditions. The non-sufficiency of (4.23) comes from that the thresholds xc,G and xc,D can
be reached for shorter times t1, t2 than required for frequency locking to occur.

Thirdly, we dodged the question of if there exists an initial phase φ inside each frequency
locking region which is a fixed point of the return map. However, equation (4.22) guarantees
that this is the case, as long as there exist t1 and t2 assumed by the necessary conditions.

Fourthly, we have neglected the behaviour of the first return map (the Poincaré map)
and ways to diagnosticise whether there is frequency locking in the system. This can be
done numerically, as we shall see.

4.7.1 The first return map
It is helpful to visualise the first return map to the Poincaré section (4.20) from one phase of
the forcing θn to the next θn+1. Since there is no analytic expression for the first return time
t2, the map has to be evaluated numerically, either by a root finding algorithm or direct
numerical integration of the full system (4.14). We choose the former option, increasing
time by increments of 0.05 time units and calculating x(t) until a threshold is reached.

The return map for weak forcingA = 0.3 and three different values of xc,G = 28, 30.724, 33
can be seen in Figure 4.10a), where µ = 1, λ = 2 and Tf = 41. We see that for each xc,G
the graph of the map forms a continuous curve that wraps around the edges of the domain.
For maps, fixed points occur at intersection with the identity line θn+1 = θn. Two examples
can be seen in Figure 4.10a) for xc,G = x.

There is a bifurcation and stability theory for discrete time systems, analogous to, but
distinct from the bifurcation theory for continuous time systems. For example, the con-
tinuous fold bifurcation (encountered in Section 4.2) has a discrete time analogue. In the
discrete case, the defining condition is that f(θn) = θn, ∂f/∂φ = 1, such that the graph is
tangent to the identity line at bifurcation. Figure 4.10 a) shows an example of cobwebbing,
which visualises how the phase evolves in time, in this case towards a fixed point.

Figure 4.10a) shows how one stable and one unstable fixed point first merge at a saddle-
node bifurcation, and then are annihilated as xc,G is increased from 28 to 33. The saddle-
node bifurcation a bifurcation occurring on the boundary of Arnold tongues in a wide range
of systems for relatively weak forcing. We can verify analytically that the bifurcation in
Figure 4.10a) is indeed a saddle-node bifurcation, and a generic one on top of that. First,
it can be shown (in Section 4.7.8) that the slope of the return map on the boundary of an
Arnold tongue

∂θ1
∂φ

=
(λ+A sin (ν + φ))(µ−A sinφ)

(λ+A sinφ)(µ−A sin (ν + φ))
,

indeed equals 1, where ν = 2πNλ/(λ + µ). Note that the return map is singular if any of
the factors in the denominator are zero, but that it does not occur as long as A ≤ µ and
A ≤ λ, which is the case if A = 0.3, µ = 1, λ = 2 as in Figure 4.10 a).
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Figure 4.10: First return phase maps (4.20) for the branch switching oscillator (4.14). a)
The solid black curve is the graph of the phase return map for xc,G = 28. The filled/hollow
dots are stable/unstable fixed points. A cobweb illustrating the evolution of the phase,
starting at θ0 = π is shown with dash-dotted line segments. The grey lines show the graph
of the map for xc,G = 30.7240 and xc,G = 33. When the graph becomes tangent to the
identity line (dashed diagonal) for xc,G = 30.7240 a saddle-node bifurcation of maps occurs.
Other parameters are A = 0.3, µ = 1, λ = 2 and Tf = 41 b) The phase map contains
discontinuities for A = 1.3 and xc,G = 41

The genericity conditions for the saddle node ∂2f/∂φ2 6= 0 and ∂f/∂α, where α is a
bifurcation parameter, can be shown to be satisfied for f for most parameters and choice
of bifurcation parameter [Kuznetsov, 2004]. The last condition means that the parameter
curve is non-tangent to the bifurcation surface in the parameter space.

Before moving on, we note that for small A < µ the map is invertible and well behaved,
and is homeomorphic (can be continuously and invertibly deformed) to the famous and well
studied standard circle map

θn+1 = θn + Ω +A sin(θn),

where Ω is a natural frequency and A < 1 an amplitude [Arnold, 1961, Pikovsky et al., 2001].
For larger A the boundaries of frequency locking regions may be different. For instance, there
can be an abrupt shift from one frequency locking region to another as observed in Figure
4.9. The phase return map for A = 1.3, xc = 41 (Figure 4.10 a)) has a discontinuity, where
the slope is unbounded. This can lead to abrupt loss of frequency locking. Guckenheimer
et al. [2003] studied several such bifurcations for the singular van der Pol oscillator.

4.7.2 Rotation number and average duration
A common way to quantify frequency locking is by the rotation number, sometimes called
winding number,

ρ(φ0) = lim
n→∞

φn − φ0
2πn

,

where now φn ∈ R is defined on the entire real line through the natural lift [Kuehn, 2007]

Φ(φ+ n2π) = φ+ n2π.

The rotation number measures the average number of revolutions of the forcing phase per
revolution of the oscillator as time goes to infinity. For homeomorphisms (continuous maps
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with continuous inverse) on the circle, the rotation number is well defined (meaning it
converges), and it is independent of initial conditions. However, for non-invertible maps,
such as the branch switching oscillator (4.14) with large forcing, different initial conditions
can converge to solutions with different rotation numbers in parameter regions of overlapping
Arnold tongues, as suggested by the Arnold tongue diagram in Figure 4.9.

If the rotation number of a periodically forced system is rational

ρ(φ0) =
M

N

then the oscillator completes M revolutions in the time that the forcing completes N re-
volutions. This indicates M : N frequency locking, as long as this relation between periods
persist under perturbation.

Sometimes, it is stated that a rotation number M/N implies that the period T of the
oscillator is N/M times the forcing period Tf . This is somewhat inaccurate, since T refers
to the average time it takes for a solution to return to a Poincaré section. But this is not
necessarily the period of the oscillator, unless M = 1. If M > 1, then the period of the
oscillator is generally MT . We call the time until return to a Poincaré section a duration,
and we denote the n:th duration of a solution Dn.

In the context of glacial cycles, we use an alternative measure of frequency locking,
average duration [Ashkenazy, 2006]

D = lim
n→∞

1

n

n∑

i=1

Di,

which naturally measures the average duration between e.g. glacial terminations. Frequency
locking for a periodically forced system implies that D is a multiple of the forcing period.

4.7.3 Devil’s staircases
We can use the average duration to represent frequency locking as a function of one or more
system parameters. Plotting the average duration versus internal period as a function of
xc,G for parameters A = 0.9, µ = 1, λ = 2, Tf = 41, produces a Devil’s staircase, so called
because it has an interesting structure (Figure 4.11). The average duration is constant on
stairs, intervals of finite width, corresponding to Arnold tongues. Although it is not clear
from the figure, the staircase consists of an infinite number of steps, each corresponding
to a rational number associated with an Arnold tongue. Therefore the staircase is not
continuous, and it is non-constant on a set of measure zero [Pikovsky et al., 2001]. However,
as the order (M) of tongues increases, the widths of steps tends to zero [Strogatz, 1994].
This makes the staircase fractal, similar to the famous Cantor set [Strogatz, 1994].

This holds for map homeomorphism, like the weakly forced circle map and the weakly
forced branch switching oscillator. For large forcing amplitude, the rotation number may
become non-monotonic, ill defined, and the space between steps of the Devil’s staircase may
have positive length.

4.7.4 Numerical detection of frequency locking
In this thesis, we identify frequency locking by estimating the average duration by solving
the system equations numerically and averaging the durations between deglacial transitions.
Only the solution after a transient time is used to estimate the average duration. This is
in order to give the system time to get near an attractor of the system. Frequency locking
regions are taken to exist on regions in parameter space where the average duration remains
constant under perturbation.

A drawback of this method is that it is difficult to resolve the precise locations of Arnold
tongue boundaries. Furthermore, computational resources are spent in regions of parameter



CHAPTER 4. DYNAMICAL SYSTEMS 30

41 82 123 164 205 246 287 328

41
82

123
164
205
246
287
328

Figure 4.11: Devil’s staircase for the branch switching oscillator (4.14), showing an estimate
of the average duration of the oscillator as a function of internal period (in turn as function
of upper threshold xc,G). There is an infinite number of “steps” of constant average duration,
each having positive width. Only the widest steps are visible

space where little interesting occurs. An alternative method to find bifurcations is through
numerical continuation. In numerical continuation, an algorithm tracks a bifurcation hyper-
surface (typically a one-dimensional curve) in parameter space, based on defining conditions
for bifurcations. Thus, only system equations close to a bifurcation surface needs to be com-
puted. However, even though there advanced software for numerical continuation, such as
AUTO [Doedel, 1997] and COCO [Dankowicz and Schilder, 2009], continuation of exotic
problems involving e.g. more than two bifurcation parameters, hybrid dynamical systems,
and singular fast-slow systems [Kuehn, 2015] is still not completely developed.

Since we are only interested in 1 : N frequency locking regions in this thesis, the naïve
estimation of the average duration suffices for our purposes.

4.7.5 Quasiperiodic motion and forcing
If the average duration of a solution of a periodically forced system is not an integer of the
forcing period, then we say that the motion is quasiperiodic, meaning that solutions are not
periodic but in some sense characterised by a small set of frequencies. Quasiperiodic motion
generically takes place in between Arnold tongue diagrams for small forcing [Pikovsky et al.,
2001]. We say that the motion of a quasiperiodic solution lives on the (two-dimensional)
torus S1×S1, where S1 denotes the circle. This is because the motion must be described by
two angle variables, one corresponding to the oscillator phase (which we have not cared to
define) and the other to the forcing phase (Figure 4.12). Quasiperiodic motion densely covers
the torus, meaning that every point on the torus wither belongs to a solution trajectory in
angle space, or is the limit of some other point on the trajectory [Pikovsky et al., 2001].

If the forcing of the system contains multiple frequencies T1, T2, ...., Tm, then frequency
locking can occur if a multiple of the average duration is a linear combination of the con-
stituent periods

MD = N1T1 +N2T2 + ...NmTm,

for non-negative (but possibly zero) integers M and Nm. This is possible even if the forcing
itself is quasiperiodic, meaning that T1, T2, . . . are incommensurate, such that there does
not exist integers N1, N2, . . . such that NiTi =

∑
i 6=j NjTj .
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Figure 4.12: Illustration of a torus. The angle θ represents the forcing phase and the angle
Ψ the oscillator phase. The figure is adapted from [YassineMrabet, 2007] under the Creative
Commons Attribution-Share Alike 3.0 Unported, 2.5 Generic, 2.0 Generic and 1.0 Generic
license

However, two remarks are in place. The first is that the average duration only provides
limited information. It disregards temporal information since it only quantifies an average of
system behaviour in the asymptotic limit as time goes to infinity. Furthermore, it disregards
information about the distribution of durations. In Chapter 8 we aim to shed light on these
questions for the case of amplitude and frequency modulated sinusoidal forcing. The second
remark is that quasiperiodic forcing can give rise to strange dynamics, in the most literal
sense.

4.7.6 Strange behaviour: deterministic chaos
In the previous sections we studied systems which either tend to a fixed point, a limit cycle,
or evenly fill a torus. However, systems can exhibit more exotic behaviour.

Perhaps the most commonly known exotic behaviour is deterministic chaos, popularised
by the analogy to the “butterfly effect” analogy which suggests that a butterfly in Brazil could
cause a hurricane in Texas. Although there exist multiple definitions of chaos, they all have
a few aspects in common Strogatz [1994]. One is sensitive dependence on initial conditions,
meaning that trajectories starting nearby each other diverge exponentially. Another is that
the system is topologically mixing, meaning that dynamics eventually revisit every open
neighbourhood of every other point in the set. This precludes dynamics which diverge to
infinity from being classified as chaotic. Hence, the dynamics must be confined to a compact
set, even though nearby trajectories diverge exponentially.

The solution to this conundrum are strange chaotic attractors; set in phase space on
which dynamics are chaotic. The word “strange” comes from that the set has a fractal
structure, meaning that it in a certain sense has a dimension between the integer dimensions.
The Lorenz attractor, a strange chaotic attractor in R3 found in a simplified model of
atmospheric convection, looks like it could consist of a complex of surfaces [Lorenz, 1963].
However, in fact it in covers slightly more volume in the sense of the box counting dimension,
which is 2.06 [McGuinness, 1983]. Trajectories can diverge locally on the attractor, but
since trajectories are bounded globally, the maximum distance between trajectories remain
bounded.

Chaotic motion can occur in forced oscillators, including the branch switching oscillator
(4.14) and the periodically forced van der Pol oscillator [Haiduc, 2008]. The “noise” heard
by van der Pol and van der Mark [1927] when converting model output to sound was in fact
deterministic chaos. Although chaotic motion generally occurs for a small set of parameters
in periodically forced low-dimensional dynamical systems, Ashwin et al. [2018] found that
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quasiperiodic forcing in low-dimensional models of glacial cycles made chaotic behaviour
more common.

One important aspect of strange chaotic attractors is what they are not ; in particular
the behaviour is neither static nor periodic. Furthermore, motion is fundamentally irregular,
unlike quasiperiodic motion. We note, however, that there is no characteristic “appearance”
of chaotic trajectories. They can look oscillatory as for the forced van der Pol oscillator in
the chaotic regime [de Saedeleer et al., 2013], just that no cycle is identical to the other,
and of course that nearby trajectories diverge.

One way to identify and quantify chaos are Lyapunov exponents. For a one-dimensional
map f(θ), there is only one Lyapunov exponent, and it is defined as

λ = lim
n→∞

1

n

n∑

i=1

log

∣∣∣∣
∂f i(θ)

∂θ

∣∣∣∣ ,

for an initial θ, where log denotes the natural logarithm and the exponent denotes repeated
function composition. The expression can be understood as the average expansion rate
along a trajectory of the system, since ∂f i(θ)/∂θ is the linearised growth rate of the map
at each iterate. If the Lyapunov exponent is positive on an attractor, then the attractor
is chaotic. If the exponent is negative, then nearby trajectories converge, and if it is zero
nearby trajectories neither diverge nor converge. As an example, a two-cycle θ1, θ2, θ1, . . .
with slopes f ′(θ1) = e and f ′(θ2) = e−2 has a Lyapunov exponent λ = (1/2)(1 + (−2)) =
−1/2 < 0, so the attractor is non-chaotic (which of course also follows from it being both
an attractor and a cycle). This example shows that a system can be locally sensitive to
perturbations even though the Lyapunov exponent is negative (since |f ′(θ1)| > 0); the
Lyapunov exponent only encodes the average long-term net expansion of nearby trajectories.
Note that the Lyapunov exponent does not encode stability of an attractor; otherwise there
could not be chaotic attractors.

In the n-dimensional case, an attractor has a set of n Lyapunov exponents, forming
the Lyapunov spectrum. In the continuous time case, Lyapunov exponents are determined
from singular values of solutions to the variational equation, which describes the evolution
of vectors in the tangent spaces of points along the trajectory. In continuous systems limit
cycles have at least one zero Lyapunov exponent, corresponding to the phase along the
trajectory.

4.7.7 Strange non-chaotic attractors
Yet another type of attractors are strange non-chaotic attractors. As the name implies, the
attractor has a fractal structure, but unlike chaotic attractors nearby trajectories converge
asymptotically. Strange non-chaotic attractors occur in quasiperiodically forced systems,
and were discovered at late as in the 1980’ies [Grebogi et al., 1984]. In the context of
glacial cycles, Mitsui et al. [2013, 2015], de Saedeleer et al. [2013] found that strange non-
chaotic attractors appear in several models under quasiperiodic forcing, and also noted that
strange non-chaotic attractors can be sensitive to noise, even though trajectories converge
asymptotically in the noise-free case.

4.7.8 Stability of the first return map
The stability of the first return map can be inferred from the derivative of the first return
map (4.20)

∂θ1
∂θ0

= ωf
∂t2
∂θ0

+
∂φ

∂θ0
= ωf

∂t2
∂φ

+ 1,

since θ0 = φ. We find ∂t2
∂φ by implicit differentiation of the first line of (4.21)

0 = µ
∂t1
∂φ
− λ

(
∂t2
∂φ
− ∂t1
∂φ

)
− A

ωf

((
ωf
∂t2
∂φ

+ 1

)
sin (ωf t2 + φ)− sinφ

)
.
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The derivative ∂t2
∂φ can be isolated to give

∂t2
∂φ

=
1

λ+A sin (ωf t2 + φ)

(
∂t1
∂φ

(µ+ λ) +
A

ωf
(sinφ− sin (ωf t2 + φ))

)
, (4.24)

whenever the denominator is nonzero. Similarly, ∂t1∂φ can be found by differentiating (4.18)

0 = µ
∂t1
∂φ
− A

ωf

((
ωf
∂t1
∂φ

+ 1

)
sin (ωf t1 + φ)− sinφ

)
.

Isolating ∂t1
∂φ gives that

∂t1
∂φ

=
1

µ−A sin (ωf t1 + φ)

A

ωf
(sin (ωf t1 + φ)− sinφ) ,

whenever the denominator is non-zero. We could substitute this expression directly into
(4.24) to obtain a general form of the derivative of the return map. But instead, we
consider immediately the case of 1 : N frequency locking, in which case t2 = NTf and
t1 = NTfλ/(µ+ λ). Then (4.24) simplifies, and upon substitution we get

∂t2
∂φ

=
A

ωf

µ+ λ

(λ+A sinφ)(µ−A sin (ν + φ))
(sin (ν + φ)− sinφ) ,

where we recall the definition ν = 2πNλ/(λ + µ). Substituting into the expression for the
first return map and simplifying gives that

∂θ1
∂φ

=
(λ+A sin (ν + φ))(µ−A sinφ)

(λ+A sinφ)(µ−A sin (ν + φ))
. (4.25)

The magnitude of (4.25) for general φ is generally cumbersome to work out. However, we
can show that the absolute value of (4.25) is 1 at the borders of Arnold tongues (assuming a
frequency locked solution exists there). By showing that the second derivative ∂2θ1/∂φ2 6= 0,
it follows from the classical theorem of saddle-node bifurcations of maps [Kuznetsov, 2004]
that for parameters in a neighbourhood of the bifurcation point, that there exist two nearby
fixed points of different signs.

On the border of Arnold tongues the difference of cosines (4.22) obtains an extremum
value, which gives a fixed point phase

φ∗ = −nπ − arctan

(
sin ν

cos ν − 1

)
,

for some integer n. Inserting this φ∗ into (4.25) and using standard trigonometric identities,
one can show that indeed

∂θ1
∂φ
|φ=φ∗ = 1.

The second derivative at the boundary of an Arnold tongue can be found to be

∂2θ1
∂φ2

=
−A cos (φ)(λ+ µ)

(λ+A sin (ν + φ))(µ−A sinφ)
. (4.26)

This is only zero if cosφ 6= 0, which only occurs at the bottom of tongues, where To = NTf .
There, the return map is highly nondegenerate, with a continuum of equilibria along the
identity line. Hence, if for To 6= NTf there exists an equilibrium on a tongue boundary,
then it is a generic saddle-node bifurcation, and under generic perturbation of parameters
there is one stable and one unstable fixed point. This is of course under the assumption
that the denominator of (4.26) is non-zero, and that there exist t1 and t2 as assumed for
1 : N frequency locking.
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4.8 Summary
This chapter has provided a brief introduction to dynamical systems, differential equations,
bifurcation and synchronisation. The fold system was taken as an example of a dynamical
system exhibiting bifurcation when a vector field defined by ẋ = g(x) is perturbed by a
bifurcation parameter λ. We saw that as λ passed through zero, the number of solutions
to the equation g(x) = 0 changed, marking a qualitative change: a bifurcation. We then
encountered relaxation oscillations, a form of limit cycle, in the van der Pol oscillator. The
van der Pol oscillator has a scale separation parameter ε, which when small makes one
variable much faster than the other. This is a form of fast-slow system, which is called
singular in the limit as ε→ 0.

Next, we applied periodic external stimulus to the van der Pol oscillator, called forcing.
We then simplified the model to one of integrate-and-fire type, with explicit thresholds
that govern switches between two distinct growth and decay states. This model we saw can
become frequency locked to the forcing, meaning that the period of the oscillator is a rational
number times the forcing frequencies. Frequency locking persists on open sets in parameter
space; in two dimensions these sets are called Arnold tongues, while in one dimension they
are called Devil’s staircases. Frequency locking was defined through a Poincaré map, a
section in phase space which solutions return to once per “revolution”. Frequency locking
manifests as fixed points of that map, and we learned that the creation of frequency locking
solutions (for small enough forcing strength) occurs through a saddle-node bifurcation of
maps.

Lastly, we mentioned that forcing with multiple frequencies can give rise to strange
chaotic attractors, bounded sets with sensitive dependence on initial conditions and a fractal
geometry. Moreover, yet another possible type of attractor has a strange geometry, but no
sensitive dependence on initial conditions.



Chapter 5

Bifurcation theory

Bifurcation theory is the study of qualitative change under small perturbations. Famous
examples are the instantaneous buckling of a vertical beam at a critical load [Levien, 2008]
and the clearing of turbid lakes with the introduction of small amounts of predatory fish
[Scheffer, 2009].

The precise meaning of bifurcation depends on context. However, every definition builds
on two concepts: equivalence and bifurcation parameters. Bifurcation of an object X occurs
when neighbouring objects, perturbed by a parameter λ are in some sense non-equivalent
to X. The fold bifurcation of Section 4.2 serves as an introductory example.

Consider the function f(x) = x2 in the space of infinitely smooth functions C∞(R)
(such that partial derivatives of all orders exist). Take as equivalence relation ∼ the number
of zeros of f(x). This fulfils all requirements of an equivalence relation, because f ∼ f
(reflexivity), if f ∼ g then g ∼ f (symmetry), and if f ∼ g and g ∼ h then f ∼ h
(transitivity). Under the simplest possible perturbation of a constant λ

f(x, λ) = x2 − λ,

it is clear that the number of solutions to f(x, λ) = 0 goes from 0 to 1 to 2 as λ increases
from negative to positive values through the critical parameter value λ = λ0 = 0. Thus, the
perturbed neighbours of f(x, λ0) are inequivalent under the “number of zeros” equivalence
for arbitrarily small deviations from the critical value λ−λ0. We say that f(x, λ) undergoes
bifurcation at λ = λ0 under the “number of zeros” equivalence. Note that f(x, λ) is a family
of functions parametrised by the bifurcation, or unfolding, parameter λ.

Next, we give an introduction to a form of equivalence due to [Golubitsky and Schaeffer,
1985] which will serve as a basis for Paper 2 in Chapter 8. Focus will be on an intuitive un-
derstanding of the concepts. Lastly, we mention other commonly used senses of bifurcation
in autonomous (not explicitly dependent on time) systems, and briefly mention bifurcation
in nonautonomous systems.

5.1 Singularity theory
Singularity theory concerns the zeros of functions and has a long history [Andronov and
Pontryagin, 1937, Whitney, 1955, Mather, 1969b,a, Thom, 1972]. Although initiated by
Andronov and Pontryagin [1937] in the 1930’ies, the formulation of catastrophe theory by
Thom [1972] captured the interest of a broad audience. Here, we restrict ourselves to
infinitely smooth functions of one variable g ∈ C∞(R). Consider the zero set of the function

g(x) = 0.

In one-dimensional singularity theory (c.f. the contact equivalence in [Golubitsky and
Schaeffer, 1985, p. 166]), we say that a function ĝ is equivalent (∼) to a function g if
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there exists a diffeomorphism X(x) and a positive function S(x) > 0 such that

g̃(x) = S(x)g(X(x)). (5.1)

Recall that a diffeomorphism of functions is a differentiable map between functions with
a differentiable inverse. The transformation (5.1) preserves the number of zeros of g since
S(x) is a positive rescaling of time, and X(x) is a smooth rescaling of the x axis.

For example, the function
ĝ(x) = ex(x+ x3))

is equivalent to g(x) = x, since S(x) = ex is continuous and positive, and X(x) = x+ x3 is
smooth with a smooth inverse. However, e.g. X(x) = x− x3 is not equivalent to x because
it is not invertible. Note that the invertibility of the functions g and g̃ do not matter; only
the invertibility of the mapping between them. Thus e.g. g(x) = x−x3 and g(x) = 2x−8x3

are obviously equivalent.
Typically, the equivalence is not given globally, but locally to a point (without loss

of generality restricted to the origin). For g̃ to be locally equivalent to g, we only ask
that they are equivalent according to (5.1) in some neighbourhood U around the origin.
Defining explicit neighbourhoods on which equivalence holds is cumbersome, since one has
to keep track how neighbourhoods are transformed under (5.1). To avoid this, it is typical
to introduce the concept of germs [Golubitsky and Schaeffer, 1985]. We say that f and g
are equal as germs if there exists a neighbourhood U , however small, on which f(x) ∼ g(x).

It may occur to the reader that if analytical functions G and g are equivalent on some
proper subset U of R, then they are equal on all of R since the Taylor series converges to
the function everywhere. Therefore, the need for germs may seem superfluous. However,
non-analytic functions may have identical Taylor series at a point and yet be nonidentical.
A classic example is the infinitely smooth but non-analytical (cf [Golubitsky and Schaeffer,
1985])

f(x) =

{
e−1/(1−x), if x > 1

0, if x ≤ 1.

The Taylor coefficients of this function are all 0 at the origin, just as the Taylor coefficients
of function g(x) ≡ 0. However, the two functions are clearly not identical on all of R.

5.2 Introduction to unfoldings
Golubitsky and Schaeffer [1985] state two relevant subproblems regarding equivalence and
bifurcation. Given functions g and g̃,

1. How can we tell if g ∼ g̃?
2. In what “ways” can g and g̃ be non-equivalent?

The first problem is called the recognition problem. Rather spectacularly, it is possible to
tell from a small number of partial derivatives whether g and g̃ are equivalent. For example,
if g̃ = g̃x = 0 and g̃xx at the origin (where g̃x = dg̃/dx), then g̃ ∼ g(x) = ±x2, for one choice
of sign. We shall return to this problem shortly.

The second problem, the classification problem, is how to systematically classify ways
for equivalent systems g and g̃ to become inequivalent. This motivates the introduction of
concepts such as perturbation, unfolding, and codimension.

We say that G(x, α), where α ∈ Rk is a k-parameter unfolding of g(x) if G(x, 0) = g(x).
An unfolding G(x, α) can be thought of as a parametrised perturbation p(x) to g(x), since

G(x, α) = g(x) + (G(x, α)−G(x, 0)).

For example, G(x, α) = x2 − α is a one-parameter unfolding of g(x) = x2. These k-
parameter unfoldings enable a classification of perturbations based on the number k of
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unfolding parameters. However, the number of parameters in the most obvious sense is
insufficient, since e.g. G(x, α) = x2 + α1 + α2 should belong to the same class as G(x, α) =
x2 +α1. We want a classification of perturbations based on the minimum necessary number
of parameters included. The concept of universal unfolding provides this.

A versal unfolding of g is an unfolding G(x, α) such that every other unfolding of g
factors through G [Golubitsky and Schaeffer, 1985, p. 121]. That H(x, β) factors through
G(x, α) means that there exist smooth functions X, S and W such that

H(x, β) = S(x, β)H(X(x, β),W (β)),

and S(x, 0) = 1, X(x, 0) = x and W (0) = 0. A universal unfolding is an unfolding with a
minimal number of parameters. For example,

H(x, β) = x2 + 2β1x+ β2

factors through
G(x, β) = x2 + β1 + β2,

since the smooth transforms S(x, β) ≡ 1, X(x, β) = x+ β1 and W (β) : (β1, β2) = (−β2
1 , β2)

transforms H(x, β) into G(x, β). However, G(x, β) is not universal since it factors into yet
another one-parameter unfolding

K(x, β) = x2 + β1,

defined by S(x, β) ≡ 0, X(x, β) = x and W (β) : (β1, β2) 7→ β1.
If g has a universal unfolding containing a finite number of parameters, then the number

of such parameters is called the codimension of the unfolding. If no such unfolding exists,
we say that it has infinite codimension. In the previous example the universal unfolding
g(x, α) = x2 + α is codimension one. We do not prove this classic result (see e.g. [Arnold
et al., 1999]).

We note that codimension under equivalence (5.1) corresponds to the number of equality
conditions imposed on g(x), in addition to the assumed one g(x) = 0. It is typical for
codimension to coincide with the number of constraints.

5.3 Singular classification and normal forms
The concept of codimension allows us to classify perturbations by codimension. It can be
shown that under the equivalence (5.1) the only codimension one universal unfolding of g(x)
is g(x, α) = x2 + α, recognised as the fold bifurcation in Section 4.2. A classic example of a
codimension two unfolding is the pitchfork bifurcation g(x) = x3 + α1x+ α2.

Since every unfolding of g(x) = x2 factors through G(x, α) = x2 + α, we can take that
universal unfolding as representative for all unfoldings of g(x) = x2. Such a representative
is called a normal form.

We have used the word bifurcation to describe the perturbed family g(x, α) = x2 + α.
This is because for g(x, 0) the function is nonequivalent to nearby perturbations, and the
parameter α “unfolds” the bifurcation. If the codimension of some g(x) is 0, then there is no
bifurcation. Such a function is called non-degenerate or generic, meaning that the function
persists on an open set in parameter space (it is equivalent to nearby perturbations). In
contrast, degenerate functions have at least some non-equivalent neighbours.

Classification of unfoldings of vector fields have been performed under slightly different
equivalences than (5.1) (see e.g. [Arnold et al., 1999, Thom, 1972]). However, in the next
section we introduce the notion of distinguished parameters due to Golubitsky and Schaeffer
[1985], which gives another classification of unfoldings which is of interest in Chapter 8.
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5.4 One distinguished parameter
Treating a subset of parameters as distinguished parameters instead of unfolding parameters
gives rise to a new classification, of interest for fast-slow systems (Chapter 8). Rather than
perturbing zero sets of vector fields g(x) = 0, one perturbs bifurcation diagrams g(x, y) =
0, where y is now a distinguished parameter. For example, with one variable and one
distinguished parameter, the zero set of g(x, y) = x2 − y defines a bifurcation diagram
(Figure 4.2 b) in Section (4.3)). An example perturbation of this g(x, y) is G(x, y, α) =
x2 − y + α1x+ α2xy. We say that two bifurcation diagrams g̃ and g are equivalent if there
exists a diffeomorphism Φ(x, y) = (X(x, y), Y (y)) : R×R→ R×R and a continuous positive
function S(x, y) : R→ R such that

g̃ = S(x, y)g(X(x, y), Y (y)). (5.2)

We do not go into details into how this equivalence differs from that of (5.1); this we cover
in Chapter 8.

5.5 Bifurcation under other equivalences
The most common notion of bifurcation of autonomous ordinary differential (or difference)
equations (without distinguished parameters) is based on topological equivalence [Kuznetsov,
2004]. We say that two (continuous or discrete time) systems are topologically equivalent
if there exists a homeomorphism h : Rn → Rn that maps the solutions of one system
xg(t) (governed by ẋ = g(x)) to solutions of another system xf (t) (governed by ẋ = f(x)).
Intuitively, topological equivalence is an equivalence of phase portraits of two systems. Not-
ably, since h is not a diffeomorphism, but only a homeomorphism, this equivalence allows
for transformations with “kinks”. For instance, a spiral equilibrium which locally attracts
trajectories in a spiralling fashion is topologically equivalent to a node equilibrium which
attracts without “rotation”, but it is not smoothly equivalent since a transformation between
the vector fields at the origin necessarily is non-smooth. See for instance [Kuznetsov, 2004,
Chapter 2].

We do not go into details of classification of bifurcation under topological equivalence,
but just mention one important bifurcation called Hopf bifurcation (mentioned briefly in
Section (4.5.1)). At a Hopf bifurcation an equilibrium changes stability, and (at least one)
limit cycle is born form the equilibrium. Hopf bifurcation is thus one way through which
self-sustained oscillations can form (of relevance for some glacial cycle models, e.g. [Maasch
and Salzman, 1990]). Hopf bifurcation comes in a supercritical and a subcritical form. In
the former case, a stable equilibrium becomes unstable, and a small stable limit cycle with
amplitude on the order λ1/2 emerges from the equilibrium. In the latter case, an unstable
equilibrium becomes stable and an unstable unstable limit cyde is born. However, often
(as for [Maasch and Salzman, 1990]) there is a stable limit cycle far from the equilbrium,
such that upon varying the bifurcation parameter, the system jumps rapidly from a stable
equilibrium to a distant attracting limit cycle.

Bifurcation of non-autonomous systems is mostly treated bifurcation in discrete-time
autonomous systems defined through Poincaré maps, as we saw in Section (4.6). However,
there is a parallel movement towards defining bifurcation and notions of attractivity for no-
nautonomous systems directly, see for instance [Rasmussen, 2006, Kloeden and Rasmussen,
2011]. In the context of glacial cycle models, the notion of pullback attractor garnered atten-
tion in [Crucifix, 2013, de Saedeleer et al., 2013]. Loosely speaking, a pullback attractor is
an object at present time to which trajectories starting from an open set of initial conditions
at time negative infinity converge.

Bifurcation in nonsmooth and hybrid dynamical systems have their own theoretical
framework, and consequently bifurcations, see e.g. [di Bernardo et al., 2008, Guckenheimer
and Johnson, 1995]. We do not encounter such bifurcations in this thesis.



CHAPTER 5. BIFURCATION THEORY 39

5.6 Summary
We have given a brief introduction to bifurcation theory, the study of qualitative changes
under perturbation. We learned that bifurcation occurs when the neighbours of an ob-
ject are inequivalent to the object, according to an equivalence which must be specified.
Perturbations are parametrised by a bifurcation parameter, and for particular values of the
bifurcation parameter bifurcation occurs. We took as an example the fold system g(x) = x2,
and found that under contact equivalence the system is degenerate, meaning that it is in-
equivalent to its perturbed neighbours. A one-parameter perturbation λ is makes all systems
g(x;λ) = 0 equivalent for any λ 6= 0. Therefore, we call x2 + λ is a universal unfolding of
g(x) = x2 under contact equivalence, and the codimension of the bifurcation is one.

Under a different distinguished parameter equivalence due to [Golubitsky and Schaeffer,
1985], the fold g(x, y) = x2 + y is equivalent to all its perturbed neighbours. Therefore, it
is codimension one and we call it persistent. This equivalence we find is appropriate in the
context of singular fast-slow systems in Chapter 8.

We finished the section by briefly introducing other notions of equivalence. We mentioned
the Hopf bifurcation which marks a transition between equilibria and limit cycles. This is
an important bifurcation under a commonly used topological equivalence.



Chapter 6

Modelling of glacial cycles

Equipped with notions of dynamical systems and bifurcation from the previous sections, we
now review the development of models of the glacial cycles. First, we broadly sketch how
glacial cycle models have cycles evolved through time. Then, we discuss these models in the
context of the MPT.

6.1 Conceptual models of glacial cycles through time
Weertman [1961] showed with a model that stable ice sheets can shrink rapidly once a
critical value of some parameter is crossed. This provided the mathematical foundation for
models of glacial cycles involving ice sheet instability which had so far only been phrased
phenomenologically. As a next step, Weertman [1976] tested whether insolation variations
as proposed by Milanković could cause ice sheets to rise and collapse, producing glacial
cycles. This was shown to be the case, although some assumptions had to be stretched far,
and the resulting time series differed markedly from proxy data.

In 1979 Källén et al. [1979] coupled an unforced version of Weertman’s model with an
energy balance model of Budyko-Sellers type [Budyko, 1969, Sellers, 1969]. They found that
the model possessed self sustained oscillations due to a temperature-precipitation feedback,
which caused more snowfall when temperatures were high, but the internal oscillations were
on the order of 10 kyr, much shorter than the observed ∼100 kyr. A proposed solution,
evaluated by [Le Treut and Ghil, 1983], was that insolation variations with longer period
such as the ∼100 kyr period of eccentricity could interact with the shorter internal period to
produce ∼100 kyr long glacial cycles. The forced model did show ∼100 kyr variations at a
stronger amplitude than in the forcing (compared to the Fourier coefficients of eccentricity).
However, these variations were stills smaller than those at the forcing and internal periods.

A couple of years earlier, [Imbrie and Imbrie, 1980] had deviced a simple rule based
model

ẋ = (xtarget(t)− x)/τi, (6.1)

where x represents global ice volume, xtarget(t) is an equilibrium ice volume which varies
with the negative of insolation variations xtarget ∝ −F (t), and τi is a time scale of ice sheet
response, assumed to be longer in glacial times (τi = τg) than in “deglacial” times (τi = τd),
τg � τd. The system switches from the glaciating state to the deglaciating state when ice
volume exceeds the target ice volume x ≥ xtarget(t) and back to the glaciating state once
x < xtarget(t). A simulation of the model is shown in Figure 6.1. The ∼ 100 kyr variations
occur because of the amplitude modulation of precession (with dominant period ∼21 kyr)
by eccentricity (period ∼100 kyr). The solution “surfs” the 100 kyr lower envelope of the
forcing, since the system adjusts more rapidly to the insolation curve in the deglaciating
state than the glaciating state. If ice volume is relatively high and insolation is strong, then
there can be a rapid deglaciation. One shortcoming of the [Imbrie and Imbrie, 1980] model
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Figure 6.1: Simulation of the Imbrie and Imbrie [1980] model. The thick blue curve shows
the model simulation and the black curve shows the LR04 stack, a proxy for global ice
volume [Lisiecki and Raymo, 2005]. Both curves are normalised to zero mean and unit
variance.The red curve is negative insolation −F (t) with ∼2/3 amplitude from precession
and 1/3 amplitude from obliquity (see [Imbrie and Imbrie, 1980] for details). The yellow
curve at the bottom shows whether the solution is in a glaciating (high) or deglaciating (low)
state. The magenta curve is a spline (piecewise third order polynomial) lower envelope of
the forcing. The shaded area highlights the “Marine Isotope Stage 11” (MIS 11) problem,
which is the inability of the model to produce a deep interglacial observed in the LR04
stack around −400 kyr. Insolation has been slightly rescaled and clipped to improve the
readability of the figure.

is that it does not explain the large glacial cycle around −400 kyr which occurs at a time
when precessional forcing is weak. The problem takes the name “Stage 11” problem, from
the interglacial (warm) epoch named Marine Isotope Stage 11. Solutions to this problem
is addressed by some later models. Another shortcoming, called the “400”-kyr problem, is
the the model shows strong variability at the 400 kyr period, a modulating frequency of
precession, while this period is absent from proxy data. The presence of 400 kyr power is
again due to “surfing” the envelope.

Another line of models was conceived by Barry Salzman and coworkers throughout the
1980’ies and into the 1990’ies. Central to several of these (e.g. [Saltzman and Sutera, 1984,
Saltzman et al., 1984, Maasch and Salzman, 1990]) is the interaction between global ice
volume, atmospheric CO2, and sequestration of CO2 by deep water formation. We present
here a set of equations from [Maasch and Salzman, 1990] to illustrate the kind of model:

ẋ = −x− y − uF (t)

ẏ = −pz + ry + sz2 − z2y
ż = −q(x+ z).

(6.2)

Here, x represents global ice volume, y represents atmospheric CO2, z represents intensity
of North Atlantic deep water formation, and F (t) are insolation variations at 65 degrees
North (slightly different from the July insolation in the publication). The parameters u, q, s
are all positive constants, and p = p(t) and r = r(t) are positive parameters allowed to
increase over time to reflect slow tectonic changes. A simulation of the model can be seen
in Figure 6.2.

Although a lot of processes and assumptions go into (6.2), the model has two dynamic
regimes which can be understood heuristically as follows. If p > r and small enough, the
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Figure 6.2: Simulation of the Maasch and Salzman [1990] model. The top panel shows
summer solstice insolation variations at 65 degrees North. Ice volume x, atmospheric carbon
dioxide y, and deep water formation z, all normalised, are shown in the lower panels. In the
second top panel (for x) is the LR04 stack plotted for comparison (thin black curve). The
parameters p and r in (6.2) are ramped linearly, as in the original publication.

(unforced u = 0) model has a stable equilibrium since both atmospheric CO2 and ice volume
feed back negatively to each other, reflected by the negative signs in (6.2). If p < r, the
equilibrium becomes unstable, and the dynamics are attracted to a limit cycle as seen in
Figure 6.2. In this regime, ice volume growth causes reduction of CO2 due to increased
weathering, which in turn feeds back to more ice volume growth [Saltzman and Maasch,
1988]. At the same time, the North Atlantic deep water formation which draws down CO2

progressively weakens. However, at a critical ice volume level the ocean convection becomes
unstable, leading to an upsurge of CO2 and associated loss of ice volume, until deep water
formation resumes once enough ice is gone. The model thus produces self-sustained glacial
cycles explicitly as a set of feedbacks in the climate system. The period of these unforced
cycles is close to 100 kyr, indicating that the glacial cycles can occur even without insolation
variations.

Dynamically, changing p and r causes a stable equilibrium to turn unstable in a sub-
critical Hopf bifurcation, destroying at the same time an unstable limit cycle surrounding
equilibrium. Thereafter, the dynamics tend to a large stable limit cycle which exists both
before and after the bifurcation. This transition is one of the first dynamical mechanisms
proposed to have caused the MPT.

Adding insolation variations has two effects. Firstly, they produce linearly forced glacial
cycles prior to ∼800, and secondly they pace the self-sustained cycles in the late Pleistocene
such that glacial terminations depend on the forcing. The directly forced glacial cycles have
a few problems: As pointed out in [Maasch and Salzman, 1990], they create more 21 kyr
precessional variability than is found in data. Furthermore, [Ashkenazy and Tziperman,
2004] showed that such linearly forced cycles are too symmetric compared to glacial cycles
in proxy data. Nonetheless, the hypothesis that the Early Pleistocene glacial cycles are
linearly forced lives on.

Further steps towards understanding the middle Pleistocene transition was taken by
[Paillard, 1998]. Paillard constructed a phenomenological model (PP98 henceforth) for ice
volume growth x, containing three states: an interglacial i, mild glacial g, and deep glacial



CHAPTER 6. MODELLING OF GLACIAL CYCLES 43

-0.5

0

0.5

1

1.5

Ic
e 

vo
lu

m
e i g G

-2000 -1750 -1500 -1250 -1000 -750 -500 -250 0

i
0

i
1In

so
la

tio
n

Figure 6.3: Simulation of the PP98 model Paillard [1998]. Ice volume x (green curve)
is shown in the top panel, along with the ice volume threshold xmax(t) (red line). The
background colours indicate climate state i, g or G as per the legend. The lower panel
shows the truncated insolation forcing function, with thresholds governing the i → g and
G→ i climate state switches. The parameters are as in the original publication.

G state. In each of the states j ∈ {i, g,G}, ice volume growth is governed by the linear
differential equation

ẋ =
(xtarget,j − x)

τj
−A(t)F (t), (6.3)

where xtarget,j is a state dependent target ice volume, τj is a state dependent response time,
A(t) is a time dependent forcing amplitude, and F (t) is a truncated forcing function. The
state switch rules are

i→ g if A(t)F (t) < i0

g → G if x ≥ xmax(t)

G→ i if A(t)F (t) > i1

,

(6.4)

where xmax(t) is a critical ice volume threshold that increases linearly over time, and i0 and
i1 are insolation thresholds. A typical simulation of the model is shown in Figure 6.3. For
a detailed description of the model, see Chapter 10. Here, we only discuss it briefly.

The equation (6.3) is superficially similar to the Imbrie model (6.1), but it is funda-
mentally different. In PP98 ice volume grows even without insolation variations A(t) ≡ 0,
unlike the Imbrie model. This makes the glacial cycles throughout the Pleistocene (also be-
fore the MPT) almost self-sustained, and their amplitude largely decoupled from insolation
variations. We write almost self-sustained, since two of the state switch rules are ill defined
(or never triggered) in absence of insolation variations. Still, in [Paillard, 1998] parameters
are chosen such that a switches typically occur within zero to twenty kyr (with a narrow
distribution), so dynamically the model resembles a self-sustained oscillator.

The strengths of the PP98 model is its conceptual simplicity, its ability to reproduce
the MPT without strong assumptions, as well as its ability to simulate the sequence of
late Pleistocene glacial terminations reasonable well. On the last point, we note that PP98
simulates the termination ∼400 kyr ago because ice volume grows even without insolation
variations; in fact, when insolation variations are weak (as they are around −400 kyr ago)
ice volume can grow undisturbed by insolation variations that would otherwise trigger a
state shift.
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The model reproduces the MPT by increasing the threshold of glacial termination and
the forcing influence gradually, combined with frequency locking (in some sense at least)
to the forcing. This mechanism has been used in other models of the MPT, and we define
it in Chapter 7 where we name it ramping with frequency locking. However, the way the
model reproduces the MPT has subtleties which to our knowledge have not been highlighted
before. These are the topic of Chapter 10.

Later, Paillard and collaborator Parrenin followed up with similar models to PP98, one
of which is mentioned in Paper A (Chapter 7) [Paillard and Parrenin, 2004, Parrenin and
Paillard, 2003, 2012].

In year 2000 Gildor and Tziperman [2000] formulated a model of glacial cycles relying on
a “sea-ice” switch (and the classic temperature-precipitation feedback) to cause glacial cycles.
It works roughly as follows. Imagine a warm world without sea ice and with small terrestrial
ice sheets. Much precipitation falls onto Northern hemisphere land masses, building up land
ice, which through the albedo feedback cools the surrounding oceans, facilitating the spread
of sea ice. However, as sea ice spreads, the ice sheets receive less precipitation, effectively
suffocating them such that ablation (loss of ice mass) exceeds accumulation. An abrupt
collapse of sea ice leads to warmer ambient oceans and an abrupt loss of sea ice cover, and
so the cycle repeats.

Dynamically, the model is similar to the Paillard 98 model in that ice volume grows
spontaneously until a threshold is reached, after which ice sheets collapse, and then slowly
build up again. This is made even more obvious in [Ashkenazy, 2006], where a simplification
of the model is presented.

The MPT is reproduced differently in different spin-offs of the [Gildor and Tziperman,
2000] model. In [Tziperman and Gildor, 2003] the sea ice switch is inactive for a warm deep
ocean. The sea ice switch is then activated due to a slow ocean cooling. In Ashkenazy and
Tziperman [2004], a threshold for glacial termination is ramped up like in P98. However,
the ramp is not linear over the entire past 2 Myr, but piecewise linear and ramped only over
200 kyr. Thus, one can argue, that the MPT is prescribed rather than explained. This we
discuss in Paper A in Chapter 7.

In 2003 Wunsch [2003] suggested an even simpler phenomenological model:

xn+1 = αxn + ηn until x > xmax, then
xn → 0,

(6.5)

where xn is ice volume evolving in discrete time n, xmax is a threshold of glacial termination,
0 < α < 1 is an autocorrelation parameter and ηn is a random process with elements
independent of previous times. The process in the growth phase is called an AR(1) process
if the random part is zero-mean, and the pattern of building up “potential” until resetting as
a threshold is reached is called a integrate-and-fire model, see e.g. [Knight, 1972]. Wunsch
used this model, which was in a way formulated graphically in [Broecker and van Donk, 1970,
Macayeal, 1979], to propose that the frequency spectrum of the late Pleistocene glacial cycles
can be reproduced without astronomical forcing. Huybers [2007] modified the model to read

xn+1 = xn + µ until x > θ(t), then
decrease x to 0 linearly over10 kyr,

(6.6)

where θ(t) = θ0 + θ1(t − t0) − AF (t) is a threshold that increases linearly over time and
also is modulated by forcing AF (t) with amplitude A, and µ is a constant growth rate of
ice volume. The forcing here has a pacing effect, meaning that it does not influence ice
volume growth directly, but only when terminations occur. This pacing is crucial for how
the model reproduces the MPT; over ranges of mean threshold values θ0 + θ1(t − t0) the
system frequency locks to the forcing. As the threshold increases gradually, the system
switches from one frequency locking region to another. This is another example of a model
reproducing the MPT using ramping with frequency locking, the topic of Paper A (Chapter
7). However, if the forcing is modulated and if parameters vary over time, frequency locking
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as measured by asymptotic time-averaged quantities such as average duration, does not
provide a complete description of system behaviour. Overcoming this limitation is the topic
of Chapter 9.

In recent years, new dynamic perspectives have entered the modelling of glacial cycles.
One of them is delay. Rial and Anaclerio [2000] used a delay logistic equation to explain
the late Pleistocene glacial cycles. Huybers [2009] showed that a simple delay difference
equation can exhibit long streaks of ∼40 kyr long cycles, followed by chaotic switches to
much longer cycles. According to this hypothesis, the MPT could have occured by chance,
and the “40 kyr world” would be highly unstable. Later, Huybers and Langmuir [2017]
hypothesised that the depressing effect of ice sheets on Earth’s crust can cause a delayed
emission of CO2 due to volcanic activity. This leads to oscillatory behaviour of ice volume
and CO2, and it is possible to go from quasi-linearly forced ∼40 kyr oscillations when forced
with obliquity forcing, which by means of small fluctuations in the forcing can lead to longer,
larger cycles. Thus also in this model the MPT occurs spontaneously. Lastly, [Quinn et al.,
2018] reinterpreted an old Saltzman model as a delay differential equation, and showed that
also for this model insolation variations can cause a shift from quasi-linearly forced solutions
to self-sustained oscillations.

These delay models are examples of multistability, the coexistence of multiple solutions
which attract different sets of initial conditions, and for which spontaneous switches can
occur. Although known since long, Tziperman et al. [2006] were perhaps among the first
to emphasise this, showing that self-sustained models of glacial cycles can synchronise to
different oscillatory solutions. Crucifix [2013], de Saedeleer et al. [2013], Mitsui et al. [2013]
further explored this topic, bringing to attention the concepts pullback attractors (a form of
nonautonomous attractor), and nonchaotic strange attractors which synchronise solutions
but yet are sensitive to perturbations. In 2016 Omta et al. [2015] proposed a simplified
model in which the carbon cycle plays a special role. When forced by periodic forcing, it
contains multiple frequency locked attractors at different orders. Small perturbations were
shown to be able to cause switches between these frequency locked attractors, providing yet
another mechanism for the MPT.

A new take on the Paillard [1998] hypothesis of discrete climate states were taken by
[Ditlevsen, 2009], who modelled these states as different equilibria of a parametrised poly-
nomial function. The MPT was then marked by the introduction of a deep glacial state,
previously unavailable. Later, in Ashwin and Ditlevsen [2015] framed such a mechanism in
the context of fast-slow systems, which served as inspiration for Paper B in Chapter 8.

Statistical approaches to modelling were taken by [Imbrie et al., 2011] and [Tzedakis
et al., 2017]. Imbrie et al. [2011] fitted a weakly parametric model depending on insolation,
ice volume x and rate of change of ice volume ẋ to the LR04 stack fitted to a late part of
the record. The authors claim to see a spontaneous MPT in the model, but upon inspection
of the power spectrum over the last 3 Myr it rather seems like a temporary lull of ∼100
kyr power, not in agreement with data. Tzedakis et al. [2017] devised a statistical rule to
determine from insolation and the time from the last interglacial whether another interglacial
would be triggered or not. To model the MPT they, like [Mitsui et al., 2015], ramp the
threshold for deglaciation which assumes rather than explains the MPT.

In later years, models of intermediate complexity have reproduced glacial cycles. These
models are more detailed than the conceptual models reviewed so far, but less detailed
than high-resolution models used e.g. for centennial climate predictions. Ganopolski and
Calov [2011], Ganopolski and Brovkin [2017] reproduce the late Pleistocene glacial cycles
rather well. However, the model suffers from two complications. One is that it has so
many adjustable parameters that it can be made to fit proxy records better than the model
perhaps deserves. This is the problem of overfitting, which can be difficult to circumvent
given that many model parametrisations have to be fitted. The second problem is that
the model relies on a rather tentative dust, volcanic outgassing and calving mechanisms
for producing the glacial cycles. Thus, although the model includes more physical processes
and is spatially resolved, it requires ad hoc assumptions just like low-dimensional conceptual
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models. That this is the case is evident from that Abe-Ouchi et al. [2013] also reproduce
glacial cycles, but attribute them to isostatic rebound and ice sheet dynamics. Ideally, a
highly detailed model with well understood and well modelled physics should be able to
reproduce the entire climate record at high detail. This is very expensive, however, and
it is unknown whether some day enough can be learned about past and present climate
processes to avoid the need of ad hoc assumptions. Presently, high complecity models have
only focussed on subquestions, such as whether a change in insolation can cause a glacial
inception [Vettoretti and Peltier, 2011, Jochum et al., 2012].

On 3 April 2019, shortly before the submission of this thesis, a simulation from a model
similar to that in [Ganopolski and Calov, 2011, Ganopolski and Brovkin, 2017] was pub-
lished, reproducing climate over the past 3 million years, including the MPT[Willeit et al.,
2019]. An in-depth analysis of these results is outside the scope of this thesis, so we restrict
ourselves to a few comments. The model uses a combination of a trend in volcanic out-
gassing of CO2 and erosion of regolith to reproduce the MPT (model hypotheses discussed
in the next section). The study provokes many interesting, but unanswered questions: for
instance, why do the reproduced glacial cycles before the MPT contain more obliquity than
precession power, what is the dynamical mechanism causing the MPT when ramping either
CO2 or regolith erosion, and what causes the specified trends in climate variables? We touch
on the second question in the discussion of Chapter 7.

We emphasise that [Willeit et al., 2019] does not settle the question of the mechanisms
behind either the glacial cycles or the MPT, since the model shares the best and worst
of conceptual and complex models. It requires plenty of poorly constrained assumptions,
common with conceptual models, but suffer from overfitting and some dynamic obscurity
common with complex models. The presence of precession power in the early record and
problems reproducing a deglaciation around −400 kyr when precession is weak are two
major shortcomings of the model. The latter shortcoming, shared by [Imbrie and Imbrie,
1980], might come from that the model has no self-sustained oscillations. We forego Section
6.3, and state that the ability of a model to reproduce the general pattern of glacial cycles
does not prove that the model is correct. The causes and dynamical mechanisms behind
glacial cycles and the MPT remain open questions.

We end this section by stating that we have left out a large amount of models from this
review. This is purely because of constraints of space and to some extent limited awareness,
not because the models are inadequate or inconsequential. For further reviews of models,
see e.g. Crucifix [2012], Imbrie and Imbrie [1980], Dijkstra [2013].

6.2 Modelling the MPT
We now summarise different hypotheses of the MPT. According to one hypothesis, there
was no external trigger for the MPT, except possibly internal noise or a particular state of
insolation forcing. This hypothesis is espoused by [Huybers, 2009, Huybers and Langmuir,
2017, Quinn et al., 2018, Imbrie et al., 2011, Omta et al., 2015]. Another option is that the
climate system entered a fundamentally new mode of operation as a result of a bifurcation.
This is the view of e.g. [Maasch and Salzman, 1990, Ditlevsen, 2009, Ashwin and Ditlevsen,
2015, Tziperman and Gildor, 2003]. A third alternative is that the system remained in
essentially the same mode of operation, but that its response changed due to a more-or-less
gradual change of a control parameter. On the end of the spectrum invoking a slow change
of parameter we find [Huybers, 2007, Paillard, 1998, Paillard and Parrenin, 2004] which
use a linear change over 2 and 5 Myr respectively. On the other end of the spectrum we
find [Ashkenazy and Tziperman, 2004]and [Feng and Bailer-Jones, 2015] with ramps over a
couple hundred thousand year. In between are [Mitsui et al., 2015, Daruka and Ditlevsen,
2015, Tzedakis et al., 2017].

Models invoking no external change are naturally appealing explanations for the MPT.
Models entering a new mode of operation due to a slowly changing bifurcation parameter
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both have the burden of explaining the changing bifurcation parameter, and to defend the
claim of the system entering a new regime. In contrast, an abrupt change in model beha-
viour with unchanged physical mechanisms, requires less of an explanation. The problem
of explaning the underlying bifurcation parameter remains, however. In this subclass of ex-
planations, those invoking an abrupt change of external parameter have a stronger burden
of explanation than those invoking a more gradual change of parameter.

We have excluded a few hypotheses for the MPT which did not fit in the timeline of
model development. A well known one is the erosion of regolith hypothesis [Clark and
Pollard, 1998]. Regolith is a layer of soft sediment hypothesised to have lain under major
ice sheets prior to the MPT, causing basal sliding that prevented ice sheets from growing
large. With time, sliding ice sheets would erode the regolith bed, thus exposing rigid ground
on which ice sheets post-MPT could grow large. The hypothesis is appealing, but difficult
to verify.

Another explanation for the MPT is that prior to ∼1 Myr ago ice volume variations
on both hemispheres varied out of phase due to the anti-symmetric action of precession
on the hemispheres [Raymo et al., 2006]. At some point the Antarctic ice sheet margin
would extend into the sea, negating the variations in Antarctica and contributing to global
cooling, which in turn could aid the formation of large Northern hemisphere ice sheets. This
explanation relies on an unexplained global cooling, however, and the changes to Northern
hemisphere glaciation are unexplained.

6.3 Constraints from data and model comparison
With so many models to choose from, can we say which one is correct? First of all, few
models are incompatible, so an explanation for the glacial cycles and the MPT can rely on a
combination of them. Furthermore, we will argue that “correct” might be the wrong word to
use. Regardless, there have been attempts to evaluate how well a model explains observed
data.

One strategy is to focus on a single feature in data, such as the timing of major termin-
ations, temporal asymmetry, asymmetry about the mean, or the noise spectrum. Such a
feature can be compared quantitatively or qualitatively with model output. The most basic
and common way to compare model with data is to show model output on top of proxy
data of whatever is compared (e.g. global ice volume), as we did in e.g. Figure 6.2. This
obviously only allows for a qualitative comparison.

Another feature to evaluate is the timing of major glacial terminations or the times of
interglacials. This was used in Huybers and Wunsch [2005], Huybers [2011] to test whether
obliquity and precession influences the timing of glacial terminations, in [Feng and Bailer-
Jones, 2015] to test which of a family of models and forcing fit the proxy records the best.
Concurrence of glacial terminations with model terminations is central in [Parrenin and
Paillard, 2012]. In Paper A in Chapter 7 we study how the durations between termina-
tions evolve over time, and how the durations relate to the ramping with frequency locking
hypothesis for the MPT.

Other features are the temporal asymmetry [Ashkenazy and Tziperman, 2004], asym-
metry around the mean [Lisiecki and Raymo, 2007], modulation of the envelope of glacial
cycles [Lisiecki and Raymo, 2007, A.Rial et al., 2013], and Fourier and wavelet spectra. A
“perfect” model of the glacial cycles should replicate each of these features perfectly.

However, even if a model fails to replicate one or more “feature” in data, it does not
mean that the model lacks utility or merit. For instance, Huybers and Langmuir [2017] note
that although their glacial cycles are symmetric, the model probably can be modified to
produce asymmetric cycles, as seen in data, while using the same physical and dynamical
mechanism.

It is important to remember that the objective of simple climate models rarely is to
reproduce the ice volume record perfectly, but rather to serve as easily understandable
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representatives of mechanisms, dynamical or physical. Therefore, it may not be useful
to ask a model to replicate all conceivable features or an observed proxy record. This also
raises the question of what we mean by a “correct” model. It could well be that a conceptual
model captures the correct physical and dynamical mechanisms, and yet fails to replicate
some “features” in proxy records due to abstraction of details.

Nevertheless, in some cases quantitative comparison between models is useful for ex-
cluding mechanisms. Roe and Allen [1999] compared residuals of a set of models with
added noise fitted to an oxygen isotope record of the last 600 kyr. They found that they
could not distinguish statistically between the models based on their test. Later, [Feng and
Bailer-Jones, 2015] used Bayes factors to assess the relative ability of a family of models
to reproduce a sequence of glacial terminations. Their test favoured a model forced by an
equal amount of precession and obliquity, but only few model scenarios gave very low Bayes
factors, indicative of poor performance. It is not clear how to interpret Bayes factors unless
one of the models are “the truth”, however; there could be a large Bayes factor between two
obviously wrong models, and yet the Bayes factor between either model and the truth could
be enormous. Does this mean that one model is more correct than the other? Carson et al.
[2018] also used a Bayesian approach to distinguish between models, but using the one-step
prediction of the model rather than termination times. They found conflicting evidence
for different models, depending on whether they were forced astronomically, and whether a
tuned proxy record was used.

We summarise by noting that there are features and statistical information in proxy
records of glacial cycles which should be explained. This can be done through modelling
and/or statistical analysis, but which features should be expected to be reproduced by which
model is not clear.

6.4 Summary
The glacial cycles have mainly been modelled as conceptual models. This means that they
contain few variables and often lack spatial considerations. In the 1980s when model devel-
opment took off computational restriction was one reason for the use of conceptual models.
But another reason was that these simple models were able to reproduce global variations in
ice volume rather well, hinting at a dynamically simple underlying mechanism. As models
using different physical and dynamical assumptions all were able to reproduce the last eight
glacial cycles rather well, questions shifted more to which of them are “correct”, or the most
appropriate.

From here, research went along different routes. One route was to propose even more
models using different assumptions, demonstrating that hitherto proposed models did not
exhaust all possibilities. Parallel to, and joint with this route, modellers focussed one
the ability of models to reproduce specific aspects of proxy records, such as glacial cycle
asymmetry, carbon cycle modelling, and the ability to reproduce the MPT. Yet another
route was try to exclude or choose between models based on statistical considerations.
To this date, no conclusive answer has been reached. Recently, steps have been taken to
reproduce the glacial cycles with more complex models. The idea is that models with more
detailed physics require fewer ad hoc assumptions, and thus are more convincing. So far,
only models of intermediate complexity have been able to reproduce full glacial cycles, while
truly complex models are limited by computational constraints and thus can only investigate
aspects of glacial cycles occurring on shorter time scales, such as glacial inception.



Chapter 7

Paper A: The MPT through
frequency locking and a slow
change in variable

In Paper A we aim to clearly describe a dynamical hypothesis for the middle Pleistocene
transition (MPT) which has been used in many models, but not given a thorough treat-
ment in the climatic literature. This mechanism, which we call ramping with frequency
locking (RFL) relies on the slow ramping of a climate variable, which triggers switches
between frequency locking regions, or approximations of such regions in case of complex
multi-frequency forcing. Frequency locking and ramped bifurcation parameter have already
been encountered in previous sections, and the paper (found in Appendix A) is mostly self-
contained. Therefore, in this chapter we simply summarise the main results, discuss them,
and then explain wavelet spectra.

7.1 Main results
The main contribution of Paper B is to clearly define and describe the mechanism (RFL)
for causing the MPT in glacial cycle models. RFL is responsible for the MPT in several
models (e.g.[Paillard, 1998, Paillard and Parrenin, 2004, Huybers, 2007, Ashkenazy and
Tziperman, 2004]), but from discussions with researchers and from reviewer comments, it
seems like this is not widely known. As a corollary, we point out that these models, although
superficially different, rely on the same dynamic mechanism for causing the MPT. Thus we
aid the classification of different mechanisms for the MPT, which is one way of getting a
clearer view of the problem.

Secondly, we emphasise that the rate of ramping a bifurcation parameter matters. A
slow, progressive ramping of a climate variable is not so remarkable physically, and through
frequency locking it can explain the rapid increasing in durations between glacial termin-
ations at the MPT. In contrast, a rapidly ramped bifurcation parameter does not explain
the increase in duration dynamically, but rather presupposes it. Furthermore, we emphasise
that the functional relations between (average) duration, internal period, ramping para-
meter, and time, all play a role in how abrupt change in durations is seen in a model. This
helps understanding what influences the ability of a certain model to reproduce the MPT
through RFL.

Thirdly, we emphasise the rarely mentioned fact that durations between glacial termin-
ations increase over time, from ∼ − 1200 kyr until the present. It is often acknowledged
that late Pleistocene glacial cycles vary in length between ∼80 and ∼120 kyr [Raymo, 1997],
but not that there is a trend towards longer cycles. One exception is Huybers [2007], who
claim that the mean period of a moving windowed Fourier spectrum increases over time.
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Our claim is stronger however; we point out that individual durations between major gla-
cial terminations increase over time, starting from −1200 kyr, and that the durations first
cluster near to 80 kyr, and then have a propensity towards longer, upwards 120 kyr long
durations.

Fourthly, we argue that such an increase in durations, shifting from ∼40 to ∼80 kyr is
consistent with frequency locking mechanisms, as opposed to mechanisms for which long
cycles emerge at the MPT with a period that is at or above 100 kyr.

Fifthly, we highlight a conundrum: while the durations between major glacial termina-
tions and wavelet power is focussed around 80 kyr at the MPT, there is a strong anti-phase
coherence with eccentricity, first at periods close to −120 kyr, and then decreasing to ∼100
kyr. This hints that there is a sub-dominant mode of variability from the early MPT and
through the late Pleistocene which is distinct from the mode of variability that causes gla-
cial terminations. We do not offer any solution to this conundrum, but leave it as an open
question to solve. The MPT (∼ − 1200 to −800 kyr) should not just be considered an
epoch of disorganisation, but harbours clues to what mechanism caused the drastic change
in durations.

7.2 Discussion
Since the Discussion in Paper A is rather self-contained, we only discuss the model runs of
[Willeit et al., 2019] in light of Paper A.

It is not clear what dynamical mechanisms underlie the glacial cycles and the MPT in
the recently published CLIMBER-based Earth model of intermediate complexity in [Willeit
et al., 2019]. However, the lack of self-sustained oscillations and difficulties reproducing a
glacial termination around −400 kyr hint that works in a fashion similar to the model [Imbrie
and Imbrie, 1980]. Self-sustained oscillators (or more specifically, models with glaciation in
absence of forcing) typically do not have that problem. The MPT can be independently
reproduced in[Willeit et al., 2019] by either ramping regolith erosion or atmospheric CO2.
For the case of ramped regolith, the area of exposed bedrock does not plateau when ∼100
kyr durations appear. Nonetheless, in the terminology of Paper A, the abruptness of the
MPT according to the regolith hypothesis is probably best described as due to an abrupt
change in “internal period” To(p) resulting from of a slowly changing parameter p. How-
ever, To(p) in this model should rather be thought of as “preferred” period, as the model
seems to be either resonant to forcing or excitable [Marchionne et al., 2018]. The MPT
under increased volcanic outgassing (causing a trend in CO2 is somewhat more puzzling
however. An interesting venue for future work could be to find a dynamical explanation and
a representative conceptual model for this mechanism.

It would be interesting to learn how well the model in Willeit et al. [2019] agrees with the
observed pattern of increasing durations between glacial terminations and wavelet coherence
with eccentricity. From the wavelet spectrum in Figure 4 of Willeit et al. [2019], dominant
long period amplitude seems concentrated below 100 kyr until approximately −250 kyr,
consistent with data and resonance with a period shorter than the dominant periods of
eccentricity variations. A more detailed analysis is required, however.

7.3 Errata
Since publication we have found one minor error and one unclarity in the published paper
in Appendix A.

On page eleven, the last sentence in the first paragraph of column two should read
“Whether solutions are truly frequency locked or depend [strongly] on initial conditions is
irrelevant, as long as durations undergo abrupt change and tend to cluster.” The sentence,
written as in the publication, it is tautological. With the added word “strongly” we wish
to cover both sensitive dependence on initial conditions typical of chaos, as well as the
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dependence on initial conditions associated with initialising solution near boundaries of
basins of attraction.

In Figure 1b on page one, the blue dashed lines are at multiples of 41 kyr, the dominant
period of obliquity (informations missing from caption).



Chapter 8

Paper B: Classification of
bifurcations in singular fast-slow
systems

The second paper (Paper B) is more mathematical than the first and is the result of col-
laboration with Peter Ashwin and Peter Ditlevsen. In it we propose a classification of
bifurcations in fast-slow systems in the singular limit, in which the fast variable is “infin-
itely” faster than the slow one, as well as bifurcations of singular relaxation oscillations that
result from bifurcation in the fast-slow system. The paper (Appendix B) is self-contained
and can be read in its entirety without particular preliminaries. However, we aim in this
chapter to provide background, context, and clarification.

First, we describe how the paper was conceived and motivate why the results are im-
portant. Then, we summarise the main results and how they relate to previous research.
At this point we strongly recommend the reader to read Paper B in Appendix B before
proceeding to the rest of this chapter (save for the glossary at the end). Thereafter, we
make some clarifications of points which were not given sufficient attention in the paper.
We then discuss some additional results which were not included in the paper, whereafter
we discuss directions for future work. In the final section, we provide a glossary of some
terms which were not explicitly defined in the thesis.

8.1 Motivation and background
The initial motivation for the research in this paper came from a paper on a model of gla-
cial cycles by Peter Ashwin and Peter Ditlevsen from 2015 [Ashwin and Ditlevsen, 2015].
The model describes the time evolution of one fast “state” variable y and one slow “global
ice volume” variable v, whose fast subsystem depends on a bifurcation parameter λ that
increases slowly over the Pleistocene. As λ changes, the critical set defined by the fast sub-
system is deformed (Figure 8.1). Before a critical parameter value λc, relaxation oscillations
live near two stable branches of an s-shaped critical set, much like the van der Pol oscillator.
At a critical value λc, an unstable branch merges with one of the stable branches of the
s-curve, such that for λ > λc the two branches to split off into two different continuous
curves. As a result, the amplitude of the relaxation oscillation increases rapidly.

The observed phenomenon was interesting for many reasons: firstly, it has practical rel-
evance as a mechanism for the middle Pleistocene transition. Secondly, it occurred robustly
under variation of a single parameter. Thirdly, there did not seem to be a systematic treat-
ment of it in the literature. Surely, it described a bifurcation in some sense, but it was not
clear which one.
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Figure 8.1: Sketch of the critical set and relaxation oscillations in the Ashwin and Ditlevsen
2015 model [Ashwin and Ditlevsen, 2015]. Solid/dashed black curves show stable/unstable
parts of the critical set (equilibria of the singular fast subsystem). Arrows show relaxation
oscillations composed of slow segments on the critical set and jumps from fold points. As
a parameter λ changes from left to right, the critical set deforms such that at the critical
value λc the relaxation oscillation changes from small amplitude to large amplitude.

Peter Ashwin recalled a section of Arnold et al. [1999], in which canards on degenerate
manifolds similar to that of Figure 8.1 were briefly sketched and described. There was no
detailed treatment, however, neither in the book nor in the list of references. After some
literature search, it turned out that a description of the phenomenon had been tackled from
two directions.

By 1985 [Golubitsky and Schaeffer, 1985] had extended work of John Mather and René
Thom on singularity theory and the related catastrophe theory [Mather, 1969b,a, Thom,
1972], to zero sets of smooth families of vector fields depending on one parameter. They
framed the theory in terms of bifurcation diagrams, since the parameter is naturally inter-
preted as a bifurcation parameter. However, they did not, as we do in Paper B (Appendix
B), seem to realise that their bifurcation parameter could also be interpreted as the slow
variable in a fast-slow system with one fast and one slow variable.

John Guckenheimer took direct interest in bifurcation of relaxation oscillations in sin-
gular systems. In a book chapter from 1996 [Guckenheimer, 1996] he presented ideas for
extending the study of singularly perturbed (almost singular) fast-slow systems to a com-
plete theory of singular and singularly perturbed relaxation oscillations. Again, in 2002 and
2003 [Guckenheimer, 2002, Guckenheimer et al., 2003] he refined and extended the outline
for such a theory, but it he took most interest in bifurcation in systems of one or two fast,
and two slow variables. That he insisted the critical set to be a manifold, like Takens be-
fore him [Takens, 1976], caused him not to recognise e.g. the bifurcation in the Ashwin and
Ditlevsen model. Furthermore, considering the slow variables as non-distinguished unfolding
parameters, rather than distinguished parameters, he assigned codimension for some bifurc-
ations that is much higher than what we consider in our paper, and thus appears “rarer”
in some sense. For instance, the cusp for one fast and two slow variables is codimension
two to Guckenheimer, but codimension zero (persistent) in our setting. In this paper, we
are taking steps towards the theory of singular relaxation oscillations (and other attractors)
that Guckenheimer envisioned.

The importance of a systematic study of bifurcation in fast-slow systems should be
evident from the number of fields in which they occur, such as neuroscience, climate, and
reactional kinetics (see e.g. [Kuehn, 2015, Ashwin and Ditlevsen, 2015, Rinaldi and Scheffer,
2000, Harvey et al., 2011, Krischer et al., 1992, M. et al., 2008]). We are not aware of
publications in applications, besides [Ashwin and Ditlevsen, 2015], reporting bifurcation due
to the critical set, one of our main contributions. Reasons for this can be that the systems
were not sufficiently scale separated, that the researchers simply did not have a name for
it, or the bifurcations are rare for a reason not yet well understood. Nonetheless, we give
examples of low order polynomial systems with such bifurcations in Paper B (Appendix B),
indicating that they are not incredibly exotic objects. In any case, being able to enumerate
all possible bifurcations up to a given codimension is a rather strong result. Given that a
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Figure 8.2: Example domain M × N considered for global equivalence (5.2) of bifurcation
diagrams g(x, y) (black solid curve). Boundaries are denoted ∂, and crossed circles show
forbidden types of intersection with the zero set of the g(x, y) and the boundary.

model in an application satisfies the assumptions of our classification, the classification tells
us all the ways that model can bifurcate at codimension one.

8.2 Statement of main results
Our main contribution in this paper is to extend the bifurcation theory results of Golubitsky
and Schaeffer [1985] to the context of fast-slow systems in the singular limit for one fast
and one slow variable. Under a reasonable hypothesis and equivalence we state which
fast-slow systems are persistent, and in what ways they can bifurcate at codimension one.
Some bifurcations of fast-slow systems also give rise to bifurcation of singular relaxation
oscillations. We list these. Our classification is a step towards completing the mission
of Guckenheimer [Guckenheimer, 2002], to classify all bifurcations of singularly perturbed
relaxation oscillations, although there is much more to be done. A particular contribution
is the discovery of bifurcations of the critical set for which it loses its manifold structure;
these bifurcations are absent from e.g. [Takens, 1976, Guckenheimer, 2002, Thom, 1972].

8.3 Clarifications
In this section we elaborate on a few topic which did not given much attention in the paper.

8.3.1 The choice of domains for the equivalence
In Section 2.2 of Paper B (Appendix B), we introduce equivalence on a compact domain in
M ×N ⊂ R× R, following [Golubitsky and Schaeffer, 1985, p. 143]. We do this to extend
results on local persistence and bifurcation of germs to “globally” defined vector fields. We
impose restrictions on g and M ×N ⊂ R × R, however. By requiring that the vector field
is inward flowing at the top and bottom boundaries ∂M , and that there are no folds on the
right boundary, we avoid certain degenerate (atypical) intersections of the critical set with
the boundary (recall that the critical set is the zero set of g(x, y)) (Figure 8.2). Likewise, we
assume in the fast-slow context that the slow flow defined by ẏ = h(x, y) is strictly inward
on the right and left boundaries. By excluding some degeneracies by assumption, only the
more meaningful ones remain to be classified.

These constraints also have a physical interpretation; in applications it is natural to
define closed system boundaries such that the system state is contained within the system
for all forward time.
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8.3.2 Theorems of Golubitsky and Schaeffer
In the paper, we refer to results from [Golubitsky and Schaeffer, 1985] on persistence and
codimension one bifurcation of critical sets (in their context called bifurcation diagrams).
Here, we first restate their Theorem 10.1 on global persistence of zero sets, and then a
corollary of their Theorem 2.1 which lists local bifurcation up to codimension three.

Theorem 1 (Thm 10.1, Chapter III in [Golubitsky and Schaeffer, 1985]) Let G :
M ×N ×W → R be a family of bifurcation problems satisfying

G(x, y, λ) 6= 0 for ∀x ∈ ∂M, ∀y ∈ N, ∀λ ∈W.

Let λ and β be in the same connected component of W \Σ. Then G(·, ·, λ) and G(·, ·, β) are
globally equivalent (according to (5.2) on M ×N .

Here, N ×M is a closed rectangle as in Section 8.3.1, W is a closed disk in the space of
unfolding parameters, λ ∈W and β ∈W are unfolding parameters, and Σ is the bifurcation
set, the union of the following unfolding parameter sets

L1 = {λ ∈W : ∃(x, y) ∈M ×N such that G = Gx = Gy = 0},
L2 = {λ ∈W : ∃(x, y) ∈M ×N such that G = Gx = Gxx = 0},
G1 = {λ ∈W : ∃(x1, y), (x2, y) ∈M ×N such that G = Gx = 0 at (x1, y), (x2, y)}.

(8.1)

Subscripts of G denote partial derivatives, L1 is the set leading to degenerate fold tangency
(isola and simple bifurcation in [Golubitsky and Schaeffer, 1985]), L2 is the set leading to
hysteresis bifurcation, and G1 is the set leading to multiple limit point (double limit point
in [Golubitsky and Schaeffer, 1985]). Thus Σ = L1 ∪ L2 ∪ G1. Illustrations of systems at
bifurcation can be found in Figure 2 and Figure 3 in Paper B, Appendix B. It follows from
the above theorem, that perturbations of any F (x, y, λ) with λ away from the bifurcation
boundary are persistent.

The following corollary lists all codimension one local bifurcations of vector fields g(x, y):

Corollary 1 (From Thm 2.1, Chapter IV in [Golubitsky and Schaeffer, 1985]) Let
g(x, y) be a germ in Ex,y satisfying g = gx = 0 at (0, 0). If the codimension of g is 1, then
g is equivalent to one of the following bifurcation problems: δ1(x2 − y2) (hyperbolic fold
tangency), δ1(x2 + y2) (elliptic fold tangency) or δ1x3 + δ2y (hysteresis). If the codimension
of g is 0, then g is equivalent to δ1x2 + δ2y (nondegenerate quadratic fold).

Here, Ex,y is the vector space of germs (locally defined smooth functions) in two variables and
δ1, δ2 ∈ {−1, 1}. Note that non-degenerate quadratic fold is called limit point in [Golubitsky
and Schaeffer, 1985]. Note also, that since the corollary only concerns local bifurcation,
double limit points are not covered. While [Golubitsky and Schaeffer, 1985] do not give
double limit points a rigorous treatment, it is not difficult to convince oneself that any
non-local bifurcations at codimension one can only involve local codimension zero objects,
that is: non-degenerate quadratic folds. It is clear from the equivalence (5.2) that singular
points sharing y-coordinate are not persistent to perturbation, thus for codimension one
bifurcation to occur exactly two non-degenerate quadratic folds must share y-coordinate.

We have tried to adapt the notation in this section to the one used in Paper B (Appendix
B) as far as possible, but note that W , Σ, G and E denote different things here and in the
paper.

8.3.3 Ideas behind the theorems
A considerable mathematical machinery goes into proving the theorems in the previous
section. Reproducing this machinery is beyond the scope of this thesis, but below we
summarise the main ideas behind it.
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We begin with Theorem 2.1 in [Golubitsky and Schaeffer, 1985]. Let Ex,y be a vector
space of germs under addition and scalar multiplication, and consider g ∈ Ex,y. The ultimate
goal is to decompose Ex,y into the tangent space of g, T (g), and its complementary space
T (g)⊥, whose direct sum is the full space Ex,y = T (g)

⊕
T (g)⊥. The tangent space T (g)

contains all perturbations p which leave g+p equivalent to g (as germs). The complementary
space contains only perturbations which leave g + p inequivalent to p. The complementary
space can be written as a scalar linear combination of basis elements of T (g)⊥ and the
number of such basis elements is the codimension of the universal unfolding of the germ.

Instead of determining T (g) directly, Golubitsky and Schaeffer [1985] determine the
restricted tangent space RT (g), which contains the set of perturbations p which leave g+ p
equivalent to g under the more restrictive strong equivalence

g̃ = S(x, y)g(X(x, y), y). (8.2)

This equivalence does not leave the distinguished parameter y fixed, unlike the equivalence
(5.2). The perturbations p ∈ RT (g) have a special structure (they are ideals), which makes
it possible to express RT (g) in terms of other, easily expressed, ideals in Ex,y. Golubitsky
and Schaeffer [1985] then show how to obtain T (g) from RT (g), given that RT (g) has finite
codimension. Having obtained T (g), they compute T (g)⊥ for all universal unfoldings up to
codimension three.

A key to establishing that their list of universal unfoldings is complete, is the result
that every g of codimension k is defined by a certain set of k independent equality condi-
tions involving partial derivatives of g. The more equality conditions there are, the higher
the codimension. This result also has practical importance, since it makes it possible to
tell which normal form a given g is equivalent to (if any), without having to find explicit
deformations in the equivalence (5.2).

The proof of Theorem 10.1 in Golubitsky and Schaeffer [1985] uses the fact that all
degeneracies of singularities (points for which g = gx = 0) are defined by the equality condi-
tions in (8.1) (and possible more). Thus, by avoiding these sets, persistence is guaranteed.
The remainder of the proof shows that the non-singular points g 6= 0 of the critical set
(g = 0) can be mapped smoothly to other functions g̃ in the same connected component in
parameter space as g.

8.3.4 The quantity W [g]

The quantity W [g] is mentioned in Section 3.2 of Paper B (Appendix B), but we did not
motivate it there. The reasoning behind it is similar to our expression for scalar quadratic
curvature Z[g], where g is the fast vector field. Then, we defined the scalar quadratic
curvature in a coordinate system with the gradient along the x axis, and assumed that
certain terms in the Taylor series expansion of g at a point do not affect the curvature.
Thereafter we rotated the coordinate system of a vector field with gradient in a general
direction such that the gradient was in the positive y1 direction, after which we read off the
relevant coefficients.

In the case ofW [g], we do not base our heuristic on any “scalar cubic curvature”. Instead,
we start from a feasible normal form for the cusp tangency bifurcation

g(x, y1, y2) = δ1x
3 + δ2xy

2
1 + xy1λ+ y2,

where δ2 is an unfolding parameter, and the sign of δ1δ2 6= 0 gives the type of bifurcation
(δ1δ2 < 0 gives beaks and δ1δ2 > 0 gives lips). Numerical approximations of critical sets
corresponding to perturbations of the hypothesised normal form suggest that only the coef-
ficients of the xy21 and xy22 terms perpendicular to the gradient govern how the normal form
unfolds with λ (as “beaks” or “lips”, see Section 3.3.2 of Paper B in Appendix B). Starting
from this assumption, the derivation of W [g] is as for Z[g] in Paper B in Appendix B.
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Adding coefficients a, b, c, d, e to the above normal form at bifurcation (λ = 0), with
terms of relevant order only, we get that

g(x, y, λ) = δ1x
3 + cxy21 + dxy22 + exy1y2 + ay1 + by2.

Rotating the coordinate system to have gradient in the positive y1 direction by the trans-
formation [

y1
y2

]
= sign (gxxx)

1

a2 + b2

[
a −b
b a

] [
ŷ1
ŷ2

]

gives that the coefficient of the xy22 term is

δ2 =
1

a2 + b2
[
−b a

] [ c e/2
e/2 d

] [
−b
a

]
=

1

2|∇⊥y g|2
∇⊥y gTD2

y(gx)∇⊥y g,

where the gradient is denoted ∇, ⊥ means perpendicular, superscript T means transpose,
and D2

y is the slow Hessian with elements [D2
y(g)]i,j = ∂2gi/∂yi∂yj for i, j ∈ {1, 2}. The

gradients and the Hessian are expressed in the original slow coordinates (y1, y2).
Since only the sign of δ1δ2 = 6gxxx

1
2|∇⊥y g|2

∇⊥y gTD2
y(gx)∇⊥y g matters, we can define the

more easily written quantity

W [g] = sign (gxxx)∇⊥y gTD2
y(gx)∇⊥y g,

whose sign indicates whether the cusp tangency is of beaks (W [g] < 0) or lips (W [g] > 0)
type.

8.3.5 Motivation for the fold tangency nondegeneracy condition
For one fast and two slow variables we conjecture a non-degeneracy condition for the fold
tangency bifurcation defined by ∇yg = 0, namely the number of positive eigenvalues of the
modified Hessian of g

sign (gxx)D2(g), (8.3)

where D2(g) has elements [D2
y(g)]i,j = ∂2g/∂xi∂xj for i, j = 1, 2, 3 and x1 = x, x2 = y1 and

x3 = y2. The reasoning behind this expression is as follows.
Consider the Taylor expansion of some function g at a fold tangency, perturbed by a

parameter λ

g(x, y1, y2) = ax2 + 2bxy1 + 2cxy2 + dy21 + 2ey1y2 + fy2 + λ, (8.4)

where a, b, c, d, e, f are constants. The linear and terms are zero since ∇yg = 0 and gx =
g = 0 at bifurcation.

First, we note that (8.4) is a quadratic form and can be written

g(x, y1, y2) =
[
x y1 y2

]


a b c
b d e
c e f





x
y1
y2


+ λ.

Since the matrix is symmetric with real coefficients, it is diagonalisable and has real eigen-
values. Thus, there exists an eigenbasis in which (8.4) can be written

g(x, y1, y2) = āx̄2 + d̄ȳ1
2 + f̄ ȳ2

2 + λ,

where ā, b̄ and c̄ are constants and x̄, ȳ1 and ȳ2 are axis coordinates in a new basis. Here,
we note three things: Firstly, degeneracy occurs if at least one of the eigenvalues ā, b̄ and
c̄ are zero, which is covered by the equality condition detD2(g) = 0; the question is which
qualitatively different subcases exists away from degeneracy. Secondly, ā 6= 0 is necessary
for the fold to be quadratic. Thirdly, multiplying g by a nonzero constant rescales and/or
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reverses time, since εẋ = g in a fast-slow system. Therefore, we can rescale time by ā to get
the equivalent

g(x, y1, y2) = x̄2 +
d̄

ā
ȳ1

2 +
f̄

ā
ȳ2

2 +
λ

ā
. (8.5)

From this expression, we identify subcases distinguished by the number of positive eigen-
values (µ1 = 1, µ2 = d̄/ā, µ3 = f̄/ā). One eigenvalue µ1 is positive by construction. If
all three eigenvalues are positive, µ2, µ3 > 0, then g describes the equation of an ellipsoid
(isola bifurcation). If only one eigenvalue is positive, µ2, µ3 < 0, then the critical set upon
unfolding by λ is given by

x̄ = ±
√
|µ2|ȳ12 + |µ3|ȳ22 −

λ

ā
,

and thus solutions for λ/ā > 0 only exists for sufficiently large y1, y2, in contrast to the isola
case for which solutions exist for sufficiently small y1, y2. This case gives us wormhole fold
tangency. In case two eigenvalues are positive, we get the tube fold tangency. The equation
for the fold set is given by a pair of hyperbolae, e.g.

0 =

√
|µ2|ȳ12 − |µ3|ȳ22 −

λ

ā
,

unlike the previous cases for which the fold set was given by an ellipse.
We comment on the multiplication of gxx in (8.3). As noted previously, reversing time

(multiplying g, and this its Hessian, by a negative constant) should give equivalent systems.
We can remove this degeneracy by rescaling time t as s = at, such that if a happens to be
negative, then we also rescale time. In doing so, we divide every element of g by a to get

g̃(x, y1, y2) = x2 +
2b

a
xy1 +

2c

a
xy2 +

d

a
y21 +

2e

a
y1y2 +

f

a
y2 +

λ

a
. (8.6)

The Hessian D2(g̃) has at least one positive eigenvalue. This is because the Hessian cannot
be negative definite by Sylvester’s criterion [Gilbert, 1991], since its top left diagonal element
is positive. Consequently, there are only three options for the remaining eigenvalues: either
none, one, or two of them positive.

Next, we motivate why the signs of the eigenvalues of (8.6) tell which subtype of fold
tangency g̃ is. Completing the square of (8.6) and defining new coefficients α, β, γ, λ̃ gives
that

g̃(x, y1, y2) =

(
x+

b

a
y1 +

c

a
y2

)2

+ αy21 + βy22 + γy1y2 + λ̃.

Defining the variable z = x + b
ay1 + c

ay2 and rotating the slow variables to (ỹ1, ỹ2), we get
that

g̃(z, ỹ1, ỹ2) = z2 + α̃ỹ1
2 + β̃ỹ2

2 + λ̃,

where α̃ and β̃ are new constant coefficients. Now we note, in complete analogy with (8.5)
that the way g̃ unfolds in λ is determined by the signs of the coefficients α̃ and β̃. If α̃, β̃ > 0
there is an isola etc. We do not show it, but α̃ and β̃ indeed have the same signs as the
eigenvalues in (8.5).

In the discussion above, we divided g by a. Multiplying by a yields the same result.
Furthermore, D2(ag) = aD2(g), and if aµ is an eigenvalue of aD2(g) then µ is an eigenvalue
of D2(g). Therefore, and since a = 2gxx and we only care about signs of eigenvalues, we
deduce the criterion we claimed from the start: if sign (gxx)D2(g) has one, two, or three
eigenvalues, the fold tangency is of type wormhole, tube, or isola respectively.
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8.3.6 Appropriateness of the equivalence
Since the classification of bifurcations at a certain codimension depends on the choice of
equivalence, we spend a few lines to justify the equivalence for one fast and one slow variable.
We start with the equivalence for the fast subsystem (that of critical sets).

The distinguished parameter is what sets the global equivalence (5.2) apart from equival-
ences used in standard singularity theory [Mather, 1969a, Arnold et al., 1999], catastrophe
theory [Thom, 1972], and constrained systems [Takens, 1976]. A heuristic motivation for a
distinguished parameter comes from consideration of relaxation oscillations; the slow vari-
able generically “sweeps” the critical set and therefore should not raise codimension. In the
other settings listed above, the slow variables are considered perturbations, but this raises
codimension unnecessarily. Thus, we believe that the equivalence for the fast subsystem is
well motivated.

The global singular equivalence in Section 4 of Paper B necessarily covers the fast and
slow subsystems simultaneously. Since slow trajectories one exists only on the critical set,
it makes sense to consider the slow subsystem only on the critical set, as we do. This also
reflects that the slow dynamics are essentially one-dimensional, although they live in two-
dimensional space. As a consequence, degeneracies of the slow subsystem which are not on
the critical set, e.g. folds, are ignored.

The global singular equivalence gives rise to some uninteresting degeneracies at codi-
mension one, such as fold umbra-fold umbra limit point and double slow equilibrium. These
can be interesting at higher codimension, however.

8.4 Implications for models of glacial cycles
Proposition 5 in Paper B has an immediate implication for the modelling of glacial cycles
and the middle Pleistocene transition. It says that if the glacial cycles can be modelled
as a two-dimensional fast-slow system with smooth evolution functions, considered in the
singular limit, there is a limited number of ways that the system can bifurcate (change
qualitatively) under one-parameter variation. These seven ways are aligned and opposed
double limit point, hyperbolic fold tangency, hysteresis, Singular Hopf, SNIC, and singular
homoclinic. Only three of these can cause bifurcation of limit cycle to limit cycle with an
abrupt change in amplitude and/or period. These are shown in Figure 8.3.

This theorem addresses the question of what might have caused the MPT from a dynam-
ical point of view. Regardless of the physical mechanism, the dynamical mechanism must
be exactly one of those in Figure 8.3 (see also Figure 11 in B). Hopefully, the knowledge of
these dynamical mechanisms can inspire modellers to find physical ones for the MPT.

The above conclusion is only true if the assumptions of the model are appropriate of
course. For example, non-autonomous, higher dimensional, or non-singular models may
exhibit other phenomena. However, even if a model does not strictly speaking fulfil the
necessary conditions, the bifurcations in Figure 8.3 may still be relevant. For example, the
MPT in the Ashwin and Ditlevsen 2015 model essentially occurs due to hyperbolic fold tan-
gency of the critical set, even though the model is astronomically forced. Another example
are non-singular systems; at (singular) bifurcation, the behaviour of these systems can be
complicated due to canard phenomena. Before and after bifurcation, however, the systems
are generically well described by the singular systems for small enough scale separation.
Hence, bifurcation in the singular system is also reflected in the nonsingular system.

There is still no classification of codimension one bifurcations for one fast and two slow
variables. However, if our conjectured list of codimension one bifurcations of the critical
set is correct, for some suitable equivalence, then no bifurcation of the critical set can
cause bifurcation of limit cycles at codimension one. This is because limit cycles are one-
dimensional curves which do not generically intersect points in phase space where bifurcation
of the critical set occurs. However, we expect bifurcation due to non-generic intersection



CHAPTER 8. PAPER B: BIFURCATIONS IN FAST-SLOW SYSTEMS 60

0 1000 2000 3000 4000 5000 6000 7000
-2

0

2

0 1000 2000 3000 4000
-2

0

2

y

0 0.5 1 1.5 2 2.5 3
t 104

-2

0

2

a)

b)

c)

Figure 8.3: Examples of bifurcation in fast-slow systems which lead to solutions qualitat-
ively similar to the middle Pleistocene transition. Bifurcation due to: a) aligned double limit
point, b) fold tangency, c) opposed double limit point. Parameters are as in the respective
cases in Figure 11 in Paper B, except that the integration times and scale separation para-
meters ε have been changed and the bifurcation parameter has been ramped linearly. The
vertical axis (y) can be interpreted as global ice volume.

of limit cycles with the fold set and its umbra [Guckenheimer, 2002, Guckenheimer et al.,
2003], and generic intersection of limit cycles with cusp points e.g. [Broer and Krupa, 2013].

Paper B is a step towards enumerating all possible dynamical mechanisms for the MPT,
given a set of assumptions on the system. This approach is a systematic way to narrow down
the cause of the MPT. This is both because the assumptions on the model are made explicit,
and because models using different physical mechanisms may be dynamically equivalent
(e.g. [Ashkenazy, 2006] and [Huybers, 2007]). Furthermore, models with the same physical
motivation may be modelled dynamically differently (e.g. [Quinn et al., 2018] and [Maasch
and Salzman, 1990], [Tziperman and Gildor, 2003] and [Ashkenazy, 2006]).

8.5 Future perspectives
Paper B presents several directions for future study. An obvious one is to generalise the
fast-slow equivalence for one fast and one slow variables to more slow variables. A first step
would be to extend the equivalence of critical sets for one fast variable and one distinguished
parameter to multiple distinguished parameters. This apparently is challenging, however,
since the shortcut through strong equivalence taken by Golubitsky and Schaeffer does not
work [Montaldi, 1994]. Another route is to extend the theory to multiple (fast) variables.
This is partly done in catastrophe theory [Thom, 1972], and is aided by the fact that potential
systems do not contain limit cycles. The presence of limit cycles and other non-equilibrium
asymptotic behaviour makes it difficult to use the theory of zero sets used by Golubitsky
and Schaeffer, and probably requires a different approach.

A classification of bifurcations in one fast and two slow variables requires more than
a classification of bifurcation of critical sets. It also needs to consider bifurcations purely
in the slow subsystem (in the interior of stable subsets of the critical set) and degenerate
interaction between the fold set of the critical set and attractors. [Guckenheimer, 1996, 2004]
began sketching what bifurcations of limit cycles should be included in such a classification,
but a rigorous treatment has so far not been made.

Another direction is to study how bifurcations in singular systems translate to bifurcation
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in almost singular (singularly perturbed) systems (for scale separation ε > 0). Specific local
cases have been studied widely with respect to canards (see e.g. [Kuehn, 2015, Jardón-
Kojakhmetov and Broer, 2014] and references), but how these local bifurcations translate
to global attractors has seen little attention so far. A notable exception is [Guckenheimer,
1996] and [Guckenheimer et al., 2003].

It would be interesting to learn if physically motivated glacial cycle models can be found
that exhibit the bifurcations in Paper B. The bifurcations in singular fast-slow systems fits
well with the assumption of multiple climate states used to motivate the models in e.g.
[Paillard, 1998, Ditlevsen, 2009, Ashwin and Ditlevsen, 2015]. This assumption can be used
as a starting point for physically motivated modelling.

We finally mention an interesting extension brought to our attention by Vivien Kirk,
namely that of multiple time scales. For instance, one can consider bifurcation in systems
with one fast, one slow, and one intermediate time scale.

8.6 Summary and Conclusions
In this chapter, we have presented and discussed Paper B in B, which concerns fast-slow
systems: systems with components that vary on vastly different timescales. In this paper
we prove persistence and classify bifurcations of the critical set, the set on which slow
dynamics typically take place, up to codimension one. Our classification applies to smooth
systems with one fast and one slow variable, but we further conjecture a classification up to
codimension one for one fast and two slow variables.

Additionally, we define a global singular fast-slow equivalence which allows us to prove
persistence of fast-slow systems and a classification of their bifurcations up to codimension
one. This equivalence is used to derive similar results for singular relaxation oscillations,
which in turn have relevance for the problem of glacial cycles and the MPT. In addition to
the already published model in [Ashwin and Ditlevsen, 2015], we give examples of potential
glacial cycle models having bifurcations which give solutions resembling the MPT.

The work presented here can be extended in a multitude of directions.

8.7 Glossary of concepts

8.7.1 Smooth and analytic functions
A smooth function f(x) is a function which has well defined partial derivatives of all orders.
An analytic function is a function f(x) whose Taylor series converges to the function at any
point. Every analytic function is smooth, but the converse is not true.

Consider for instance the classic example
{
f(x) = e−1/x, if x > 0

f(x) = 0, if x ≤ 0,

with n:th order derivative
{
f (n)(x) = e−1/x

(∑n
i=1

i!
xi+1 (−1)i+1

)
if x > 0

f (n)(x) = 0, if x ≤ 0,

The function is smooth, since derivatives of all order exist, are smooth away from zero,
and converges to 0 both from the left and the right. The function is not analytic, however,
since it converges to the zero function F (x) ≡ 0 on a neighbourhood around x = 0 while
f(x) 6= F (x).
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8.7.2 Compact set
A set U is compact if every cover of U has a finite subcover. Differently put: If U is compact
if for every collection C of subsets of U such that

X =
⋃

x∈C
x,

then there is a finite subset F of C such that

X =
⋃

x∈F
x.

A similar definition holds for subsets.
By the Heine-Borel theorem, a subset of Euclidean space (as well as manifolds) is compact

if and only if it is closed and bounded [Kirillov and Gvishiani, 1982].

8.7.3 Open set
The notion of open set depends on the chosen topology. We only consider subsets of Euc-
lidean space, which inherit the Euclidean topology based on Euclidean distance.

We say that a set D ∈ Rn for some n ∈ N is open, if for every point y there exists an ε
such that every point within an ε-distance of y is also in D.

8.7.4 Neighbourhood
Let X be a topological space. We say that V ⊂ X is a neighbourhood of a point p ∈ X, if
it contains an open set U ⊂ V containing p.

Also, let X be a set of points. Assign to each x ∈ X a non-empty collection of open
subsets of N(x) of x containing x. The elements of N(x) constitute the neighbourhoods of
x.

8.7.5 Topological space
A topological space is a space with a notion of whether elements are nearby to each other
or not. Only if X is a metric space, there is a notion of how close two elements are. We use
the definition due to Hausdorff.

A topological space X is a set of elements and a set of neighbourhoods N(x) associated
to each point in x, satisfying the following:

1. If n ∈ N(x), then x ∈ n

2. If m ∈ N(x) and m ⊂ n, then also n ∈ N(x)

3. If m ∈ N(x) and n ∈ N(x), then m ∩ n ∈ N(x)

4. For every n ∈ N(x), there exists an m ⊂ n such that n ∈ N(y) for every y ∈ m

Consequently, two points x and y are considered “close” if x is in a neighbourhood of y (and
if y is in a neighbourhood of x).

8.7.6 Manifold
A manifold is loosely speaking an n-dimensional hypersurface that is locally homeomorphic
to n-dimensional Euclidean space. As an example, the two-dimensional sphere in three
dimensions is a manifold, since at every point on the sphere is can be locally approximated
by a plane. A surface with a self-intersection is not a manifold at the intersection, since the
set is not homeomorphic by Euclidean space there.
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8.7.7 Homeomorphism and diffeomorphism
A homemorphism is a map φ : U → V that is continuous and has a continuous inverse. A
diffeomorphism a homeomorphism which is smooth with smooth inverse. In our setting we
assume smoothness of infinite order.



Chapter 9

Paper 3: Temporal response of a
self-sustained oscillator to
modulated forcing

This chapter presents preliminary results exploring how forced oscillators respond to mod-
ulated forcing. The question that motivates this research is: “How do forced self-sustained
oscillators respond to amplitude and frequency modulated forcing?”. The question was in-
spired by models of glacial cycles, but has potential implications for other applications.
More precisely, starting from the assumption that we understand the response of forced
oscillators to pure sinusoidal (also known as harmonic) forcing, what can we infer about the
response to modulated sinusoidal forcing?

We build our analysis on the concept of frequency locking, previously described in Section
4.7. We take the Huybers 2007 model as an example, which was also used in Paper A
(Chapter 7, [Huybers, 2007]). The new (in this thesis) concepts of instantaneous amplitude
and frequency, as well as information entropy, are introduced and explained in this chapter.

First, we introduce and motivate the problem, then we describe the methods used.
Thereafter, we present results from simulations of the Huybers 2007 model, after which we
summarise and conclude.

9.1 Background and motivation
The long time, asymptotic, response of oscillating systems to periodic forcing has been well
understood since the time of Poincaré. For weak to moderate strength of the periodic forcing,
the forced system assumes a period that is a rational of the forcing period, or is quasiperiodic,
meaning that it oscillates with an average period that is irrationally related to the forcing.
The periodic response persists on open sets of parameters, called Arnold tongues, and is
therefore called frequency locking, phase locking, or mode locking, a phenomenon with
relevance for a variety of applications.

The response to aperiodic forcing, or periodic forcing that is not a simple sine, but still
has some similarity to periodic forcing is not as well understood, however. An example of
such forcing is the variations in insolation to different latitudes on Earth, which influences the
timing of glacial cycles. This forcing can be closely described as the sum of two modulated
sine waves with central periods approximately 41 kyr (obliquity) and 21 kyr (precession).

It is known that such multi-frequency quasiperiodic forcing can produce frequency lock-
ing to one or a combination of the constituent frequencies [Pikovsky et al., 2001, Feudel
et al., 1997]. Furthermore, it can give rise to strange nonchaotic attractors, asymptotic
states which are not periodic, but which have a peculiar recurrence structure [Grebogi
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et al., 1984, Mitsui et al., 2015]. However, none of these results relate to the short-time
response to modulated forcing as they are concerned with the limit as time goes to infinity.

Previous studies of synchronisation under modulated forcing considered mainly weakly
non-linear oscillators [Jensen, 2002, Davies and Nandlall, 1990, García-Álvarez et al., 2008,
Lucas et al., 2018]. Davies and Nandlall [1990] considered a sinusoidally amplitude mod-
ulated weakly nonlinear van der Pol oscillator, and found unsurprisingly that the weak
and strong forcing regimes yielded a nearly unperturbed solutions and forcing dominated
solutions. Jensen [2002] found that frequency-modulated sine forcing can cause temporary
frequency locking, if the rate of convergence of the nonlinear oscillator is fast enough relat-
ive to the change in forcing frequency. He derived analytical results for a weakly nonlinear
oscillator but claimed that the results remain valid for moderate nonlinearity (taking the
forced van der Pol oscillator as an example). Lucas et al. [2018] recently emphasised the
need to not only focus on asymptotically defined quantities such as Lyapunov exponents
and winding number in the case that the forcing has time varying parameters. Building on
[Jensen, 2002], Lucas et al. [2018] showed that frequency modulation can cause the system
to move in and out of synchronisation over a modulating cycle, but still remain synchronised
on average.

We focus on a more complicated class of strongly nonlinear oscillators forced by one
and two irregularly amplitude and frequency modulated sines. Additionally, we increase
the internal period of the oscillator over time. This complicated scenario is motivated by
models of glacial cycles, in particular models reproducing the abrupt change in amplitude
and period called the middle Pleistocene transition (MPT).

To understand the behaviour of such systems, we go beyond stating that oscillators can
in principle temporarily frequency lock, and instead assess how well they do so in practice.
To accomplish this, we adopt a probabilistic viewpoint under lack of information. As a
part of this approach, we consider time-varying distributions of durations between returns
to a threshold (glacial terminations), which contain more information than just the average
duration or winding number. We furthermore devise a score (a descriptive statistic) to
assess how well the quasistatic (frozen) view, valid for infinitely slowly changing parameters,
informs us about the non-quasistatic (non-frozen) dynamics. Additionally, we compute the
information entropy of the distribution of durations to assess how specific knowledge we
have about the likelihood of observing a certain duration at a given time.

The outline of this chapter is as follows. First, we introduce the concepts of frequency
locking, instantaneous amplitude and period, information entropy and score. Thereafter,
we present simulation results for the Huybers 2007 model of glacial cycles, forced obliquity
and precession (astronomical parameters) in different proportions. Finally, we conclude our
findings.

9.2 Methods
We study the phenomenon by making use of three fundamental concepts: frequency locking,
instantaneous frequency and instantaneous amplitude from the Hilbert transform, and in-
formation entropy. We define and describe them in order. Thereafter, we define the model,
present modulated forcing curves, and describe the study design.

9.2.1 Frequency locking
As was shown in Section 4.7, a self sustained oscillator — an oscillator that oscillates in
absence of external stimulus — can become frequency locked to periodic forcing. By this
we mean that the average duration D, defined as the average time until return to a suitably
defined Poincaré section, equals a fraction of the forcing period Tf :

D = lim
n→∞

1

n

n∑

i=1

Di =
N

M
Tf ,
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where Di is the i:th return to the Poincaré section, and N,M ∈ N are integers. This relation
only holds in the asymptotic limit that time goes to infinity, unless the system is initialised
precisely on the attractor of the system (a fixed point of an iterate of the Poincaré map).
However, for trajectories near the attractor the finite-time average duration converges to
the asymptotic average duration. Note, that we also require (by definition) that the relation
holds on an open set of parameters in order to call it frequency locking.

Frequency locking and the average duration is one way to characterise a solution to a
differential or difference equation; it tells us on average how many revolutions the oscillator
undergoes per revolution of the forcing oscillator. Importantly, frequency locking tends to
imply that durations cluster into groups.

9.2.2 Instantaneous amplitude and period
A modulated sine wave is a function of the form

F (t) = A(t) cos

(∫ t

t0

2π

Tf (s)
ds+ φ0

)
, (9.1)

where A(t) is a time-varying amplitude, Tf (t) is a time-varying period and φ0 is a constant
initial phase. Note that for any given signal F (t) there is an infinite number of choices of
A(t) and Tf (s) satisfying (9.1). One choice of A(t) and Tf (s) with nice properties is defined
through the Hilbert transform [Mélice et al., 2001, Vakman, 1996].

The Hilbert transform of F (t) is

H[F (t)] =
1

π

∫ ∞

−∞

F (s)

t− sds, (9.2)

where the integral denotes the Cauchy principal value [Ktonas and Papp, 1980, Mélice et al.,
2001, Boashash, 1992]. Equation (9.2) is less cryptic in frequency space, since the Hilbert
transform of the Fourier transform F̂ (ω), of F (t) is

H[F̂ (ω)] = iF̂ (ω) sign (ω),

where i denotes the imaginary unit and sign (ω) is the sign of the angular frequency ω =
2π/Tf . Thus, the Hilbert transform shifts the phase of the Fourier transform by 90 degrees
(through multiplication of i) and further reverses the sign of the negative part of the Fourier
spectrum (which is symmetric for real signals).

The usefulness of the Hilbert transform will be evident from a sequence of steps (see also
[Ktonas and Papp, 1980]). First, note that we can express F̂ (ω) as

F̂ (ω) =
1

2
(F̂ ∗+(−ω) + F̂+(ω)),

where superscript ∗ denotes complex conjugate, and F̂+(ω) is twice the positive part of F̂ (ω)

F̂+(ω) = 2F̂ (ω)θ(ω),

where θ(ω) is the Heaviside step function θ(ω) = 0 for ω < 0 and θ(ω) = 1 for ω > 0.
Consequently,

F̂ (ω) =
1

2
(F ∗+(−ω) + F̂+(ω)),

and
F (t) =

1

2
(F ∗+(t) + F+(t)) = <(F+(t)) = <(A(t)eiφ(t)) = A(t) cos (φ(t)), (9.3)

where < denotes the real part of a complex number, and A(t) and φ(t) are the amplitude
and phase of the polar representation of F+(t). Now, the Hilbert transform demonstrates
its utility, since F̂+(ω) can be expressed as

F̂+(ω) = F̂ (ω) + F̂ (ω) sign (ω) = F̂ (ω)− iH[F̂ (ω)],
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and thus
F+(t) = F (t)− iH[F (t)]. (9.4)

Combining (9.4) with (9.3), gives the instantaneous amplitude

A(t) =

√
(F (t) + <(−iH[F (t)]))2 + =(−iH[F (t)])

2
,

and the instantaneous phase

φ(t) = arctan

( =(−iH[F (t)])

F (t) + <(−iH[F (t)])

)
+Nπ,

whereN is an appropriate choice of integer and = is the imaginary part of a complex number.
From the instantaneous phase, we can define the instantaneous period Tf (t) through

φ(t) =

∫ t

t0

2π

Tf (s)
ds+ φ0,

where t0 is an initial time and φ0 the phase at t = t0. Inserting these into (9.3), we arrive
at (9.1).

Although this choice of instantaneous amplitude and period is defined for all real signals,
it only is guaranteed to be “meaningful” or “physical” [Ktonas and Papp, 1980, Cohen et al.,
1999] if the signal is narrow-band. That a signal is narrow-band means that its Fourier
transform is focussed on a single frequency away from 0. There is no sharp rule for when a
signal is well decomposed through the Hilbert transform; the niceness of the instantaneous
amplitude and period has to be assessed visually case by case. Typically, one wants the
instantaneous amplitude to form a smooth envelope which intersects the maxima of the
signal. The instantaneous period then follows from (9.3).

9.2.3 Information entropy
The Shannon information entropy of a discrete probability distribution with n outcome
probabilities P = {pi}ni=1 is given by

S(P ) =

n∑

i=1

pi log2

(
1

pi

)
,

where
∑n
i=1 pi = 1, log2 is the two-logarithm [Shannon, 1948], and we make the defini-

tion that 0 · log2(1/0) := 0. This quantity, like the thermodynamic definition of entropy,
measures “disorderedness” of the distribution, which can be appreciated by noting that
S is maximal for a uniform distribution pi = 1/n, ∀ i ∈ {1, 2, . . . , n}, and zero for an
atomic distribution pi = 1 for some i, and pj = 0, ∀ j 6= i. Information entropy can also
be thought of as average surprise, since if we define the surprise of observing outcome i
as I(pi) = log2 (1/pi), then the average surprise in the distribution is S =

∑n
i=1 piI(pi)

[Freiberger, 2015]. High surprise indicates that the distribution is uninformative, like the
uniform distribution.

We want a measure of informativeness of a distribution of durations that is normalised
between 0 and 1. To this end, we define the normalised information entropy as

Sn(P ) =
1

log2(n)

n∑

i=1

pi log2

(
1

pi

)
. (9.5)

We note that the precise choice of measure of informativeness is rather arbitrary; the Shan-
non entropy has a few nice properties, but almost any function which gives higher scores
for more concentrated probability distributions serve the purpose [Kumar et al., 1986]. The
choice of measure is not important for us, since we use it only qualitatively.
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9.2.4 Model and forcings
We use the Huybers 2007 model as an example of a forced self-sustained oscillator. The
state variable (ice volume) x increases linearly in time at a rate µ until a threshold θ(t)
(different from the Heaviside step function) is hit, whereafter x decreases linearly to 0 over
a fixed time Tdecay = 10. Once x reaches 0, it starts to increase once more:

{
ẋ(t) = µ, until x(t) = θ(t), then,
linearly decrease x→ 0 over time Tdecay, repeat.

(9.6)

The threshold function
θ(t) = R(t) + F (t) (9.7)

consists of a secular, aperiodic part R(t) and a part consisting of periodic components F (t),
the forcing. If F (t) is not identically zero, we say that (9.6) is forced. We always use µ = 1
and Tdecay = 10. For all our experiments we choose a linear ramp R(t) = 26 + 0.05(t− t0),
where t0 = −2000 is the initial simulation time.

We force the model with three forcings. The first two are obliquity (Figure 9.1 a,b,c))
and precession (Figure 9.1 d,e,f)), which are amplitude and frequency modulated sines. The
third forcing consists of a sum of obliquity with standard deviation 5 and precession with
standard deviation 10 (Figure 9.1 g)). The envelope and instantaneous phase was estimated
from the Hilbert transform for obliquity, which was first linearly interpolated to a time
step time step 0.1 kyr from a time step 1 kyr. The instantaneous period was estimated
from differences of the instantaneous phase. The envelope for precession was taken to be
eccentricity, and the instantaneous phase to be the longitude from perihelion [Berger, 1978,
Laskar et al., 2004]. We chose them as such, since the Hilbert transform estimates are
qualitatively similar, but have some numerical artefacts.

9.2.5 The frozen distribution of durations
Our method for understanding the response of the forcing relies on fixing a set of model
parameters at a time τ , either just the secular ramp R(τ) in (9.7) or both R(τ) and the
instantaneous amplitude A(τ) and period Tf (τ) of the forcing. We then run each of these
frozen systems forward in time t for a fixed τ , keeping track of all the durations di,τ between
glacial terminations, where i indexes the n durations. We will investigate how much inform-
ation the τ -dependent empirical distributions ρ̃τ (D) of durations Dτ = {dτ,i}ni=1 contain
about the non-frozen system. As n → ∞, ρ̃τ (D) approaches a theoretical, asymptotic
distribution ρτ (D).

The ice volume evolution part of the frozen system (Eq. (9.6)) is identical to the non-
frozen system except that the threshold θ(t; τ) is parameterised by τ . The threshold for the
ramp-only frozen system is

θro(t; τ) = R(τ) +A(t) cos

(∫ t

t0

2π

Tf (s)
ds+ φ0

)
, (9.8)

while the threshold for the fully frozen system (without subscript) is

θ(t; τ) = R(τ) +A(τ) cos

(
2π

Tf (τ)
(t− t0) + φ0

)
. (9.9)

The experimental procedure is as follows. Fix a time range of interest I = [t0, t1] for
the non-frozen system. In our example, we choose −2000 kyr to 0 kyr since the Huybers
2007 model (9.6) models the MPT, an abrupt increase in average duration, over that time.
Pick a uniform sample of frozen times in this time range, e.g. Tsample = {τ0, τ1, ..., τm} =
{−2000,−1990, ..., 0}. For each τj ∈ T , run the frozen system with threshold θ(t; τj) (or
θro(t; τj)) over another time range Iintegrate = [tstart, tend] which may but does not have to



CHAPTER 9. TEMPORAL RESPONSE TO MODULATED FORCING 69

O
b
li

q
u
it

y

-2000 -1500 -1000 -500 0

Time (kyr)

30

40

50

In
st

. 
p
er

io
d
 (

k
y
r)

20 29 41 54 60

Period (kyr)

0

1

N
o
rm

al
is

ed
 p

o
w

er

P
re

ce
ss

io
n

-2000 -1500 -1000 -500 0

Time (kyr)

10

25

40

In
st

. 
p
er

io
d
 (

k
y
r)

10 19 23 30

Period (kyr)

0

1

N
o
rm

al
is

ed
 p

o
w

er

-2000 -1800 -1600 -1400 -1200 -1000 -800 -600 -400 -200 0

Time (kyr)

-5

0

5

O
b
l+

p
re

c

a)

b)

d)

e)

c)

f)

g)

Figure 9.1: Forcing functions. Panels a,b,c) show obliquity, panels d,e,f) show precession,
and panel g) shows an equal sum of obliquity and precession, normalised to zero mean
and unit variance. Panels a) and d) show obliquity and precession curves over time, with
instantaneous amplitude A(t) envelopes in red. Panels b) and e) show instantaneous period
Ts(t) over time, and panels c) and f) show normalised Fourier power spectra. Panel g) shows
a time series of a sum of 33% obliquity and 67% precession. Note that scales and plot ranges
vary between panels.
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equal the time range of interest I. Record a sample of durations ρ̃τj (D) = {Di,τj}ni=1. If
the forcing is stationary, this sample of durations approaches some stationary distribution
ρτj (D) as the time of integration tend tends to infinity tend →∞.

If we consider the ramp-only frozen system with threshold (9.8), then we neglect know-
ledge about the local amplitude and period of the forcing. In this case, we define ρ̃τj (D)
to consist of durations between glacial terminations of (9.6) under non-frozen forcing F (t),
and take Iintegrate = I. We choose this integration interval to ensure that the forcing re-
flects the forcing of the non-frozen system on the interval I. We denote both the empirical
distributions for the fully frozen and ramp only frozen systems by ρ̃τj (D); which one we
mean should be clear from the context.

9.2.6 Evaluating informativeness
We engage in a thought experiment where we do not know the past history or present state
of the frozen system, but only assume that the system behaves as in the asymptotic limit,
that is: it is near an attractor. Now we may ask how much knowledge we have about what
the next observed duration, or equivalently, how surprised we would be on average when
observing the next duration. This information is contained in the asymptotic distribution
of durations ρτj (D). Note that the sequence of durations is perfectly deterministic, given
perfect knowledge about the initial state. However, if we give up knowledge about past states
and the dynamics of the system (apart from the asymptotic distribution), then ρτj (D) is
properly a probability measure, and samples from it are random.

We can measure the surprise or disorderedness using relative entropy S(P ) (9.5), where
P is the probability distribution associated with the “random process” D. We run into a
couple of problems, however. First, the asymptotic distribution ρτj (D) could be continuous
or fractal, and thus not discrete. We address this problem by binning the durations in bins
of fixed width (we use a width of 3 kyr). This decreases the resolution of the distribution,
but does not alter it essentially.

The second problem is the support of the distribution; if we define the support to be
between the maximum and minimum observed duration, then a single-valued and a broad
uniform distribution have the same relative entropy 1, which does not rhyme well with
intuition. Thus, we clearly have to impose bounds on the supports of distributions of
durations. To do this, we run the fully frozen system (9.6) with threshold (9.9) for a dense
uniform sample of initial phases φ0 ∈ [0, 2π] of the sine forcing function. This gives us all
possible durations for the frozen system, given any initial condition. The boundaries of this
distribution then defines the support of the asymptotic distribution ρτj (D).

In case of the ramp-only frozen system with threshold (9.8), the above method for
defining bounds on the distribution fails, since then the forcing not a pure sine and only
defined by its phase. In this case, we take the support of the distribution to be the maximum
and minimum observed duration for each τ , for lack of better options. Ideally, one should
record durations for solutions initialised on a fine grid of times t ∈ I for each R(τ), but we
consider this too time consuming. We expect the bounds of this distribution to be wide
enough, but there is a risk that the bounds are underestimated.

Thus, we can evaluate the informativeness of the asymptotic distribution over frozen time
by calculating S(P ) for each τ . If the informativeness is high, which means that entropy is
low, then frequency locking effects increase the knowledge about which durations are likely
to be observed. If informativeness is low, then little information is gained compared to
random durations.

9.2.7 Score: Testing for agreement between frozen and non-frozen
systems

It is false to assume that the asymptotic distribution of durations for the frozen system
is representative for the non-frozen system. The question is “how” much it matters that
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the assumption is false; perhaps the frozen system still provides information about the
non-frozen system.

To evaluate this, we define a score Σ which compares a sample of durations of the non-
frozen system with the (estimated) asymptotic distribution of durations of the frozen system.
Let d̃ = {di}ki=1 denote the set of k sample durations at termination times t̃ = {ti}ki=1 from
a single run of the non-frozen system over the time interval of interest I = [t0, t1]. In a first
naive attempt, we normalise the empirical distribution of durations ρ̃τ (D) for each τ = ti
such that the maximum is one. This gives a score for ti equal to

σi = ρ̃ti(di).

The total score Σ is the average of all subscores

Σ =
1

n

k∑

i=1

σi. (9.10)

The maximum score Σ = 1 is obtained by a set of durations which coincide with the most
likely duration for every ti. The minimum score Σ = 0 is obtained for a set of durations
which occur where ρti(di) has zero density for every ti. Intermediate scores are expected if
a subset of durations occur at high density of ρti(di) and the rest at low density, or if all
durations occur at where ρti(di) has intermediate density.

Note that an everywhere uniform distribution gives a score Σ = 1 for every pair (ti, di),
random or otherwise. Conversely, a narrow deltoid distribution produces a score of zero for
nearly almost every random set of durations and times d̃ and t̃. Thus, the more informative
a distribution is, the better Σ can distinguish between sequences of durations which are
random and those that are well explained by the asymptotic distributions of durations.

However, the score (9.10) fails to work in practice because it penalises almost correct
durations too severely. This is because the asymptotic distributions are discrete in general,
and therefore almost every real duration, including durations di which are very close to
peaks of the asymptotic distribution, get scores σi = 0, which goes against our intention.
Therefore, we adopt smoothing in both duration and time space.

We choose a Gaussian smoothing filter with bandwidths wt = 10 kyr in the time direction
and wd = 3 kyr in the duration direction, such that if writing ρτ (d) := ρ(τ, d), the smoothed
distribution ρ(τ, d) is given by

ρ(τ, d) =
1

pwtwd

p∑

i=1

K

(
t− ti
wt

,
d− di
wd

)
,

where p is the total number of points in all empirical distributions ρ̃(τi, di), i ∈ {1, 2, ...,m},
and the Gaussian kernel is

K(x, y) =
1

2π
e−

x2+y2

2 .

Unfortunately, the smoothing introduces arbitrary parameters wt, wd and the arbitrary
choice of smoothing kernel. Therefore, evaluation of the score Σ should be done for a range of
kernel bandwidths before any conclusions can be drawn. Precise choice of kernel should not
be important. The choice of bandwidth should reflect the amount of slack that we are willing
to give sample durations which coincide well, but not perfectly, with the true distribution
ρτ (d). A too wide bandwidth produces excessively high scores for durations which are clearly
not well approximated by the true distribution, and a too narrow distribution penalises small
errors too much. A tradeoff between these considerations must be made.

We now define a smoothed score

Σ =
1

n

k∑

i=1

σi,
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where
σi = ρ(ti, di).

The values of Σ are scaled towards larger values relative to those of Σ. Notably, the
minimum is greater than zero. A set of sample durations d̃i are well explained by the
asymptotic distribution ρ̃(τ, d) if d̃i produces a score Σ that is high compared to uniformly
distributed random samples of the same size.

9.3 Results
We first present non-frozen model simulations and frozen distributions of durations for the
Huybers 2007 model under obliquity, precession, and combined obliquity and precession
forcing. Thereafter, we show calculated scores and empirical entropies.

9.3.1 Obliquity forcing: Durations in the fully frozen system
In Figure 9.2 we show an example run for the Huybers 2007 model forced by obliquity.
Figure 9.2 a) illustrates how the empirical distribution of durations ρ̃τ (f) for the fully
frozen system is generated. The instantaneous amplitude A(τ) and period Tf (τ) of the
forcing, as well as the linear ramp R(τ), are fixed at the values in the non-frozen system at
time τ = −500 kyr. This sinusoidally forced system with constant threshold is integrated
for a long time (here between −2000 kyr and 0 kyr), and the durations between transitions
di constitute the empirical distribution. In this case, there are two clusters of shorter and
longer durations. This is also seen in Figure 9.2 c), where the empirical distribution of
durations ρ̃τ (d) expressed as black dots, has two clusters.

Figure 9.2 b) shows a simulation of the non-frozen model, which both displays frequency
locking before −1200 kyr and a rapid shift to longer durations from −1350 kyr to −1000
kyr.

Figure 9.2 c) contains much interesting information.

1. Firstly, the frozen distribution of durations typically covers only part of the possible
range of durations (white band). This means that the distribution is informative.

2. Secondly, the distribution of durations is clustered, typically near multiples of the
instantaneous period Tf (t). This is typical for frequency locking.

3. Thirdly, the clusters of the frozen distribution meander along with the instantaneous
amplitude and period. When the instantaneous amplitude is large, durations tend to
be shorter, and when the instantaneous period is long, durations tend to be longer.

4. Fourthly, clusters of long duration appear and disappear as the instantaneous para-
meters vary; examples of this are the clusters around −820 kyr, −650 kyr and −580
kyr. Thus, a monotonically increasing ramp R(t) does not imply that the average
duration increases monotonically.

5. Fifthly, the clusters of durations are not fixed at multiples of the average forcing
frequency, as is the case for perfectly harmonic forcing. For instance, at −820 kyr the
longest cluster is focussed on 105 kyr and at −650 kyr the cluster is focussed at 110
kyr, neither multiples of the average forcing frequency 41 kyr.

6. Sixthly, the non-frozen durations importantly tend to be close to the clusters of the
frozen distribution. However, upon close inspection, some durations are not very close
to the distribution. See for instance the duration around −426 kyr.
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Figure 9.2: Huybers 2007 model forced by obliquity. Panel b) shows a simulation of ice
volume in the non-frozen system (blue sawtooth), with obliquity forcing (red sinusoidal
curve). The instantaneous amplitude A(t) is shown in purple. Panel a) shows a simulation
of the frozen system, with instantaneous amplitude A(t) and period Tf (t), as well as ramp
function R(t) = xc(t) = 26+0.05(t−t0), fixed at their values in the non-frozen system at time
τ = −500 kyr. The sample durations between glacial terminations in the frozen system are
indexed by i and denoted di. Panel c) shows the durations from the non-frozen simulation
(red dots) and the empirical distribution of durations for the frozen system ρ̃τ (d). Contours
show the smoothed distribution ρτ (d). The magenta curve shows the instantaneous period
Tf (t), and the blue curve shows the mean of the distribution of durations ρ̃τ (d). The white
band on gray background shows the range of durations that is possible in the frozen system.
Obliquity forcing is scaled to have standard deviation 20 between −2000 kyr and 0 kyr
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Figure 9.3: Ramp-only frozen distribution of durations between glacial terminations in the
Huybers 2007 model forced by obliquity. a) Model ice volume (blue sawtooth) and forcing
(red curve) with envelope (purple) as in Figure 9.2. b) Ramp only frozen distribution,
menaning that the distribution of durations is estimated from a 2000 kyr simulation at each
frozen time τ = −2000,−1990, ..., 0, for which the ramp R(τ) is fixed, but the insolation
amplitude and period A(t) and Tf (t) is free to vary. Contours are levels sets of the smoothed
distribution of durations (see Figure 9.2). The forcing is scaled to standard deviation 20.

9.3.2 Obliquity forcing: Durations in the ramp only frozen system
Figure 9.3 shows the empirical distribution of durations between glacial terminations for
the ramp-only frozen system. This distribution lacks information about the local amplitude
and period of the forcing, and instead averages the response over time, as is evidenced by
the monotonicity of its time evolution. Hence, one might expect the distribution to be a
weighted average of the fully frozen distributions with R(τ) fixed, and A(τ) and Tf (τ) varied
over their full ranges. This is not the case, however, as evidenced by the lack of ∼100 kyr
durations around −620 kyr which are present for the fully frozen system in Figure 9.2. In
Figure 9.3 the clusters of durations are broad at every time instant, unlike in Figure 9.2,
where they typically consist of few durations.

9.3.3 Precession: Durations in the fully frozen system
The response to strong precession forcing, shown in Figure 9.4 is different from the response
to obliquity forcing. Due to the more rapid 21 kyr period oscillations, the range of possible
durations for each τ is shrunk. Consequently, the durations follow the undulations of the
envelope more closely. If only the ramp (and not the forcing parameters) had been frozen,
as in Figure 9.3, then the temporal tracking of the envelope would have been obscured.
Note, that although the possible durations are confined to a narrow band, the distribution
is rather uninformative, since the smoothed distribution of durations covers nearly the entire
band (see Section 9.2.6).
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Figure 9.4: Fully frozen distribution of durations between glacial terminations for Huybers
2007 with precession forcing. a) Non-frozen model simulation, as in Figure 9.2. b) Smoothed
frozen distribution as level curves. Durations from the model run as red dots. The instant-
aneous period Tf (t) spikes where the instantaneous amplitude is weak. The forcing is scaled
to have standard deviation 20.

9.3.4 Obliquity and precession: Durations in the fully frozen sys-
tem

Forcing consisting of 33% obliquity and 67% precession differs from the previous cases as
it is a sum of two modulated sines. The envelope of the forcing is therefore less regular,
and dependent on the relative phase of the modulated sines in the two forcing components.
When precession is strong relative to obliquity, durations sometimes track the envelope, as
around −1850 kyr. When obliquity is strong as around −1600 kyr, however, there is local
frequency locking to obliquity. From −1000 and onward there is no noticeable frequency
locking of durations, which gradually increase monotonically.

9.3.5 Informativeness of frozen distributions
In Figure 9.6, we compare the informativeness of the frozen distributions generated by
obliquity forcing, precession, a combination of obliquity and precession, respectively. We
show informativeness both the for non-smoothed and smoothed distributions ρ̃τ (d) and
ρ(τ ; d).

For both obliquity and precession forcing the non-smoothed entropy is zero at several
times. This means that all durations are contained in a single 3 kyr wide bin, which does not
cover the entire interval of possible durations. Typically, this is indicative of local frequency
locking, as can be seen by comparing Figure 9.6 a,c) with Figure 9.2 and Figure 9.4. The
entropy for precession is nearly one where the interval of valid durations is narrow. At most
other times, the entropy is approximately 0.4, which indicates intermediate informativeness,
typically due to the presence of two clusters of durations for the same frozen time τ .

In contrast, the entropy for the non-smooth combined obliquity and precession forcing
is zero only rarely; typically the entropy stays between 0.25 and 0.75 with an average of
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Figure 9.5: Fully frozen distribution of durations between glacial terminations for Huybers
2007 forced by a sum of 33% obliquity and 67% precession amplitude. a) Non-frozen model
simulation, as in Figure 9.2. The black and magenta curves are the instantaneous amplitudes
of obliquity and precession respectively. b) The frozen distribution is shown as level curves.
Durations from the model run are shown as red dots. Obliquity is scaled to have standard
deviation 5 and precession to have standard deviation 10
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Figure 9.6: Normalised information entropy (9.5) for frozen systems. Panels a,c,e) show
entropy for the fully frozen system and panels b,d,f) show entropy for the ramp only frozen
system in which the ramp R(τ), but not instantaneous insolation parameters A(t) and Tf (t)
are frozen at time τ . Blue curves show entropy for the empirical non-smoothed frozen distri-
bution of durations ρ̃τ (d) binned in 3-kyr intervals between the bounds of possible durations
(see Section 9.2.6). Red curves show the entropy for the smoothed frozen distribution of
durations ρ(τ ; d) after binning large samples of it in 3-kyr bins over the range of allowed
durations
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0.5. This reflects that the non-smoothed distribution of durations is rather diffuse as can
be inferred from Figure 9.5 c).

The entropy for all smoothed distributions are focussed around 0.75 and never strays
under 0.5. This is natural, since local peaks are attenuated. Still, local variations in the
entropy of non-smoothed distributions on time scales longer than the smoothing (10 kyr)
can still be discerned in the entropy of the corresponding smoothed distributions.

Turning to the ramp only frozen system, the entropy of the non-smoothed distributions
of durations are considerably higher than for the fully frozen system. This is expected since
the distribution of durations for fixed τ is naturally broader as the instantaneous amplitude
and period are allowed to vary. Comparing Figure 9.6 and Figure 9.3 (obliquity forcing)
shows that the entropy is higher when the distribution of durations is multimodal, which is
natural. This is seen to a lesser extent for precession. Here, the entropy can be high despite
the distribution being unimodal, wherever the range of possible durations is narrow.

The entropies of smoothed and non-smoothed distributions of durations are more sim-
ilar than for the fully frozen system. This is natural, since smoothing an already diffuse
distribution has little effect. The difference for combined obliquity and precession forcing is
remarkably small, which is expected since the distribution is rather diffuse to begin with.

9.3.6 Comparing the frozen and non-frozen durations
The blue histograms in Figure 9.7 show empirical distributions of scores Σ, calculated for
random sequences of durations from the set of possible termination time-duration pairs
(within white bands in e.g. Figure 9.2), having the same length as the sequence of duration
from the non-frozen system. The first column a,c,e) shows scores under the fully frozen
system for obliquity, precession and mixed forcing (Figure 9.2,9.4,9.5). The second column
b,d,f) shows corresponding scores for the ramp only frozen system (empirical distribution
shown only for obliquity in Figure 9.3). Each red vertical line shows a score for a sample run
of the non-frozen model, using either a smoothed score function σ generated from the fully
frozen distribution (Figure 9.7 a,c,e)) or the ramp only frozen function (Figure 9.7 b,d,f)).
Yellow histograms show distributions of scores for sequences of time-duration pairs sampled
randomly from the non-smoothed empirical distribution of durations for the frozen system.

Figure 9.7 shows that the non-frozen score exceeds all of the scores for random samples
from a uniform distribution defined on the range of possible durations for obliquity forcing,
both for the fully frozen and ramp only frozen system (Figure 9.2a) and b)). Thus, it is
highly unlikely that a random sequence of durations would generate the observed score.
The implies a significant association between the frozen distribution of durations and the
sequence of durations in the non-frozen system.

On the other hand, the non-frozen score is much smaller than scores for sequences
sampled from the non-smoothed frozen distribution of durations (yellow histogram). This
indicates that the non-frozen durations agree significantly less with the fully frozen distri-
bution of durations than if they actually were samples from it.

In contrast, the distribution of scores for durations sampled from the non-smoothed
empirical ramp only distribution of durations ρ̃τ (d), agrees better with the score for the non-
frozen model run. The non-frozen score under the smoothed ramp only frozen distribution is
thus typical for an “optimal” sequence of durations (we cannot expect higher scores than for
random samples from the distribution of durations itself). Hence, based on score, the ramp
only distribution of durations is a good explanatory model for the sequence of non-frozen
durations.

For precession, the fully frozen distribution exceeds the non-frozen score in ∼7% of
random samples (Figure 9.7 c)). Note that the tails of the distribution are not well sampled,
so the precise percentage should be interpreted with caution. Nevertheless, it is unlikely that
the sequence of non-frozen durations agree with the frozen distribution merely by chance.

The ramp only frozen distribution under precession forcing (Figure 9.7 d)), on the other
hand, does not overlap with the score for the non-frozen system. This is both because the
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Figure 9.7: Scores Σ for three forcings: obliquity, precession, and a sum of 33% obliquity
and 67% precession. Histograms show the empirical distribution (500 samples) of score un-
der two different frozen scenarios; a,c,e) is for the fully frozen system, and b,d,f) is for the
ramp only frozen system. Blue histograms show distributions of score for random sequences
of durations sampled uniformly from the set of possible durations. Yellow histograms show
distributions of scores for sequences of durations sampled from the smoothed frozen dis-
tributions of durations. Red vertical lines show the score of a typical simulation of the
non-frozen system. If the red line intersects a point of high density of the blue histogram,
then the simulated sequence of durations fits the distribution of durations (NB: not distri-
bution of score) as well as a random sequence. On the other hand, intersection with the
yellow histogram implies as good a fit as durations sampled from the frozen distribution of
durations itself
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mean of the frozen distribution is shifted towards lower values, and because the non-frozen
score is higher. The non-frozen score overlaps the ramp only frozen distribution of scores,
but not as much for obliquity.

For a combination of 33% obliquity and 67% precession forcing, the fully frozen distri-
bution of scores exceeds the non-frozen score in ∼2% of cases, comparable to for precession
forcing. The ramp only distribution of scores, however, exceeds the non-frozen score in 27%
of cases, so it is a rather likely that a randomly drawn sequence of durations produces a
score greater than that for the non-frozen sequence of durations.

For combined obliquity and precession forcing, the distribution of scores under samples
from the unsmoothed distribution of fully frozen durations has a markedly lower median
than for pure obliquity or precession forcing (0.85 vs 0.95). This is because the pure forcing
frozen distributions are typically unimodal, whereas the combined forcing distributions are
broader.

In the discussion we explain why the scores for the ramp only frozen system are higher
than for the fully frozen system, and how to interpret the differences in the panels of Figure
9.2.

9.4 Discussion
We being by interpreting the results of the previous section, in particular those of score and
information entropy. We then discuss some methodological and epistemological questions.

9.4.1 Interpreting the scores
Scores for sequences of durations from the non-frozen system must always be interpreted
relative to distributions of scores from the frozen system. This is because of three reasons.
The first is the bandwidth of the smoothed distribution of durations; as the bandwidth
approaches zero, the score for almost any sequence of real durations approaches zero. Con-
versely, a large bandwidth makes all scores close to one. The second reason is due to the
width of the support of the distribution of durations; a wide support makes random dura-
tions produce small subscores, while a narrow support makes them produce large subscores.
The third is that distributions of durations which are focussed on narrow peaks of equal
height naturally produce higher subscores than other distributions; e.g. a distribution with
probabilities 0.5 assigned to two events produce a subscore score of 1 for every observable
event, while a distribution with probabilities 0.25 and 0.75 only has a 75% chance to produce
a subscore 1 (and a 25% probability to produce a subscore 1/3).

Having said this, we return to the results of Section 9.3.6. Judging by the scores, all
frozen distributions except for the ramp only frozen distribution for combined obliquity and
precession forcing provide significant information about the sequences of durations which
occur in the non-frozen system, and thus have explanatory value.

However, for pure obliquity and precession forcing, the non-frozen score is higher for the
ramp only distribution of durations than for the fully frozen distribution. Furthermore, the
non-frozen score agrees better with the “ideal” distribution of scores for durations which are
sampled from the non-smoothed distribution of durations. Thus we conclude that the fully
frozen distribution of durations is a too restrictive model of durations in the non-frozen
system.

A methodological shortcoming might be the cause of this, however. For the ramp frozen
distribution of random scores, we have assumed the same bounds on durations as for the
fully frozen system (white band in Figure 9.3). Figure 9.3 clearly shows, that the ramp only
empirical distribution of durations sometimes (e.g. at −620 kyr and −220 kyr) exceeds the
supposed bounds and sometimes is hardly overlaps the band of “possible” durations. Thus,
the subscores of random durations sampled from the white band at these frozen times τ
inevitably produce low scores, although it should be possible to obtain the maximum score
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of 1 for every τ . Hence, if correct bounds on durations were used, we would expect the
median of the ramp frozen distribution of random scores (blue histogram) to be higher, and
thus would make the non-frozen score less remarkable.

The distribution of scores from sampling of the empirical distribution of durations (yellow
histogram), for combined obliquity and precession forcing, is comparable for the fully frozen
and ramp only frozen distributions of durations. This is because both the non-smoothed
fully frozen and ramp only distributions of durations cover the entire band of valid dura-
tions rather evenly. This is reflected in the rather low informativeness of the fully frozen
distribution of durations (Figure 9.6).

Contrary to what Figure 9.7 c) suggests, that the score for the non-frozen sequence of
durations is more similar to a random distribution than an ideal distribution, Figure 9.4
suggests that the non-frozen durations coincide rather well with the frozen distribution of
durations. In particular, the sequence of durations follows the envelope of the insolation
well. This apparent contradiction has two sources. The first is that the distribution of
random scores of durations has a high median score since the random samples from the
narrow strip are likely to coincide with a peak of the distribution of durations. The second
is that many non-frozen durations fall outside of the frozen distribution, even though the
overall undulations follow the distribution well. For instance, the time series resulting from
sampling the mean of the frozen distribution whenever a duration occurs in the non-frozen
distribution likely is highly linearly correlated with the sequence of durations, even after
removing the linear trend.

We note that if the distributions overlap, then it is not possible to tell a random sequence
of durations from a “true” sequence of durations, samples from the distribution used to define
the score. We also note that for weak forcing the band of allowed durations shrinks to a line,
and frequency locking effects diminish. In this case, we expect both random and non-frozen
scores to be very high.

Lastly, we point out that the frozen distribution of durations, and consequently the score,
does not contain any information about which particular sequence of durations will occur.
In order to learn of this, the knowledge of the complete dynamics is generally required.

9.4.2 Interpreting informativeness
It is non-trivial to interpret the results in Section 9.3.5 and Figure 9.6. First, recall from
Section 9.2.6 that low normalised entropy implies high informativeness. For instance, when
entropy is close to 1, the distribution is nearly uniform and all outcomes are equally likely.
On the contrary, when entropy is close to 0 the distribution is unimodal and narrow (a
discrete distribution has all probability assigned to a single event), and the distribution
gives full information about observed events. Intermediate entropy can result from different
causes.

We note that zero entropy implies that all durations fall onto the same value, up to the
3 kyr binning of the histogram. This follows from the 1 : 1 frequency locking observed in
Figure 9.2, but the entropy can be zero also without frequency locking.

An entropy close to one can occur for distribution with a narrow support. Thus, a high
entropy does not necessarily imply that the distribution is τ is broad and uniform, it could
just be that the support of the distribution is narrow.

We note that the entropy may be sensitive to bin choice and bin width when the support
of the distribution is narrow. For instance, different choices of bin width of position can
change the entropy for the sample durations {1, 1, 1, 1, 2, 2, 2, 2} on the interval [0, 3] can
lead to entropy either zero or one. Taking bin edges {0, 1.5, 3} gives entropy 1, whereas
bin edges {-0.75,0.75,2.25,3.75} gives entropy 0. Therefore, entropy can fluctuate rapidly
without reflecting true changes in informativeness.
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9.4.3 Discussion about score
There are several issues with Σ and Σ, may which can be addressed. Firstly, the smoothing
in Σ introduces arbitrariness in the form of the bandwidths wt and wd. One option is to
choose them as to minimise the overlap with the positive tail of the random distribution
of scores. This is insensitive to overfitting, since almost certainly the optimum for score is
found for intermediate bandwidths; large bandwidths likely give a thick tailed distribution of
random scores and small bandwidths makes random scores vanishingly small. Intermediate
bandwidths should be insensitive to small tweaking of the bandwidth.

Another criticism may be that single runs tend to contain more short durations (e.g.
before −1400 kyr in Figure 9.2), making the average score depend more on shorter than
longer durations. To reduce this problem, one can either sample durations only at termina-
tion times in the single run, which introduces another bias, or one can estimate a continuous
rate of terminations function based on the single run terminations, and sample termination
times from this rate function.

Thirdly, the non-frozen model run subscores σi are not independent. Therefore, it is
strictly speaking not appropriate to compare the single run score to random scores which
have independent subscores, as we do. It is difficult to overcome this potential source of
bias, however.

Fourthly, one might question the appropriateness of sampling durations randomly when
calculating random score; after all, sequences of durations are deterministic. However, once
again we reiterate our premise that we assume that we do not know the system dynamics
or previous history of the system. We only ask: “If a duration were to occur at this time
instant assuming that dynamics are quasistatic, what is the probability that the duration
falls within a small interval ∆d of some particular d∗?”

The normalisation of ¯ρ(τ, d) when calculating score Σ might seem unnatural: why not
just normalise to probability and let each subscore be the probability (density) of observing
di given ti? The reason for this is twofold: firstly, it is desirable to have an easily interpretable
number that equals 1 if the most likely duration occurs at each time τi. Secondly, we wish to
put unimodal and bimodal distributions on equal footing; obtaining the most likely duration
at any time instant should count equally towards the total score.

9.4.4 More knowledge required than gained?
The technique described in this chapter can be criticised for requiring complete knowledge
of the system in order to derive incomplete knowledge. Specifically, the dynamics of the
system must be fully known in order to generate the asymptotic distributions of durations
ρτ (d) and the bounds on possible durations. On the other hand, the distributions we derive
only contain probabilistic knowledge. We have two responses to this.

Our first response is that many other indicators, such as Lyapunov exponents, require
complete knowledge about the dynamics but yet provide valuable insight that is not evident
from observing the system equations alone. Secondly, we do not intend these methods to
be used for inference in unknown systems, but rather to provide additional understanding
to systems whose governing equations are known, and which display interesting behaviour
such as temporal clustering of durations.

9.4.5 The bounds on possible durations
The ability to define bounds on possible durations in H07 is a luxury available only to a few
systems. Many systems have an unbounded phase space which can lead to arbitrarily long
durations. Instead of imposing hard bounds on such systems, one can instead simulate the
system from a suitably sampled subspace, for different phases of the instantaneous forcing
to get an approximate (unbounded) distribution of durations. An idea could be to sample
random durations from this distribution when generating a null distribution for the score
Σ, rather than from a uniform distribution between the bounds, as we do now.
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9.5 Conclusions
We can now answer the question posed in the introduction. The response of the Huybers
2007 oscillator model to modulated forcing can be understood from the time-dependent
distribution of durations between glacial terminations for the frozen system, for which some
model parameters are frozen. Roughly speaking, termination time-duration pairs in simu-
lations of the non-frozen system tend to occur where the distribution of durations in the
frozen system has high density. This distribution reveals clustering of durations, a frequency
locking effect, and local time variations of the distribution of durations due to modulation
of the amplitude and period of the forcing.

We quantify the agreement between non-frozen model run termination time-duration
pairs and the distribution of durations in the frozen system with a score proportional to
the local density of the distribution. This score reveals an association between durations in
non-frozen model runs and the distribution of durations, which is stronger than for random
sequences of durations. However, the score is higher when using a distribution of durations
from the frozen system for which only a slowly ramped parameter is fixed, compared to
fixing both the ramp and modulation parameters. This suggests that accounting for local
amplitude and period variations may be too restrictive.

However, our conclusions change depending on our assessment criteria and assumed in-
formation. For instance, the score for precession forcing is rather low compared to random
durations, even though the distribution of durations and durations in the non-frozen simu-
lation follow each other closely (Figure 9.4). This is in part because we assume knowledge
that random durations can only be sampled from a narrow distribution. Assuming less such
knowledge about sampling distribution would lead to a different conclusion about the utility
of the frozen system distribution of durations to explain durations in the non-frozen system.

Information entropy quantifies how informative a distribution of durations is. For in-
stance, if all durations are concentrated to a narrow cluster, then the entropy is low and
much is known about which durations will be observed. This is typical for frequency lock-
ing to periodic forcing. Monitoring entropy over time tracks the amount of information
conveyed by the frozen distribution at a given time.

Several methodological problems require further investigation. Smoothing, sampling,
and alternative measures of informativeness are a few. It would be interesting to extend the
method to stochastic dynamics, and to evaluate it for more models and forcings. We do not
expect the method to work well in systems for which convergence to attracting solutions is
very slow, or for which the history of forcing modulations prior to termination events play
a significant role.

In conclusion, the methods presented in this chapter advance the understanding of the
response of nonlinear oscillators to by modulated sine forcing, but much further research is
needed.



Chapter 10

Dynamics behind the middle
Pleistocene transition in the
Paillard 1998 model

10.1 Introduction
We learned in Chapter 7 that the middle Pleistocene transition (MPT) can occur due to
ramping of a system parameter and frequency locking, a mechanism we called ramping with
frequency locking (RFL). The Paillard 1998 model (henceforth P98) was cited as one of the
first published models of glacial cycles to explain the MPT with RFL.

However, this description faces a problem due to P98 being forced by summer solstice
insolation at 65 North. This forcing is dominated by precessional periods 19 and 23 kyr.
Under RFL, we generically expect the average duration between glacial termination to
increase stepwise, moving through all multiples of the dominant forcing frequencies 1 ×
19, 1× 23, 2× 19, 2× 23 etc. Such a progression of durations is not supported by data (see
Paper A).

In Paper A we suggest that the durations between glacial terminations increased from ca
40 kyr to ca 80 kyr around −1250 kyr. This can be explained by frequency locking to twice
the dominant obliquity period 41 kyr, as is probably the case in the Paillard 2004 model
[Paillard and Parrenin, 2004]. In P98, however, the durations immediately become centered
on period ∼100 kyr around −1000 kyr. This cannot be explained by frequency locking to
obliquity, but requires another explanation.

The late Pleistocene ∼100 kyr glacial cycles is frequently attributed to frequency locking
to the eccentricity envelope of precession (e.g. [Raymo, 1997, Lisiecki, 2010]). However, we
are not aware of any model of glacial cycles that explicitly demonstrates how such locking
can arise. Here, we provide such a model, which is closely related to P98.

Next, we explain how the glacial cycle period changes abruptly from∼41 kyr to∼100 kyr.
We show that the durations between glacial terminations in fact do not increase abruptly,
but vary considerably and on average increase gradually over time. The abrupt transition in
glacial cycle period is only apparent from frequency analysis or visual inspection. We show
that P98 has a particular set of features which allows for this abrupt change in apparent
period, even if the durations between terminations do not change abruptly. Removing one
or more of these features gives the model simulations more generic behaviour with a less
abrupt increase in perceived glacial cycle period. This indicates that the mechanism is not
very robust. First of all, however, we introduce the model.

84
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10.2 The P98 model
P98 has three states i, g and G corresponding to interglacial, mild glacial and deep glacial
conditions. The evolution rule of ice volume v is given by

v̇ =
(vR,0 − v)

τR
− F (t)

τF
, (10.1)

where vR,0 = [0, 1, 1] is an equilibrium ice volume, τR = [5, 80, 80] is a state dependent
rate (for R ∈ {i, g,G} respectively), and τF = 28 is a constant rate. F (t) is a truncated
insolation function and relates to the Laskar summer solstice insolation at 65 N I(t) as

F (t) = normalise(f(normalise(I(t) + kt))), (10.2)

where k = 3 · 10−3W/m2kyr, normalise(·) subtracts the mean and divides by the standard
deviation on a considered interval t ∈ [t0, t1], and f(x) is a truncation function

f(x) =
1

2
(x+

√
4a2 + x2), (10.3)

with a = 1.
The state switch rules are





i→ g if F (t) < i0

g → G if v ≥ vmax(t)

G→ i if F (t) > i1,

(10.4)

where i0 and i1 are lower and upper thresholds for F (t) and vmax(t) = 0.35 + 0.75(t −
t0)/(t1 − t0).

P98 acts much like a forced integrate-and-fire oscillator; in the g state, ice volume grows
linearly until a threshold is reached. Then, in the G and i states, ice volume decreases
towards 0 according to an insolation rule which gives typical deglaciation times of about
6-12 kyr. Thereafter the system enters the g state and the cycle repeats.

The linear ramping of vmax causes an increase of the internal time scale of oscillation,
which is counteracted in part by the linear reduction in insolation.

10.3 Comparison between model and climate data
We characterise the change in period across the MPT using two tools, the durations between
G → i transitions and a wavelet spectra. The former focusses on the durations between
abrupt terminations of glacial conditions and can be identified as a Poincaré subsection, a
mathematical tool used to measure periodicity of solutions. Wavelet spectra instead measure
the local frequency composition of a signal.

Comparing durations between glacial terminations and wavelet spectra for the P98 model
and the LR04 stack, a proxy for past ice volume and deep sea temperatures, reveals striking
differences (Figure 10.1 and Figure 10.2).

Durations between glacial terminations in the LR04 stack, identified manually, are close
to 40 kyr until about −1250 kyr (with an exception at −1600 kyr) and do not exceed 100
kyr until −400 kyr. Durations in the simulation run of P98, on the other hand, exceed 100
kyr multiple times over the past 2000 kyr, most notably within the so-called “40 kyr world”
prior to −1250 kyr. Based only on the progression of durations in P98, the model clearly
misrepresents the climate evolution across the MPT.

However, the wavelet spectra of model and proxy data agree better. Both spectra show
a marked increase in long, approximately 100 kyr, period amplitude around −800 kyr.
Between −2000 and −1200 kyr, both spectra contain ample 40 kyr amplitude, and little
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Figure 10.1: Simulation of the Paillard 1998 model((10.1),[Paillard, 1998]). a) Model run.
Simulated ice volume is shown in green, and the threshold for g → G transitions is shown
as a red line. The state (i, g or G) is indicated by background colour. b) Durations between
G → i transitions (glacial terminations) are shown as black dots. Red dashed lines show
historically signifcant periods. c) Morlet wavelet amplitude spectrum (square root of power)
with bandwidth parameter ω0 = 6 kyr [Torrence and Compo, 1998]. Lighter colors means
more wavelet amplitude. Above the thick black contour, wavelet amplitude is at least 30% of
the maximum wavelet amplitude in the plot. The opaque regions on the edges show the cone
of influence, outside which edge effects are non-negligible. The period scale is logarithmic.
All parameters are as in [Paillard, 1998], and the forcing is Summer solstice insolation at 65
N (see Fig 10.3)

amplitude at longer periods. Both the model and LR04 stack see an increase in approx-
imately 80 kyr amplitude around −1200 and −800 kyr, with a reduction around ca −1000
kyr. The model produces more precessional ∼21 kyr amplitude than in data, as noted in
[Paillard, 1998], but we do not focus on this discrepancy here.

In this chapter, we aim to explain 1. how P98 manages to reproduce on average 100 kyr
durations and ∼100 kyr wavelet amplitude after ca ∼1000 kyr and 2. why the wavelet spec-
trum contains little 100 kyr amplitude before −1000 kyr, despite there being long durations
between glacial terminations.

10.4 Modulated insolation curves
P98 is forced by insolation at 21 June at 65 degrees North, which can be well described as
a sum of 71% precession and 29% obliquity (in amplitude) (Figure 10.3). Obliquity is the
tilt of Earth’s axis of rotation, and precession is a parameter describing the orientation of
Earth’s axis of rotation relative to the sun at different times of the year.

Importantly, both obliquity and precession can be well described as amplitude and fre-
quency modulated sine waves with average periods 41 kyr (obliquity) and 21 kyr (precession).
Eccentricity, the ovalness of Earth’s orbit around the sun, forms the amplitude envelope of
precession, with dominant periods ∼100 kyr and ∼400 kyr. The envelope of obliquity is less
regular, but it varies on time scales of about 150 kyr and 1200 kyr [Mélice et al., 2001].
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Figure 10.2: The LR04 stack of benthic foraminifera, a record describing variations in global
ice volume and deep ocean temperatures. Description as in the caption of Figure 10.1, except
that there are only two states i and g, which are manually identified. Transitions in b) are
defined as g → i switches
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Figure 10.3: Obliquity, precession, eccentricity and summer solstice insolation at 65 degrees
North [Berger, 1978, Laskar et al., 2004]. Summer solstice insolation at 65N is approximately
a linear combination of 29% obliquity and 71% precession.
Blue curves show insolation curves and red curves show envelopes. In a) the envelope is
estimated from the Hilbert transform (see Chapter 9), in b) it is eccentricity, and in c) it is
a sum of 29% obliquity and 71% precession envelope

The amplitude modulations cause the system to respond differently to the forcing at
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different times, depending on the local size of its envelope, in contrast to pure sine forcing
which has a constant amplitude. Unlike a model forced purely by the envelope, however,
the sinusoid structure makes the influence of insolation average out over one period of the
carrier (rapidly oscillating) wave as long as the dynamics are linear (no thresholds etc.).
These two effects combined will help us understand why the system prefers durations which
are on average close to 100 kyr, even though the internal time scale of oscillation changes
drastically.

10.5 Frequency locking to a beat frequency
It has been suggested that the eccentricity envelope of precession is responsible for the late
Pleistocene ice ages, both in the Paillard 98 model [Huybers, 2007], and more generally
[Raymo, 1997, Ridgwell et al., 1999, Lisiecki, 2010]. So far, however, no models in the
literature clearly show how an oscillator can lock to the period of an envelope, even though
the forcing contains no or little amplitude at that period, as is the case for precession forcing.
Here, we create and analyse such a model, which approximates the P98 model.

The 100 kyr precession envelope can roughly be described as a beat frequency between
the periods 19 and 23 of precession, since Tenvelope ≈ 1

21/(( 1
19 − 1

23 )/2) ≈ 100 kyr. (The
factor 1

2 comes from the envelope is defined to be positive). The theory of two-frequency
locking [Pikovsky et al., 2001, Feudel et al., 1997] predicts that frequency locking can occur
to such a linear combination of forcing frequencies, but it does not describe on how large
parameter regions locking to combination frequencies occur. We expect frequency locking
to an amplitude modulated sine to occur ubiquitously in models satisfying the following
assumptions.

Assume that growth of ice volume x(t) is described as

ẋ(t) = g(x)− f(t),

x→ 0, when x(t) = xc,
(10.5)

where xc is a constant threshold ice volume, g(x) is a monotonically increasing function
describing internal ice volume growth and f(t) = h(t)k(t) a zero-mean forcing function.
The function h(t) is non-negative with period Tg (g for group). The function k(t) is locally
symmetric and zero-mean, with maximum amplitude 1 and the power focussed on a single
period, making it almost periodic with a period Tp (p for phase, also called carrier). Assume
(A1) that Tp � Tg, such that h(t) ≈ constant over one carrier period. Consequently, h(t)
can be interpreted as the upper envelope of f(t). We also assume (A2) that g(x) is weakly
nonlinear, such that x(t+ Tp)− x(t) ≈ xint(t+ Tp)− xint(t) given a constant envelope and
given that the threshold in (10.5) is not reached, where xint(t) is the evolution of ice volume
without forcing variations. This assumption says that the effect on ice volume from forcing
approximately averages out over one forcing period.

It is possible to justify why frequency locking to the envelope should occur in the rather
general class of models just described; here we only illustrate frequency locking in one model
in this class, however.

10.5.1 An example model
One model that (almost) conforms to the model assumptions is

ẋ(t) = µ−A sin

(
2πt

Tg

)
sin

(
2πt

Tp

)

x→− ATp
2π

sin

(
2πtc
Tg

)
cos

(
2πtc
Tp

)
, at time tc when x(tc) = xc,

(10.6)
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from which we identify by comparing with (10.5):

g(t) = µ,

h(t) = A

∣∣∣∣sin
(

2πt

Tg

)∣∣∣∣ ,

k(t) = sign
(

sin

(
2πt

Tg

))
sin

(
2πt

Tp

)
,

(10.7)

where sign denotes the sign of the argument, or zero if the argument is zero. The peculiar
resetting condition is chosen to make the internal ice volume growth (defined in the next
subsection) reset to 0, rather than the forced ice volume. This is to avoid a degeneracy which
makes frequency locking impossible, while still keeping the model simple and analytically
tractable. A simulation of this model is shown in Figure 10.4 b).

Solution (green) must hit thresholda)

Time

Ic
e 

v
o
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m
e

Envelope (magenta) must hit thresholdb)

Figure 10.4: Simple models illustrating locking to a beat period. a) A termination occurs
when the integrated insolation (green) superimposed on internal ice volume growth (blue)
reaches a threshold (dashed black). The envelope (magenta), due to beating of adjacent
frequencies, entrains the oscillator to its approximate period. b) An approximate model
illustrating the role of the envelope, for which transitions occur when the envelope, and not
the insolation curve, reaches a threshold.

10.5.2 Deriving a simpler model
Assuming that (A1) Tp � Tg, and given that (A2) g(x) = µ is linear, the forcing contribution
to ice volume over an integer number of periods Tp is approximately zero, since over a single
period:

x(t0 + Tp)− x(t0) =

∫ t0+Tp

t0

ẋ(s)ds

=

∫ t0+Tp

t0

µds−
∫ t0+Tp

t0

A sin

(
2πs

Tg

)
sin

(
2πs

Tp

)
ds

≈ µTp +A sin

(
2πt0
Tg

)∫ t0+Tp

t0

sin

(
2πs

Tp

)
ds

= µTp.

(10.8)

Hence, to learn when the system crosses the threshold xc we only need to consider how
the envelope h(t) affects the extrema of ice volume. We see that h(t) dictates not only
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the extrema of the rate of change ẋ, but also the extrema of the solution, as is seen by
integrating (10.6) over a general time t:

x(t)− x(t0) =

∫ t

t0

ẋ(s)ds

= µ(t− t0)−
∫ t

t0

A sin

(
2πs

Tg

)
sin

(
2πs

Tp

)
ds

≈ [xint(s)]
t
t0

+

[
Tp
2π
A sin

(
2πs

Tg

)
cos

(
2πs

Tp

)]t

t0

,

(10.9)

where we identify new functions

h̃(t) = Ã

∣∣∣∣sin
(

2πt

Tg

)∣∣∣∣ ,

K̃(t) = − sign
(

sin

(
2πt

Tg

))(
cos

(
2πt

Tp

))
,

xint(t) = µt

and the new constant amplitude Ã = TpA/2π, where xint stands for internal ice volume.
We explain the approximation in the last line of (10.9) in Section 10.8.4. Since we have
assumed that (A1) Tp � Tg and (A2) g(x) = µ is weakly nonlinear, we conclude that
whenever xint(t)+ h̃(t) = xc, within a short amount of time ∆t ∈ [0, Tp], x(t) will also reach
xc. For frequency locking purposes we therefore ask when the system

ẋint(t) = µ,

xint → 0, when xint(t) + h̃(t) = xc,
(10.10)

admits periodic solutions (Figure 10.4). Hence, we have approximated the problem as one
of periodic frequency locking to the period Tg/2 (since h̃(t) has period Tg/2).

10.5.3 Finding frequency locking regions
In what follows, we use the techniques from Section 4.7 to find that the average duration
remains constant at multiples of the envelope period for a large set of parameters. These sets
are called Arnold tongues; an example is shown in Figure 10.5. Below follows a derivation
of conservative bounds for 1 : N tongues, parameters sets on which the oscillator completes
one oscillation per N forcing envelope period, on average.

Index the epochs between transitions by n and denote by tc,n the n:th transition of the
xc threshold. Let xint,n(t) denote the internal ice growth function in epoch n and introduce
the phase φn = 2π

Tg
(t− tc,n−1) + φn−1 of the sine in h̃(t) at time tc,n. Then

xint,n+1(t) = µ(t− tc,n)

xint,n+1 → 0, when xint,n+1(t) + Ã

∣∣∣∣∣sin
(

2π

2T̃g
(tc,n+1 − tc,n) + φn

)∣∣∣∣∣ = xc,
(10.11)

where T̃g = Tg/2 is the period of the envelope.
For 1 : N frequency locking we require that the phase at termination is the same as the

starting one, plus N half-rotations of the sine in (10.11), φn+1 = φn +Nπ. This gives that

2π

2T̃g
(tc,n+1 − tc,n) + φn = φn + πN

(tc,n+1 − tc,n) = NT̃g.

(10.12)
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Figure 10.5: Arnold tongue (frequency locking) diagram for (10.10), an approximate ver-
sion of the model (10.6) which exemplifies frequency locking to the envelope of amplitude
modulated forcing. Lighter colours mean higher average duration. Red dotted regions in-
dicate 1 : N frequency locking tongues for the approximated model (10.10), and magenta
dots indicate corresponding regions for the non-approximated model (10.6). Parameters are
µ = 1, Tg = 1, Tp = 1/30, and internal period To is changed by varying xc from 0 to 2.
Major tongues are defined as all pairs (To, Ã) for which |D̄ −NTg/2| < 0.01

We find for which parameters this condition is consistent with the threshold rule by inserting
the expression for t− tc,n into (10.11):

µ(tc,n+1 − tc,n) + Ã

∣∣∣∣∣sin
(

2π

2T̃g
(tc,n+1 − tc,n) + φn

)∣∣∣∣∣ = xc

µNT̃g + Ã

∣∣∣∣∣sin
(

2π

2T̃g
(NT̃g) + φn

)∣∣∣∣∣ = xc

µNT̃g − Ã |sinφn| = xc

Ã

µ
|sin (φn)| = To −NT̃g,

(10.13)

where To = xc/µ is the internal period of the oscillator. From this expression we see that
1 : N frequency locking is possible only if

0 ≤ µ

Ã
(To −NT̃g) ≤ 1. (10.14)

Condition (10.14) gives us conservative bounds on synchronisation regions, within which
1 : N frequency locking is possible. We stress that this is only a necessary but not sufficient
condition for locking since the threshold may be reached for an earlier time than the as-
sumed tc,n+1 = tc,n +NT̃g. This is evident from Figure 10.5, which shows that numerically
estimated Arnold tongues cover only a proportion of the area spanned by the conservative
limits from (10.14). Higher order M : N, M 6= 1 Arnold tongues are thinner and can
be numerically approximated, given sufficiently high numerical accuracy and resolution in
parameter space.
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10.5.4 Comments on approximations
Even though the model (10.11) is an approximation to (10.6), we observe that if (10.11)
has a fixed point of the forcing phase at glacial termination, then solutions to (10.6) tend to
have an average duration close to that of (10.11) at the fixed point (see Figure 10.4). The
agreement improves with decreasing Tp relative to Tg and To.

The Arnold tongue diagram (Figure 10.5) demonstrates that the frequency locking char-
acteristics of the original and approximated systems agree rather well.

The strange resetting condition in (10.6) was chosen to avoid resetting x to 0, which
makes frequency locking impossible. This is a degeneracy, however; frequency locking occurs
typically for models with resetting x→ 0, if the model as also perturbed with non-constant
intrinsic growth (as is the case for P98), positive time to deglaciate (as in [Huybers, 2007]),
or a rule that glaciation can only resume for a certain phase of the forcing (as in P98).

10.5.5 Relation to P98
P98 differs from the ideal model (10.5) in a number of ways. Firstly, (10.5) has only two
states, while P98 has three. This makes little qualitative difference, however, since the deep
glacial G state and the interglacial i states in P98 function as a delay Tdelay of insolation-
dependent length. Delays of constant length generally do not impair the frequency locking
capabilities of (10.5), and neither do we expect the delays in P98 to.

Secondly, the forcing in P98 is not an ideal modulated sine, but has an additional 413
kyr modulation and other variations on top of it. We have not studied the consequences of
this in detail, but we conjecture that these modulations influence the precise timing of the
glacial cycles, which would otherwise be ∼100 kyr long if the forcing were modulated only
at 100 kyr.

Thirdly, the forcing in P98 is truncated according to (10.3). However, numerical exper-
iments indicate that this has a minor effect on frequency locking to the forcing envelope.
This is demonstrated in Figure 10.6.

Figure 10.6: Frequency locking in a modified P98 to the 100 kyr envelope of a sum of
two sines with periods 19 and 23.45 kyr. The parameter τF = 15.56, and vmax increases
linearly between 0.2 and 1.7. Vertical lines indicate G → i transitions. a) and b) solution
and durations for P98 with modulated forcing. The ∼ 100 kyr durations alternate between
∼95 = 5× 19 kyr and ∼115 = 5× 23.45 kyr but are on average ∼100 = (1/19 + 1/23.45)−1

kyr long. c) and d) same as a) and b) but for non-truncated forcing
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10.5.6 Summary
We have shown that a simple threshold model forced by a modulated sine can be approx-
imated as a model that is forced periodically at the period of the envelope, assuming that
the phase period Tp is much shorter than the envelope period Tg, and that the internal
growth function g(x) is only weakly nonlinear. This approximation tells us how a system
can synchronise to the period of an envelope for a wide range of parameter values, even if
that period is only a combination tone of two similar periods and therefore is not prominent
in the Fourier spectrum.

The just described mechanism for frequency locking to a forcing envelope might apply
to P98, even though P98 differs from the example model (10.6).

10.6 The absence of 100 kyr power prior to −1000 kyr
Having observed in Figure 10.1 that there are long durations between glacial terminations
in P98 prior to −1000 kyr, we ask why these durations do not give rise to long period (> 40
kyr) wavelet amplitude.

Unfortunately, there does not seem to be a single simple explanation for this. Rather, it
is the cause of multiple features of P98. We go through some of these in order: truncation
of the forcing, the g → G→ i transition rule, and changes in envelope amplitude over time
due to long 413 kyr modulations. We study these effects by simulating modified versions
of the model, where we have changed one of these features individually. First, however, we
study the distribution of durations between G→ i transitions of the frozen system in Figure
10.7 in search of clues.

10.6.1 Frozen distribution of durations
The frozen system at time tfreeze is the system obtained by fixing vmax(t) and the secular
ramp of the forcing F (t) to their values at time t = tfreeze. For each tfreeze, the frozen-time
varying (empirical) distribution of durations is the set of durations recorded over a 2000 kyr
run of the frozen system. Note that this frozen system was called ramp only frozen system
in Chapter 9.

Figure 10.7 interestingly shows that the average duration increases gradually from ∼50
kyr at −2000 kyr to ∼105 kyr at 0 kyr without any signature of the MPT. However, the
durations form major clusters with means at approximately 45, 59, 75, 94, 115, 134, 142 kyr,
so the increasing average duration is due to redistribution of durations between clusters and
not because a single most typical duration increases gradually. The latter point is confirmed
by that the mode of durations changes in jumps, from 45 kyr to 75 to 115, back to 75, and
then finally to 94. The centres of clusters of durations are close to multiples of the main
precession periods 19 and 23 kyr, e.g. 75 ≈ 2 × 19 and 45 ≈ 2 × 23. This is a signature of
frequency locking.

Indicative of the MPT is the sudden disappearance of the ∼45 kyr cluster around −1200
kyr, and concurrent increase in the density of the 94 and 115 kyr clusters. Since the 75,
and to some extent, 94 and 115 kyr clusters, are present before −2000 kyr, the increase in
apparent (and wavelet) ∼100 kyr amplitude is characterised by a loss of short durations,
rather than gain of long durations.

We have not been able to explain why the ∼45 kyr durations disappear abruptly at
−1200 kyr. In the following, we do however attempt to explain why the long durations
which occurred prior to −1000 kyr did not produce much ∼100 kyr amplitude, and why the
amplitude increases abruptly around −1000 kyr.

Finally, we note that durations in the non-frozen, original, system do not have to coincide
with the clusters of durations for the frozen system in Figure 10.7. For instance, in Figure
10.1, the long ∼140 and ∼100 kyr durations around −1750 kyr do not correspond to high
density in the distribution of frozen durations.
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Figure 10.7: Frozen ramp distribution of durations in P98. Greyscale dots indicate sample
durations from 2000 kyr long simulations with fixed vmax and secular ramp of the forcing
F (t). Solid curves show measures of centrality for the distribution of durations. The magenta
curve shows the mean of unforced solutions, unforced meaning that forcing does not influence
ice volume growth rates (the limit as τF →∞, although forcing still applies for state switch
rules)

10.6.2 Heuristic description of long durations prior to 1000 kyr
The sequence of durations between glacial terminations prior to −1000 kyr can be described
heuristically in terms of the forcing and ice volume dynamics. Although the description is
rather imprecise, it is useful as a basis for the discussion why they do not generate noticeable
∼100 kyr wavelet amplitude.

At time −2000 kyr the threshold of deglaciation is sufficiently low, and the insolation
(Figure 10.3) is sufficiently weak, that durations could occur every precession cycle. How-
ever, the i → G resetting rule prevents this, making them roughly two precession cycles
long.

Around −1750 kyr, however, the 100 kyr modulations of the precession envelope is locally
strong (due to the 413 kyr period). Because of the truncation of the forcing, the net ice
volume growth over one ∼21 kyr precession cycle is weakened when insolation envelope is
strong, and strengthened when the insolation envelope is weak (since the average of the
truncated forcing is zero). Thus, for almost 100 kyr since the glacial inception at −1873
kyr, ice volume growth is suppressed, preventing ice volume from reaching the threshold.
Then, around −1800 kyr the precession envelope weakens, and ice volume grows rapidly to
reach the threshold for g → G transition around −1766 kyr. The same mechanism repeats
for the subsequence ∼100 kyr cycle of the precession envelope.

Between −1670 and −1510 kyr, the precession envelope weakens, and the contribution
from obliquity causes locally strong ∼40 kyr oscillations in the forcing, which directly lead to
∼40 kyr glacial cycles. Then, the precession envelope becomes stronger again, leading to a
∼100 kyr cycle as described before. During the following strong 100 kyr precession envelope
cycle, however, suppression of ice volume growth is not strong enough to prevent a 46 kyr
long glacial termination midway through the precession envelope cycle. This effectively
splits the potential ∼100 kyr cycle into one 46 and one 75 kyr cycle.

Thereafter, between ∼ − 1300 and ∼ − 1100 kyr, the precession envelope weakens and
two “normal” 80 and 88 kyr cycles follow. Then, as the precession envelope strengthens, a
116 kyr long cycle occurs. However, visually this cycle looks like one 43 plus one 73 kyr
cycle, because of an anomalously strong forcing at −1073 kyr. Finally, another 136 kyr cycle



CHAPTER 10. THE MIDDLE PLEISTOCENE TRANSITION IN P98 95

due to a strong precession envelope follows, terminating at −869 kyr.
To summarise, before −1000 kyr, the durations between glacial terminations are either

due to ice volume growth suppression by the precession envelope when precession is strong,
or a “normal” frequency locking response, as exemplified by the Huybers 2007 model, when
precession and obliquity have comparable amplitude. These “normal” cycles have periods
coinciding with multiples of the constituent forcing frequencies, depending on the the local
vmax; between −1670 and −1510 cycles are 57, 39 and 41 kyr long, and between ∼ −1300
and ∼ −1100 cycles are 75, 80 and 88 kyr long. At −1364 kyr, circumstances splits the
would-be ∼100 kyr cycle into two.

On a final note, we mention that the temporal dominance of the precession part of the
forcing is reflected in the wavelet spectrum: Very regularly, 21 kyr amplitude grows whenever
the precession amplitude is strong, and declines in favour of ∼40−80 kyr amplitude when it
is weak. Such a pattern is not discernible in the wavelet spectrum of the LR04 stack (Figure
10.2).

10.6.3 Model without truncation
Simulating the P98 model with non-truncated forcing (taking the limit as a→∞ in (10.3)),
gives a similar solution as for truncated forcing, with a few exceptions (Figure 10.8).

Figure 10.8: P98 without truncation of the insolation function F (t). See Figure 10.1 for an
explanation

Firstly, durations are more tightly concentrated around few clusters; before −1050 kyr
fifteen out of sixteen durations are within 4 kyr of either 41 or 74 kyr, and all eleven
durations after −1050 kyr are within 15 kyr of 100 kyr. Moreover, there are no modulations
of durations due to the 413 kyr component, unlike for truncated forcing. Compared to
truncated forcing the progression of durations is closer to monotonic increasing. However,
the increase of ∼100 kyr wavelet amplitude is also more gradual compared to truncated
forcing, making the MPT seem less abrupt.

The differences for truncated and non-truncated forcing reported above make sense, since
the truncation of the forcing amplifies large absolute values. Hence, the long durations of
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first suppressed and then accelerated ice volume growth early in the Pleistocene present
for truncated forcing (e.g. Figure 10.1 a) around −1750 kyr), are absent for non-truncated
forcing. Furthermore, the truncated forcing enhances the contrast between forcing envelope
sizes at −1000 and −600 kyr, such that durations around −1000 kyr are very long with
suppressed wavelet amplitude, and durations around −600 kyr can overshoot the threshold
vmax, increasing the perceived long period amplitude. This increased contrast in wavelet
amplitude is not present for non-truncated forcing, as is seen in Figure 10.8.

Thus, we conclude that truncated forcing makes the MPT more abrupt compared to for
non-truncated forcing, but that it is not necessary for reproducing the MPT.

10.6.4 Model with reversed time forcing
To test the effect of local time peculiarities in the forcing we apply forcing reversed in time,
such that at −2000 kyr the system is forced with the orbital configuration at 0 kyr and vice
versa. This forcing obviously has the exact same spectral power as the original forcing, and
it is locally (over one precession period) approximately time reversal symmetric. Therefore,
if local peculiarities were unimportant, then the time reversed and non-reversed forcings
should produce similar solutions.

Figure 10.9: P98 with time-reversed insolation forcing function F (t). See Figure 10.1 for an
explanation

Figure 10.9 shows that the large precession envelope amplitude before −1000 kyr com-
pared to the relatively weaker amplitude after −1000 kyr (for the non-time reversed forcing)
plays a role for the abruptness of the MPT in P98. This is because when reversing the insol-
ation, the weaker precession envelope before −1000 kyr allows ice sheets to grow interrupted
by strong insolation, as hypothesised by [Lisiecki, 2010], thus producing long period (64−92
kyr) wavelet amplitude associated with long durations. Similarly, stronger insolation envel-
ope between −1000 and 500 kyr gives weaker 100 kyr amplitude. Altogether, the stronger
long period amplitude before −1000 kyr and weaker amplitude after −1000 kyr, resulting
from reversing the direction of the forcing, weakens the apparent abruptness of the MPT.
Thus the local forcing envelope of precession is crucial for obtaining an abrupt MPT in P98.
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10.6.5 Model with time shifted forcing
Continuing to explore the role of local time variations in the forcing, we force the system
with forcing shifted 500 kyr forward in time, or equivalently, we initialise the system at time
−2500 kyr (Figure 10.10).

Figure 10.10: P98 with insolation forcing F (t) shifted 500 kyr into the future (or equivalently,
the other initial conditions are shifted 500 kyr backward). See Figure 10.1 for an explanation

Several features from the non-shifted time are familiar, for example: around −1750
kyr there are two long durations due to strong precession envelope, followed by two long
uninterrupted growth cycles. Around −1000 kyr there is a very long duration, again due to
the suppressing effect of strong precession envelope.

However, since the threshold for deglaciation vmax is larger around −1600 kyr compared
to for non-shifted forcing, the durations are 94 and 74 kyr instead of ∼40 kyr, giving rise
to more long period wavelet amplitude. This, combined with the temporary loss of 100 kyr
amplitude around −1000 kyr makes the shift from short to long durations and dominiant
wavelet amplitude drawn out and staggered. This constitutes further evidence that the local
amplitude variations of the precession envelope aids the perceived abruptness of the MPT.

10.6.6 Different transition rule
Modifying the transition rules to restart the insolation after a 2-kyr lag (by letting g → G
and G→ i after 1 kyr each) does not prevent a strong increase in ∼100 kyr amplitude around
−700 kyr, with an early increase around −1250 kyr (Figure 10.11). There is comparatively
less ∼40 kyr wavelet power before −600 kyr.

The main difference from the original transition rules appears aestethical; the “over-
shoots” above vmax present for the original system Figure 10.1 after −1000 kyr, are absent
in Figure 10.11 where the modified transition rule is used. Changing the transition rule
prevents the deep glacial state G in P98 from allowing “excess ice volume” to build up at
times of weak precession envelope, which incorporates an idea expressed in [Raymo, 1997].
Figure 10.11 indicates that the overshoot of ice volume above vmax enables an increase in
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Figure 10.11: P98 with g → G and G → i transitions occuring unconditionally after one
kyr. See Figure 10.1 for an explanation

maximum ice volume around −1000 kyr, but that is not crucial for initiating a shift to
dominant 100 kyr amplitude.

The g → G→ i transition rule also influences the precise timing of glacial terminations,
a focus in [Paillard, 1998], but this is of minor importance for explaining the dynamics
behind the MPT.

10.6.7 Summary: Abrupt increase in 100 kyr durations
Based on the frozen distribution of durations in Section 10.6.1, our heuristic understanding
of glacial cycles in P98 in Section 10.6.2, and our analysis of perturbed models in Section
10.6.3 to 10.6.6, we summarise the causes the abrupt increase in ∼100 kyr durations around
−1000 kyr observed in P98 as follows.

Firstly, there are both ∼100 kyr durations and ∼100 kyr wavelet amplitude prior to
−1000 kyr, it is just that the amplitude is smaller compared to after −1000 kyr. The
question is what causes the rather abrupt increase in amplitude.

The abrupt increase in ∼100 kyr wavelet amplitude is due to multiple factors. One is
the rapid decrease in precession envelope amplitude around −1000 kyr, which suppresses
glacial cycles near 100 kyr, and lets them grow more freely over the remaining 1000 kyr.
Thus, the locally strong precession envelope plays a major role in reproducing the MPT
in P98. The rather particular g → G → i transition rule, allowing ice volume overshoot
over vmax, increases the amplitudes of glacial cycles after −1000 due to weakened precession
envelope, but is not dynamically crucial. The forcing truncation decreases the amplitude of
long duration glacial cycles at times of strong precession by suppressing ice volume growth
over one ∼100 kyr period of the envelope, and furthermore increases the contrasts between
the local maxima of insolation during times of stronger and weaker precession envelope.

The above discussion does not address why the cluster of ∼45 kyr durations in the
frozen distribution disappears around −1250 kyr. This may have to do with the rather
abrupt increase in internal durations at the same time, and is potentially is related to the
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increase in ∼100 kyr durations during the MPT. We have not explored the cause of the
abrupt disappearance of the cluster of ∼45 kyr durations, but an explanation probably
includes the idea that a minimum required threshold vmax is necessary for short durations
to be possible.

10.7 Conclusions
We have explained the dynamical mechanism of the abrupt increase in wavelet amplitude
around −1000 kyr in the Paillard 1998 model (P98), one of the first models to provide
an explanation for the middle Pleistocene transition. The mechanism is essentially due to
ramping of the internal period and frequency locking (Chapter 7), but two specific questions
require answers: 1. why are durations between glacial terminations and wavelet amplitude
∼100 kyr after −1000 kyr, and 2. why is there an abrupt increase in wavelet amplitude
around −1000 kyr?

We answer the first question by constructing a transparent model reminiscent of P98,
forced by a modulated sine function. This model shows clearly how an integrate-and-
fire type self-sustained oscillator can frequency lock to the period of the envelope of the
forcing, in this case the ∼100 kyr modulations of the precession by eccentricity. This idea
has been expressed earlier (e.g. [Lisiecki, 2010]), but to our knowledge no explicit model
demonstrating the mechanism has been shown previously.

The answer to the second question is more subtle. By estimating the distribution of
durations of the frozen system (which characterises the model under quasistatic parameter
ramping), we find that the average duration between glacial terminations increases gradually,
whereas the mode (most common) duration increases rather rapidly around −1250 kyr,
concurrent with the loss of short ∼40 kyr durations. Thus the apparent shift in glacial cycle
period can in part be understood as a rapid change in the most common duration, which
due to a limited number of durations in a given time window can give the impression of a
rapid increase in average duration.

This explanation is insufficient, however. By running perturbed versions of P98, we
find that an anomalously strong precession envelope around −1000 kyr, combined with an
anomalously weak precession envelope around −600 kyr is crucial for the abrupt increase in
wavelet amplitude at the MPT. As such, the MPT in P98 is dependent on the particular time
evolution of the forcing amplitude, and can not be explained purely by periodic frequency
locking. Furthermore, rather particular model assumptions of truncated forcing and rules
for switching between climate states makes the MPT appear even more abrupt. This casts
doubt on the generality of the model; dynamically similar but non-identical models forced
by similar forcing might have a hard time reproducing the abruptness of the MPT seen in
P98.

We reiterate this last point. It is interesting to know which dynamical mechanisms are
likely to be present in extensive climate models which contain few explcit assumptions to
reproduce the MPT.

Given that the Paillard 1998 describes the glacial system adequately, some interesting
implications follow. One is that not all ∼40 kyr glacial cycles in the early Pleistocene are
proper transitions between interglacial, glacial, and deep glacial cliamte states, but may
arise from direct forcing within the glacial climate state. It might be possible to evaluate
whether this is the case in the climate system, either by statistical analysis or by seeking
physical signatures of “proper” climatic state shifts in proxy records.

Finally, we note that the MPT can be replicated in P98 under obliquity-heavy forcing
(Takahito Mitsui, personal communication), but in this case the transition is dynamically ex-
plained by the typical ramping with frequency locking to an almost periodic signal (Chapter
7).
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10.8 Auxiliary results

10.8.1 Derivation for more general oscillators
Returning to (10.5), we show that the derivations for the example in the previous subsection
extend to more general internal growth functions g(t) and forcing functions f(t). We begin
by showing that forcing does not affect the mean growth, under certain assumptions.

Consider the system at a time t1 and position x1 far from the threshold xc. By expanding
g(t) to first order we can show (Section 10.8.2) that the local discrepancy between forced
and non-forced systems scales quadratically in the inverse time scale β := g′(x(t1)) := τ−1

(quadratic Taylor coefficient) and in the carrier wave period Tp. Neglecting the net influence
from forcing, assuming β and Tp small, allows us to solve (10.5) between transitions, starting
at t0, x(t0) = 0 as

x(t) = G(x(t0))−G(x(t0)) +

∫ t

t0

f(s)ds. (10.15)

Knowing the internal ice volume evolution, we only need to know how the forcing in-
fluences extremes in ice volume. This information we get from the primitive function
F (t) =

∫ t
t0
f(s)ds+F (t0). Assuming that k(t) changes much more rapidly than h(t), which

is natural if Tp � Tg, then the extremes of F (t) are proportional to h(t)K(t), with K(t)
the zero-mean primitive function of k(t). This is because if k(t) and h(t) depend on Tp and
Tg as k(t) = k0( t

Tp
) and h(t) = h0( t

Tg
) only, then the time derivative of

F̃ (t) = Tph(t)K(t), (10.16)

namely

F̃ ′(t) = h′(t)K(t) + h(t)K ′(t) = c1
Tph

′
0

(
t
Tg

)

Tg
K(t) + c2h(t)

Tpk0

(
t
Tp

)

Tp
, (10.17)

is dominated by the second term as Tp � Tg. Here, c1 and c2 are constants. Hence,
F̃ (t) = Tph(t)K(t) is an approximate primitive function of f(t), which converges to the true
primitive function of f(t) in the limit as Tp

Tg
→ 0. We define for convenience E(t) = c1Tph(t)

as the (approximate) envelope of the integrated insolation.
Therefore, defining xint(t) to be the solution of the internal ice volume evolution

xint(t) = G(x(t0))−G(x(t0)), (10.18)

the threshold is hit approximately at the smallest time t∗ for which xint(t∗) + F (t∗) = xc.
If K(t) oscillates rapidly Tp � Tg, then the threshold is reached shortly after

xint(t
∗) +

c1
Tp
h(t∗) = xc, (10.19)

since F (t) = 1
Tp
h(t)K(t) and K(t) is defined to have maximum amplitude 1 (true for a pure

sine). Compare with the example in (10.11).
Equation (10.19) together with the internal evolution equation xint(t) = G(x(t)) −

G(x(t0)) defines an oscillator forced at the period at the envelope, making it amenable
to frequency locking.

10.8.2 Net ice volume growth for nonconstant internal growth rates
Expand g(x(t)) in a Taylor series around a point (t0, x0):

g(x(t)) = g(x0) + g′(x0)(x(t)− x0) + h.o.t., (10.20)
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where h.o.t. stands for higher order terms and prime denotes derivative with respect to
x. If g(x) is slowly varying, the higher order terms are small and the two-term truncation
g(x0) + g′(x0)(x− x0) works well for a wide range of x. We note in particular that the g(x)
of Huybers 2007, Ashkenazy 06 and and Paillard 98 models have vanishing derivatives of
order two and higher [Huybers, 2007, Ashkenazy, 2006, Paillard, 1998].

Thus, we can estimate the ice volume growth locally around (t0, x0). In general, no
explicit solution exists for arbitrary f(t), but if k(t) is a sine, we can solve (10.5) locally as

ẋ(t) = g(x0) + g′(x0)(x− x0)− h(t0) sin

(
2πt

Tp

)
(10.21)

This differential equation, with initial condition (t0, x0) has the solution

x(t) = x0e
β(t−t0) +

α

β
(eβ(t−t0) − 1)+

h(t0)

ω2
p + β2

[ωp cos(ωpt) + β sin(ωpt)− eβ(t−t0)(ωp cos(ωpt0) + β sin(ωpt0))],
(10.22)

where α = g(x0) − g′(x0)x1, β = g′(x0) and ωp = 2π
Tp

. Taking the difference between
this solution and the unforced solution xunf (t) started at xunf,0 = x0 + F (t0) ≈ x0 −
h(t0)
ωp

cos (ωpt0)

xunf (t) = xunf,0e
β(t−t0) +

α

β
(eβ(t−t0) − 1), (10.23)

gives the discrepancy

∆x(t) = eβ(t−t0)(x0 − xunf,0) +
h(t0)

ω2
p + β2

[ωp cos(ωpt) + β sin(ωpt)−

eβ(t−t0)(ωp cos(ωpt0) + β sin(ωpt0))]

= eβ(t−t0)h(t0) cos (ωpt0)

(
1

ωp
− ωp
ω2
p + β2

)
− eβ(t−t0) β

ω2
p + β2

sin (ωpt0)+

h(t0)

ω2
p + β2

[ωp cos(ωpt) + β sin(ωpt)]

= eβ(t−t0)h(t0)

(
β2

ωp(ω2
p + β2)

cos (ωpt0)− β

ω2
p + β2

sin (ωpt0)

)
+

h(t0)

ω2
p + β2

[ωp cos(ωpt) + β sin(ωpt)]

(10.24)

By assuming that β � Tp ⇒ β � ωp, the discrepancy can be approximated as

∆x(t) ≈ h(t0)

ωp
cos(ωpt) = −F (t), (10.25)

such that xunf (t) + F (t) approximates the solution x(t) well. In particular, at times
t∗ = π

2ωp
+ NTf , N ∈ N, ∆x(t∗) ≈ 0, implying that the forced and unforced solutions

approximately co-incide periodically. Note that the initial value xunf,0 of the internal, un-
forced, solution depends on the initial phase ωpt0 and only (approximately) coincides with
x0 only when the carrier phase is ±π.

In case the initial condition xunf,0 deviates from the one above, the difference between
solutions still decays over time. Hence, errors between solutions are reduced, potentially
nullifying discrepancies between solutions.

Note, however, that starting the internal, unforced oscillation at a different value than
0 effectively changes the internal period.
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10.8.3 Beat frequency from sum of sines

f(x, y) = sin

(
x+ y

2

)
sin

(
x− y

2

)
= (sin (x/2) cos (y/2) + sin (y/2) cos (x/2))×

(sin (x/2) cos (y/2)− sin (y/2) cos (x/2))

= sin2 (x/2) cos2 (y/2)− sin2 (y/2) cos2 (x/2)

= sin2 (x/2) cos2 (y/2)− sin2 (y/2)(1− sin2 (x/2))

= sin2 (x/2)− sin2 (y/2)

=
(1− cos (x))

2
− (1− cos (y))

2

=
1

2
(cos (x)− cos (y)).

(10.26)
Letting α = (x+ y)/2, β = (x− y)/2 gives that

sin (α) sin (β) =
1

2
(cos (α− β)− cos (α+ β)) (10.27)

10.8.4 Primitive function of product of sines
The zero-mean primitive function of g(t) = sin (αt) sin (βt) is

F (t) =
1

2

(
1

(α− β)
sin (α− β)t− 1

(α+ β)
sin (α+ β)t

)

=
1

2(α2 − β2)
((α+ β) sin (α− β)t− (α− β) sin (α+ β)t)

=
1

2(α2 − β2)
(α(sin (α− β)t− sin (α+ β)t) + β(sin (α− β)t+ sin (α+ β)t)

=
1

2 (α2 − β2)

(
α
(

cos
(
α+

π

2
− β

)
t− cos

(
α+

π

2
+ β

)
t
)

+

β
(

cos
(
α−

(
β − π

2

))
t− cos

(
α+

(
β − π

2

))
t
))

=
1

2(α2 − β2)

(
2α sin

(
α+

π

2

)
t sin (βt) + 2β sin (αt) sin

(
β − π

2

)
t
)

=
1

α2 − β2
(−α cos (αt) sin (βt) + β sin (αt) cos (βt))

(10.28)

This is the sum of two anti-phase beat waves. If α� β, then the first term dominates and

F (t) ≈ 1

α2 − β2
(−α cos (αt) sin (βt)) ≈ − 1

α
cos (αt) sin (βt)



Chapter 11

Summary and conclusions

The cause of the abrupt change in amplitude and period of glacial cycles at the middle
Pleistocene transition (MPT) approximately 1 Million years ago remains one of the great
unsolved problems of paleoclimate. In this thesis we have advanced the understanding of
the possible dynamical causes behind the MPT, that is, we elucidate how a transition such
as the MPT can occur in mathematically formulated models, regardless of the underlying
physics.

We have approached the problem from two directions. The first is to show how an
abrupt change in system period can arise from frequency locking of internal glacial cycles
to insolation variations. One general mechanism for this, involving a slow trend of some
climate variable, we defined and termed ramping with frequency locking in Chapter 7. In
Chapter 9, we further explored how variations in the intensity and local period of forcing
influences which durations between glacial terminations (“periods” of glacial cycles) are
observed at what times. On the same theme, we found in Chapter 10 that the Paillard 1998
model of glacial cycles reproduces the MPT through ramping and frequency locking to the
eccentricity envelope, but that the apparent abrupt increase in glacial cycle period is due
to rather specific model assumptions.

A second direction was taken In Chapter 8, where we classified all the typical ways in
which relaxations oscillations can bifurcate in certain systems where one fast model variable
changes much faster than another slow one. This has an immediate application to glacial
cycles, where ice volume growth and decay can take the role of a slow variable and switches
between distinct climate states (glaciating/deglaciating) can take the role of fast variable.
Our results imply that if the glacial cycles are effectively described by one fast and one slow
variable, subject to a typical slow parameter perturbation, then there is a limited number
of ways that an abrupt shift in period and/or amplitude of self-sustained limit cycles can
occur, which we enumerated.

Furthermore, we showed in Section 4.7 how the relative rates of glaciation and degla-
ciation in a periodically forced integrate-and-fire oscillator model influences the width of
Arnold tongues, or frequency locking regions. Such knowledge is important for the hypo-
thesis that the MPT is due frequency locking to forcing and a ramped parameter, since it
tells us the relative time that the system spends in different Arnold tongues, assuming a
certain rate of increase of an external parameter influencing the internal period.

Our main contributions can be summarised as follows. Firstly, we clearly defined the
mechanism of ramping with frequency locking (RFL) as a cause of the MPT. This dynamical
mechanism is used in multiple models of glacial cycles, but the dynamical commonality
among models has not been appreciated in the literature. Considering the large number
of conceptual glacial cycle models with the potential to reproduce the MPT, it is valuable
to classify and organise different ways in which a shift in amplitude and period can arise
dynamically. Such knowledge can hopefully be used to understand mechanisms for the MPT
in more comprehensive Earth system models.
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Secondly, we observed that the notion of a stationary ∼100 kyr world after the MPT
may be misleading, since the durations between major glacial terminations are shown to
increase over time from about 80 kyr to about 120 kyr from −1250 kyr until the present.
Such a progression of durations, supported by wavelet spectra, is consistent with a gradually
increasing intrinsic period of glacial cycles, either through ramping with frequency locking
or another mechanism like that of [Ashwin and Ditlevsen, 2015]. On the other hand, an
increase in duration does not come as naturally for some mechanisms of glacial cycles.

Thirdly, we found a significant association between eccentricity and ice volume data
stretching back to −1200 kyr, through wavelet coherence. This association at periods ∼120
kyr at the MPT stand in contrast to the ∼80 kyr durations between glacial termination
at that time. None out of five tested conceptual models reproduce both coherence with
eccentricity and a sequence of glacial terminations consistent with data. It thus remains a
challenge to understand the cause of these associations. Exploration of how the conflicting
evidence can be reconciled can start with conceptual models.

Fourthly, we classified bifurcations in certain fast-slow systems with one fast and one
slow variable up to codimension one. This, we have not seen done before. Although this
classification helps organising dynamical ways through which the MPT can occur, we expect
the classification to be useful for problems other than glacial cycles in addition to having
intrinsic mathematical interest.

Fifthly, we added to the understanding of how modulated sinusoidal forcing influences the
dynamical behaviour of an integrate-and-fire model of glacial cycles proposed by Huybers
[2007]. We found that the clustering of durations between glacial terminations in frozen
systems in which either system parameters and/or forcing amplitude and period is fixed,
is in a sense predictive of which durations are observed in transient runs of the original,
non-frozen system.

Sixthly, we constructed an explicit model showing how integrate-and-fire glacial cycle
models can synchronise to the eccentricity envelope, as is likely the case in the Paillard 1998
model. We further found how, unexpectedly, the model could go from showing negligible
100 kyr wavelet amplitude before ∼− 1000 kyr to strong amplitude thereafter. This abrupt
increase can to a great part be attributed to the local change in the strength of eccentricity
around −1000 kyr, which together with some model assumption diminished ∼100 kyr amp-
litude before the MPT, and amplifies it afterwards. This implies that if other models are to
reproduce the MPT like Paillard 1998 did, they likely require rather specific assumptions.

11.1 Future perspectives
There are plenty of directions for future work. Relating to Chapter 7, an explicit challenge
for modellers is to reconcile the association between eccentricity and ice volume proxies with
the durations across the MPT. Another open question is if RFL arises naturally in models
higher up in the model complexity hierarchy, such as Earth system models of intermediate
complexity and comprehensive Earth system models. Ganopolski and Calov [2011] found
a negative answer in a model of intermediate complexity, since glacial cycles were not self-
sustained in that model. However, as mentioned in Chapter 7, the system might still be
excitable so that a mechanism analogous to RFL still applies. Furthermore, it would be
interesting to learn if other models of intermediate complexity or even comprehensive Earth
system models built on different assumptions share the conclusions of [Ganopolski and Calov,
2011, Ganopolski and Brovkin, 2017, Willeit et al., 2019].

The are many ways of extending the work in Chapter 8. An immediate one is to classify
bifurcations in singular systems up to codimension higher than one. This includes cases
when the conditions for two codimension one bifurcations occur simultaneously. Another
direction is to classify bifurcations of the critical set for one fast and two variables; we
presented a conjectured such classification in Chapter 8. Extending this to a global singular
classification for fast-slow systems is likely a major challenge. Yet another possibility is
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extension to multiple fast variables. This likely requires a completely new equivalence since
the asymptotic behaviour of fast subsystem is not limited to equilibria. Moving the focus
to applications, one can instead study specific examples of bifurcations of limit cycles for
more fast and slow variables.

We believe that more can be learned regarding the finite time response of oscillators
to modulated forcing. The methods presented in Chapter 9 should be tested on a range
of systems, such as oscillators without explicit thresholds. If they work better for some
systems than others, perhaps it can be understood when the methods work better or worse.
Furthermore, other measures of how much the frozen distribution says about sequences of
durations in the non-frozen system should be considered. For instance, linear correlation
could probably well capture the meandering of durations due to variations of the eccentricity
envelope.

The range of dynamical mechanisms by which the MPT can occur has likely not been
completely charted. It might be possible to amend the mechanism for the MPT in Paillard
1998, in which the climate system frequency locks to the precession envelope. Such improved
models should requires less stringent assumptions and reproduce better the glacial cycles
prior to the MPT. It is also interesting to explore the role of the local precession envelope
around −1000 kyr in other models, by running them with reversed or time-shifted forcing.

11.2 Final comments
The dynamical and physical causes of the MPT remain unknown at the present year 2019.
We have advanced the knowledge about possible dynamical mechanisms, but we cannot
conclude which one is more correct than another. To make progress on the MPT, we be-
lieve that a combination of approaches is needed; to advance knowledge about past climate
states through new and improved proxies as in [Farmer et al., 2019], to run increasingly
more complex models for a longer time as in [Willeit et al., 2019], and to seek to understand
the dynamics of the transition in these complex models by constructing and analysing trans-
parent and easily understood conceptual models. At the same time, we must be humble
about the limits of both proxies and models. A proxy can only be related to a physical
quantity through strong assumptions and imperfect modelling, and models can easily seem
correct for the wrong reasons. These problems are exacerbated by the eternal bane of the
paleosciences: that we cannot run controlled and repeated experiments on the past. If the
truth about the MPT will ever be known with high certainty, we are likely far from that
point.
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Abstract
The increase in glacial cycle length from approximately 41 to on average 100 thousand years around 1 million years ago, 
called the middle Pleistocene transition (MPT), lacks a conclusive explanation. We describe a dynamical mechanism which 
we call ramping with frequency locking (RFL), that explains the transition by an interaction between the internal period 
of a self-sustained oscillator and forcing that contains periodic components. This mechanism naturally explains the abrupt 
increase in cycle length from approximately 40 to 80 thousand years observed in proxy data, unlike some previously proposed 
mechanisms for the MPT. A rapid increase in durations can be produced by a rapid change in an external parameter, but this 
assumes rather than explains the abruptness. In contrast, models relying on frequency locking can produce a rapid change 
in durations assuming only a slow change in an external parameter. We propose a scheme for detecting RFL in complex, 
computationally expensive models, and motivate the search for climate variables that can gradually increase the internal 
period of the glacial cycles.

Keywords  Glacial cycles · Middle Pleistocene transition · Frequency locking · Internal period · Abrupt transition

1  Introduction

Since the beginning of major Northern hemisphere gla-
ciation 2.7 million years (Myr) ago, Earth has undergone 
alternating epochs of icy and cold conditions on the one 
hand, and warm and ice-free conditions on the other (Fig. 1). 
While these glacial cycles are attested from geological 
records (EPICA Community Members 2004; Huybers 2007; 
Lisiecki and Raymo 2005), there is no single conclusive 
theory of their origins.

Milutin Milanković proposed in the 1920s that glacial 
cycles should repeat roughly every 40 thousand years (kyr), 
based on calculations of incoming solar radiation. Alas, in 
the 1970s accurately dated oxygen isotope data from ocean 
sediment cores cast doubt on his theory, by revealing that 
the glacial cycles over the past 800 kyr were closer to 100 
kyr long (Imbrie and Imbrie 1979). Soon it became clear, 

however, that the ∼ 100 kyr cycles were preceded by ∼ 40 
kyr long cycles, consistent with the theory of Milanković. 
This spawned three questions: what caused the ∼ 100 kyr 
cycles, what caused the ∼ 40 kyr cycles (was Milanković 
right?), and what caused the transition between them around 
1 Myr ago, called the middle Pleistocene transition (MPT) 
(Clark et al. 2006). The last question is the focus of this 
paper.

The main strategy to address these questions has been to 
replicate the palaeoclimatic records using simple models of 
glacial cycles with few variables, referred to as conceptual 
models [see (Crucifix 2012) for a review]. One reason for 
this is that the rather regular and cyclic variations in data 
suggest that the main dynamics can be captured by a system 
of few degrees of freedom, even as the full climate system 
obviously has a large number of degrees of freedom. None 
of these models describe the climate system in detail, but 
they are useful for understanding underlying dynamics. Vir-
tually all models involve insolation variations due to changes 
to Earth’s orbital configuration relative to the sun, an idea 
heralded by Adhémar, Croll and Milankovitch (Imbrie and 
Imbrie 1979). But the specific role played by insolation vari-
ations is still unknown and debated.
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Several solutions to the cause of the MPT have been 
presented within the context of conceptual models. Some 
mechanisms rely on a bifurcation occurring in the unforced 
climate system which fundamentally changes how the sys-
tem operates (Ashwin and Ditlevsen 2015; Ditlevsen 2009; 
Huybers and Langmuir 2017; Maasch and Salzman 1990; 
Tziperman and Gildor 2003). Other mechanisms invoke a 
“spontaneous” change, such as a shift between attractors due 
to subtle changes in insolation (Omta et al. 2015; Quinn 
et al. 2018) or random fluctuations (Imbrie et al. 2011; Salz-
man and Verbitsky 1993), or as a coincidence (Huybers 
2009). A third possible mechanism for the MPT assumes 
one essential mode of oscillation throughout the Pleistocene 
and relies crucially on the interaction between insolation 
variations and an increasing internal period. This mecha-
nism, previously imprecisely referred to as phase/frequency 
locking and non-linear resonance—but here ramping with 
frequency locking (RFL)—is the focus of this paper.

The main appeal of this mechanism is that nothing special 
had to occur in the climate system over the MPT (Huybers 
2007); it is only required that the internal period was ramped 
slowly—interactions with forcing are enough to cause an 
abrupt increase in durations between glacial terminations 
(Fig. 1, bottom panel).

The first publications where RFL was used (Paillard 
1998; Paillard and Parrenin 2004) did not explain why the 

durations between glacial transitions increased abruptly over 
the MPT. Ashkenazy (2006) and Ashkenazy and Tziperman 
(2004) hinted how frequency locking (therein called phase 
locking) could produce an abrupt increase in duration, by 
showing diagrams of average duration as a function of a 
system parameter (Devil’s staircases). Huybers (2007) was 
first to both show a model trajectory of ice volume using the 
mechanism, and to attribute the effect to “skipping of obliq-
uity cycles”, a frequency locking effect. Recently, Daruka 
and Ditlevsen (2015), Feng and Bailer-Jones (2015), Mit-
sui et al. (2015) and Tzedakis et al. (2017) alluded to the 
mechanism, but neither emphasised that frequency locking 
can explain the MPT assuming only a slow linear change in 
a climate parameter. Instead, by ramping some parameter 
in a way that mimics the rapid change in durations over the 
MPT, they prescribe an abrupt increase in period over the 
MPT rather than explaining it. Here, we for the first time 
properly define RFL and emphasise its generality.

Following (Huybers 2007), we question the common 
assumption that climate entered a stationary state in the late 
Pleistocene, and instead argue that the sequence of dura-
tions between glacial terminations is consistent with a slow 
increase of the internal period of the climate system until 
present (Fig. 1b). According to this view, the typical dura-
tions between transitions changed from ∼ 40 to ∼ 80 kyr 
around 1200 kyr ago, after which they increased gradually 

(a)

(b)

MPT

Fig. 1   a The LR04 stack of normalised isotopic oxygen anomalies in 
deep ocean sediment cores—a proxy for global ice volume and deep 
ocean temperatures (Lisiecki and Raymo 2005). Higher values means 
more ice. b Durations between successive major terminations (black), 
showing an increase at the MPT. Error bars indicate one standard 

deviation dating uncertainty. Contours (darker to lighter) show the 
amplitude of a wavelet spectral estimate. Each lighter contour corre-
sponds to an increase of 7% of the maximum amplitude, starting at 
30% . Outside the cone of influence (thick black line), edge effects are 
important. See "Appendix B and D" for details
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in the mean to present time, with the last duration being 
∼ 120 kyr long.

Here, we first aim to explain RFL in a clear way, using a 
harmonically forced simple model. We use harmonic (pure 
sine) forcing because it makes frequency locking concepts 
clearer, while still producing qualitatively similar behaviour 
to astronomical forcing curves. We should not expect model 
runs with such simplified forcing to agree well with data, 
however. We use forcing with period 41 kyr, corresponding 
to the main period of obliquity variations (Berger 1978), 
which determine the total insolation integrated over the sum-
mer at Northern latitudes (Huybers 2006).

We then define RFL, specify a class of models able to 
reproduce the MPT using the mechanism, and propose a 
decomposition of model components to understand the 
abruptness of the MPT. We consider evidence in data for 
a 40–80 kyr shift in durations between terminations and a 
subsequent gradual increase, and why this supports RFL in 
favour of some other mechanisms for the MPT. We then 
discuss how insights from harmonic forcing relate to non-
harmonic forcing, how RFL can be detected in complex and 
computationally expensive models, and some climate vari-
ables that can cause an increase in the internal period of the 
glacial cycles.

2 � The idea behind ramping with frequency 
locking

We illustrate RFL using a deterministic and continuous time 
version of the H07 model (Huybers 2007) (see Fig. 2). The 
model is arguably the simplest to represent alternating stages 
of intrinsic growth and decay of ice sheets, with the growth 
state ending abruptly as a critical ice volume is reached. 
It is is an integrate-and-fire threshold model conceptually 
very similar to the models in Ashkenazy and Tziperman 
(2004), Glass and Mackey (1979), Huybers (2007), Imbrie 
and Imbrie (1980), Imbrie et al. (2011), Paillard (1998), 

Parrenin and Paillard (2003, 2012), van der Pol and van der 
Mark (1927) and de Saedeleer et al. (2013).

Physically, sudden and rapid deglaciation has been 
explained e.g. with isostatic rebound, rapid CO2 outgassing 
(Paillard and Parrenin 2004) and rapid loss of Northern 
hemisphere sea ice cover (Gildor and Tziperman 2000).

We assume that ice volume x(t) grows at a constant rate 
� in a glacial state until it reaches a threshold �(t) . Then 
deglaciation starts, whereby ice volume decays to 0 over a 
fixed time Tdecay = 10 kyr:

Small perturbations to the model, such as having a constant 
rate of decay instead of a fixed time, does not qualitatively 
affect its behaviour.

We split �(t) into a forcing term A ⋅ F(t) —a zero-mean 
sum of periodic components—and a ramping term R(t): 
�(t) = R(t) + A ⋅ F(t).

In the limit of constant ramping R(t) = R0 and zero forc-
ing A = 0 , the system has a constant internal period of oscil-
lation To =

R0

�
+ Tdecay (subscript o for oscillator), see 

Fig. 2a. But if the threshold increases slowly over time, for 
instance linearly �(t) = R(t) = R0 + R1t as in Fig. 3ai, then 
the internal period To(t) =

R0

�
+ Tdecay +

R1

�
t also increases 

slowly (Fig.  3bi). As there is no forcing, the durations 
between glacial terminations follow To(t) closely.

However, with periodic forcing
�(t) = R0 + R1t + A sin (2�∕Tf ) , durations Di are near 

multiples of the forcing period Di ≈ NTf  , N ∈ ℕ (Fig. 3bi). 
Roughly speaking, the multiple that is realised is the one 
closest to the internal period To . This phenomenon, called 
frequency locking (Pikovsky et al. 2001), has been studied 
extensively over the past century [e.g. Cartwright and Little-
wood (1945); Glass and Mackey (1979); Le Treut and Ghil 
(1983); van der Pol and van der Mark (1927); Tziperman 
et al. (2006)].

In Fig. 3ai the durations Di change abruptly from 1 × Tf  to 
2 × Tf  and finally 3 × Tf  . These abrupt changes in durations 
resulting from a gradual change in an underlying parameter 
is one possible dynamical mechanism behind the MPT.

We call the mechanism RFL, rather than non-linear reso-
nance, phase locking or frequency locking as it has previ-
ously been called. This we do to emphasise both that an 
internal period must increase gradually over time (ramping), 
and that the internal oscillations must be locked to exter-
nal forcing. This is opposed to e.g. the mechanism in Omta 
et al. (2015), which realises the MPT through jumps between 
coexisting frequency locked solutions.

We note that RFL is a special case of “slow passage through 
bifurcation” [e.g. (Baer et al. 1989; Do and Lopez 2012)], for 

(1)
ẋ = 𝜇 until x(t) = 𝜃(t), then

linearly decrease x(t) to 0 over time Tdecay, repeat.

R0

time

µ

To=R0/μ+Tdecay Tdecay

ice
 vo

lu
m

e

duration Di
(a) (b)

R0

time

Tf
A

ice
 vo

lu
m

e

duration Di

Tdecay

θ(t)

θ(t)

Fig. 2   The H07 model (Eq. 1), a unforced and b periodically forced. 
Ice volume (blue) grows linearly at a rate � until a threshold (red) is 
hit, after which ice volume is reset to 0 over a time Tdecay . In a the 
threshold of glacial termination �(t) is constant �(t) = R0 , whereas 
in b it oscillates periodically as �(t) = R0 + A sin (2�t∕Tf ) . To is the 
internal (unforced) period of the model
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which the bifurcations typically are saddle-node bifurcations 
of limit cycles marking transitions in and out of frequency 
locking regions (Pikovsky et al. 2001). [However, see e.g. 
Guckenheimer et al. (2003) and Levi (1990) for other relevant 
bifurcations].

Finally, we note that H07 is an illustrative example of RFL, 
and not representative of all glacial cycle models. However, the 
rapid jumps between frequency locking regions occur generi-
cally in a broad class of models, defined next.

3 � A formal description of RFL

H07 (Fig. 2) is just one particular model capable of realis-
ing the MPT through RFL. We could simply call these self-
sustained oscillators, but we aim to be more precise and to 
establish notation.

First, we naturally require the model to be a dynamical 
system, such that there is an evolution rule f(t, x) taking a 
state x(t) forward in time t. We identify the model with the 
evolution rule and denote it f (without arguments) for brev-
ity. f(t, x), x(t) and t can be very general, for instance; t can 
be continuous or discrete, x can be of any dimension, and 
f(t, x) can e.g. be a piecewise smooth ODE paired with a 
switching rule, as for H07.

We also require f to be forced by a continuous zero-
mean sum of periodic components A(t)F(t) with an ampli-
tude A(t), called the forcing. We further require that f is 
parametrised by a set of parameters p(t), whose time-var-
ying subset R(t) is called the ramping. Thus we can write 
f = f (t, x,R(t),A(t)F(t)).

We define the frozen system f� ∶= f (t, x,R(�),A(�)F(t)) 
as f with parameters frozen at time t = � . Importantly, we 
require that f is a self-sustained oscillator with internal period 

(a)

(b)

i)

ii)

i)

ii)

Fig. 3   The ramping with frequency locking (RFL) mechanism 
for the periodically forced H07 model. a Ice volume (blue saw-
tooth) over time for a i) linear and ii) sigmoidal ramp of the upper 
threshold �(t) . Periodic threshold in orange and unforced thresh-
old in grey. b Average duration between glacial terminations D� 
over frozen time � (black solid) (known as Devil’s staircases, 
Sect.  4.1) for the i) linearly and ii) sigmoidally ramped thresh-

olds, and sample durations (red dotted lines) for the forced solu-
tions in a). Magenta lines show the internal period To(�) . The inset 
shows that durations with time-varying ramping R(t) do not agree 
perfectly with the average duration D� , computed for R(t) = const 
(see Sect.  5). Parameters are � = 1,Tdecay = 10,Tf = 41,A = 20 
and ramp functions are i) R(�) = 26 + 0.05 × (� + 2000) and ii) 
R(t) = 26 + 50(tanh (

t+1000

300
) + 1) respectively
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To(R(�)) , meaning that every solution to f� with A(t) ≡ 0 tends 
asymptotically (as t → ∞ ) to a periodic solution with period 
To(R(�)) . For RFL to be relevant we require that To(R(�)) 
increases as a function of � . This is the ramping part of RFL.

The frequency locking part of RFL comes from the 
response of f to non-zero but constant forcing A(�) . For 
small and medium size A(�) , asymptotic solutions to the 
frozen system f (t, x,R(�),A(�)F(t)) , are generically periodic 
with periods related rationally to the forcing periods (Piko-
vsky et al. 2001). The oscillator period can for instance be 
twice that of the forcing period. If so, the oscillator period 
(and therefore frequency) remains constant on open sets of 
parameters and we say that solutions are frequency locked 
to the forcing (we return to this in Sect. 4).

The essence of RFL is that the period of the frozen sys-
tem can change rapidly as function of To(R) when a ramped 
parameter causes the system to switch between frequency 
locking regions.

However, some remarks are in place. Firstly, the system 
with time varying parameters f(t, x(t), R(t), A(t)F(t)) is not 
the same as the frozen system f (t, x(t),R(t),A(�)F(�)) since 
solutions to the former cannot equilibrate to solutions of the 
latter in finite time. We return to differences between the 
two systems in Sect. 5 but until then we focus on the frozen 
system.

Secondly, the period of an oscillator is not the same as the 
length of individual “cycles”. For instance, around − 1350 
kyr in Fig. 3, short and long “cycles” alternate. This makes 
the average time between terminations 61.5 kyr, whereas 
the period (time until repetition, two large peaks) is 123 kyr. 
Therefore, we instead characterise local behaviour with the 
average duration:

where Di,� denotes the i:th duration between successive 
crossings of a fixed threshold for the frozen system f� , and 
the limit is taken as the number of crossings n goes to infin-
ity. The threshold should be chosen such that a crossing 
occurs once per glacial cycle. For some models, like H07, 
the threshold defining glacial terminations can be used as 
a threshold to define durations Di,� . For models without 
explicit thresholds, an appropriately chosen Poincaré sec-
tion can be used instead (Pikovsky et al. 2001).

4 � Breaking down the dependency of D� on �

Comparing Fig. 3bi and ii shows that D� can rise steeply 
both from frequency locking effects under a gradual change 
of parameter (Fig.  3bi) and from ramping of a climate 
parameter rapidly (Fig. 3bii).

(2)D� = lim
n→∞

1

n

n∑

i=1

Di,� ,

We wish to break down the contribution to the local 
change in average duration from these effects and do so by 
considering the change ΔD� under a small perturbation Δ�:

where e.g. ΔD� (To,A)

ΔTo
∶=

D� (To+ΔTo,A)−D� (To,A)

ΔTo
 , and where we 

have neglected higher order terms. This approximation is 
generally better the smaller Δ� is. As Δ� → 0 , (3) tends to 
the chain rule, but since ΔD� (To,A)

ΔTo
= 0 wherever differentiable 

(see Sect. 4.1) it is more appropriate to consider ΔD� over 
short intervals of time Δ� . In what follows we restrict our-
selves to ΔA(�)

Δ�
= 0.

Equation (3) says that the rate of change (abruptness) in 
time of the average duration D� is approximately the product 
of the rates at which R(t) changes with time, To changes with 
R, and D� changes with To . Our point is that each of these 
factors can contribute to an abrupt change of D� at the MPT, 
but they have different interpretations from a modelling per-
spective. We discuss these factors next.

4.1 � D�(To,A) : Arnold tongues and Devil’s staircases

The average duration D�(To,A) as a function of internal 
period To and forcing amplitude A describes the frequency 
locking contribution to changes to D� over time �.

Frequency locking can be visualised in Arnold tongue 
diagrams; Fig. 4a reveals regions of constant average dura-
tion D� in (To,A) space called Arnold tongues (Crucifix 
2013; Pikovsky et al. 2001; de Saedeleer et al. 2013). Inside 
major 1 ∶ N tongues, solutions are periodic with period N 
times the forcing period Tf = 41 kyr, as evidenced in Fig. 4a. 
Minor tongues emanate at A = 0 from other rationals of Tf  , 
and in between them are quasiperiodic solutions. (We show 
only M ∶ N, M = {1, 2} Arnold tongues, defined numeri-
cally as sets for which |D𝜏 − Tf

N

M
| < 0.5 . D� is estimated 

over 6 Myr.)
A change in � that in turn leads to a change in To(R(�)) 

traces out a path in (A,To) space (black and magenta lines 
in Fig. 4a. Such a path represents the change in system state 
as one or more parameters change in time over the MPT. 
The paths in Fig. 4a pass through the major 1:1, 1:2 and 1:3 
locking tongues, in which there are respectively 1, 2 and 3 
forcing periods per oscillator period. We learn that for larger 
A, a larger portion of the path stays inside the major 1 ∶ N 
tongues, an observation also made in (Ashkenazy 2006).

(3)

ΔD�(�)

Δ�
≈
D�(� + Δ�) − D�(�)

Δ�

≈
ΔD�(To,A)

ΔTo

ΔTo(R)

ΔR

ΔR(�)

Δ�

+
ΔD�(To,A)

ΔA

ΔA(�)

Δ�
,
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Another way of visualising the change in average duration 
D� as a function of To are Devil’s staircases (Pikovsky et al. 
2001) (Fig. 4b), in which the forcing amplitude A is fixed. 
We see that the average duration D� is constant within Arnold 
tongues and that the staircase for larger A contains longer steps 
of constant duration, as predicted from Fig. 4a. Hence, stronger 
forcing influence tends to cause more abrupt changes to the 
average period.

4.2 � T
o
(R) and R(�)

The function To(R) , if continuous and monotonic, stretches and 
squeezes Arnold tongues by scaling the independent variable 
To of D�(To) . In the Ashkenazy model (Ashkenazy 2006), for 
instance, a faster-than-linearly increasing To(R) makes the 1:2 
and 1:3 Arnold tongues, as a function of ice volume threshold, 
narrower and more closely spaced than the 1:1 tongue.

Ramping R(�) continuously and monotonically, similarly 
stretches and squeezes Arnold tongues. For instance, in Fig. 5a 
sigmoidal ramping R(t) makes the 1:2 Arnold tongue nar-
rower compared to a linear change of R(t). Figure 3 further 
illustrates this, showing model runs for either a sigmoidally 
(R(t) = 26 + 50 × (tanh ((t + 1000)∕300) + 1)) or a linearly 
R(t) = 26 + 0.05 × (t + 2000) ramped threshold. The sig-
moidal ramping accelerates the increase in average duration 
around − 1000 kyr, making the transition more abrupt. Note 
that the parameters in the functions R(�) in Figs. 3 and 5 are 
different.

4.3 � The roles of D�(To,A) , To(R) and R(�) 
in reproducing the MPT

All of D�(To,A) , To(R) and R(�) govern the average dura-
tion D� and are able to cause an abrupt change of it, like the 
one observed at the MPT. From a modelling point of view, 

however, the functions carry different assumptions and are 
compatible with different hypotheses.

A model having an abrupt change due to D�(To,A) relies 
on frequency locking properties, and assumes only slowly 
varying functions To(R) and R(�) . Hence, the internal period 
is assumed to change slowly with model parameters, and 
parameters are assumed to change slowly in time. Such a 
model, relying on few assumptions about the climate sys-
tem, makes full use of the RFL mechanism. The models in 
Huybers (2007), Paillard (1998) and Paillard and Parrenin 
(2004) and H07 are of this kind.

A model which relies predominantly on To(R) for an 
abrupt change in average duration D� is also consistent with 
a slowly changing external parameter R(�) , but a particular 
function To(R) requires a physical explanation.

A model relying on a rapidly changed external param-
eter R(�) does not need frequency locking properties of 
D�(To,A) or a non-linear response of internal dynamics to 
the parameter To(R) . However, such a model prescribes the 
abrupt change in average duration at the MPT rather than 
explaining the dynamics behind it. Therefore, such an expla-
nation requires justification for the rapidly changed exter-
nal parameter. The models in Ashkenazy and Tziperman 
(2004), Daruka and Ditlevsen (2015), Mitsui et al. (2015) 
and Tzedakis et al. (2017) can be said to fall under this cat-
egory, although they also achieve some abruptness through 
D�(To,A).

5 � Validity of the quasi‑static approximation 
f ∼ f�

The quasistatic approximation is the approximation that 
parameters R(�) change so slowly that the local average 
duration of f at time t = �:
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Fig. 4   a Arnold tongue diagram for increasing upper threshold R0 and 
periodic forcing ( Tf = 41 kyr) in the H07 model, showing regions in 
(A,To) space of constant average duration D� (enclosed by red dots). 
Major 1 ∶ N tongues, meaning that D� = NTf  , are labelled. Colour 
scale from blue (short) to yellow (long) reflects average duration. b 
Comparison between average duration D� as a function of internal 
period To for strong ( A = 20 ) and weaker ( A = 7 ) forcing
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Fig. 5   Stretching of Arnold tongues by ramping the threshold param-
eter R(�) in H07 at different rates. In a R(�) is ramped sigmoidally 
R(�) = 20 + 55 ×

(
tanh

(
�+1000

300

)
+ 1

)
 , while in b R(�) = 20+

0.055 × (� + 2000) . For further details, see Fig. 4 and the text
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is equal to D� . I(�) is the set of indices of durations Di,� 
within a time interval [� − �0, � + �1] around �  , with 
𝜏0, 𝜏1 > 0 . If I(�) = � , then we define D�,loc = 0.

If the quasistatic approximation holds, then the average 
duration, Arnold tongue diagrams and Devil’s staircases cal-
culated for the frozen system f� provide accurate information 
about local dynamics of f.

However, if R(t) and/or To(R(t)) change rapidly around 
t = � , then there are two sources of discrepancy between 
D�,loc and D�.

The first comes from that the length of the interval of time 
needed for a good average may be long relative to the local 
change of D� for the system f� . Figure 6 illustrates that for a 
9 × 41 = 369 kyr-periodic solution, a long interval is needed 
to get a local average duration D�,loc in agreement with D� . 
At the same time, a long averaging interval fails to capture 
abrupt changes to D�.

The second is that solutions to f may fail to track solu-
tions to f� . This occurs if the “frozen” attractor of f� 

(4)D�,loc =
1

|I(�)|
∑

i∈I(�)

Di,� ,
changes (in some sense) at a fast rate, and if solutions 
attract to the frozen attractor at a slow rate. Quantifying 
these rates in a coordinate- and model-independent way 
seems difficult, however.

A candidate measure of rate of attraction is the maxi-
mal Lyapunov exponent of the return map mapping one 
transition time to another (Pikovsky et al. 2001). This can 
be normalised to a common time scale between models 
and is coordinate independent. However, since it is only a 
local measure it neglects the time it takes to enter a small 
neighbourhood of the attractor. This time can in practice 
dominate, as is the case in the standard circle model (not 
shown, model described in Pikovsky et al. 2001).

The local change in average duration 
||||
ΔD�

Δ�

||||
 is a candidate 

measure of rate of change of an attractor of f� , since it 
exists in all models f and is coordinate-independent. It is 
ambiguous how large Δ� should be, however. Furthermore, 
the average duration D� is only a proxy for the position of 
an attractor in phase space; an attractor can move even if 
ΔD�

Δ�
= 0 . This explains the consistent deviation of single 

durations from the predicted and locally constant D� = 82 
kyr in the inset of Fig. 3bi.

Local averaging 
interval widths

(a)

(b)

Fig. 6   Illustration of the difficulty estimating a local average fre-
quency. a Ice volume from H07 (blue sawtooth), threshold of glacial 
termination (orange) and mean threshold of glacial termination R(t) 
(grey). b Shows estimates of the local average duration D�,loc between 
glacial terminations in the H07 model with periodic forcing ( Tf = 41 
kyr), for different window widths. b D�,loc (green solid, red and 
magenta dashed) are running averages of durations in sliding win-

dows of width w = [20, 125, 369] kyr, or 0 kyr if there are no dura-
tions in a window. The frozen time average duration D� (black solid) 
is shown for reference. Prior to − 990 kyr the steady state solution has 
a period of 9 × 41 = 369 kyr, but an average duration D� = 46.125 
kyr. The mean threshold of glaciation R(t) is ramped from 51.5 to 110 
over 10 kyr ( − 990 to − 1000 kyr). Other parameters are � = 1,Tdecay 
and A = 20
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6 � Is there a 100 kyr world?

The late Pleistocene ( ∼ − 800 –0 kyr) is sometimes referred 
to as the “100 kyr world”, carrying the implicit notion that 
the Earth system has settled in a stationary mode with a 
dominant time scale of 100 kyr (Fig. 1a). This view, origi-
nating from the closeness to the 100 kyr component of 
eccentricity (an astronomical parameter), is supported by 
the rate of increase of mean ice volume seemingly level-
ling off (Clark et al. 2006; Mudelsee and Schulz 1997), and 
that the Fourier spectrum over the last ∼ 800 kyr is centred 
around 100 kyr.

We propose on the contrary, following (Huybers 2007), 
that the glacial period increased gradually from ∼ 80 kyr 
around − 1200 kyr to ∼ 120 kyr at present day. The change 
from ∼ 40 to ∼ 80 kyr long cycles at − 1200 kyr can be a shift 
from 1 × 41 to 2 × 41 kyr obliquity frequency locking, and/or 
2 × 21 to 4 × 21 kyr precession locking. We base this claim 
on durations between major glacial terminations and a wave-
let spectrum of the LR04 stack (see Fig. 1b); both quantities 
increase rather rapidly around − 1200 kyr and show a steady 
but irregular increase towards present time.

6.1 � Identifying the shift to longer periods

While Huybers (2007) observed that the mean period of 
global ice volume variations increases over time, we make 
the stronger claim that an abrupt shift from 40 to 80 kyr long 
durations occurred around − 1200 kyr. We base this claim 
on our identification of major glacial terminations, which 
unlike spectral decomposition ignores glacial cycle shape 
and is unaffected by time–frequency resolution.

A disadvantage of using glacial termination events is 
that it is unclear what constitutes a major termination, and 
whether it is meaningful to characterise glacial cycles by 
termination events. Nevertheless, we believe that our iden-
tification of major terminations is sufficiently robust to sup-
port the claim that the duration shifted abruptly from ∼ 40 
to ∼ 80 kyr around − 1200 kyr.

6.2 � Testing for trend after the MPT

It appears that the durations between successive glacial ter-
minations are increasing over time starting at the onset of 
the MPT around − 1200 kyr.

We evaluate whether this trend is statistically significant, 
using a variation on the Mann-Kendall test (Kendall 1955; 
Mann 1945). Our null hypothesis H0 is that the sequence 
of thirteen durations from − 1126 kyr until present is gen-
erated by a process with stationary mean, and that any 
observed monotonicity is by chance. Since D̃i = Di − Dmean , 

successive deviations from the mean duration Dmean = 91 
kyr are correlated, we immediately reject a white noise 
process as assumed in the standard Mann-Kendall test. 
Instead, we model them as an AR(1) process, such that 
D̃i+1 = 𝛼D̃i + 𝜎d𝜉i , where �i are independent Gaussian zero 
mean and unit variance elements. The parameters � = 0.6 
and �d = 14.5 kyr are the standard estimates of lag 1 and 0 
autocorrelation coefficients, respectively.

We test the hypothesis using the Kendall � test statistic 
for monotonicity �K , based on the number of ordered and 
disordered pairs in a sequence. �K = 1 for a perfectly ordered 
sequence and �K = 0 for sequence with equally many ordered 
and disordered pairs (see "Appendix A" for a definition of 
�K ). We evaluate �K for 2 ⋅ 104 samples of the AR(1) process. 
As indicated in Fig. 7, it is unlikely (p < 0.05) to observe the 
test statistic in durations from data, assuming that the dura-
tions follow an AR(1) process. Therefore, we reject the null 
hypothesis of no trend.

Adding age model uncertainty to the Monte Carlo 
sequences of durations only makes it more difficult to reject 
H0. Furthermore, slightly different choices of major glacial 
terminations, or the use of an untuned record, does not influ-
ence the conclusion of the test.

6.3 � Consequences for modelling the MPT

Some explanations for the MPT do not reproduce the 
sequence of successively longer durations between gla-
cial terminations in data as naturally as RFL. Instead, they 
produce long period cycles at the onset of the MPT which 
shorten towards the present as a parameter is ramped.

The Maasch and Salzman 1990 model in Fig. 8 is one 
such model (Maasch and Salzman 1990). The inconsistency 
with data is evident when comparing the model durations 
with those in the LR04 stack (Fig. 1). Another such model 

Fig. 7   Histogram shows a Monte Carlo distribution of the Kendall 
tau ( �K ) test statistic, under the null hypothesis H0 that the sequence 
of durations between glacial terminations from − 1126 kyr follow 
an AR(1) process. Larger �K indicates a more monotonic sequence. 
Black line shows the test statistic �K for durations in an ice volume 
proxy (Fig. 1). �K under H0 exceeds the observed �K only in 5% of the 
cases. For details, see Sect. 6.2
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is the Tziperman and Gildor 2003 model (Tziperman and 
Gildor 2003).

Although different dynamical mechanisms are at play 
in these models, they have in common that a long period 
limit unforced cycle emerges near a region of slow motion in 
phase space. As a parameter is varied, the limit cycle moves 
farther from this region, shortening the internal period.

RFL on the other hand naturally explains both a sud-
den shift from 40 to 80 kyr cycles and a gradual increase 
towards longer cycles, since the system can respond both 
smoothly and abruptly to an increasing internal period, due 
to the Devil’s staircase structure (e.g. Fig. 4). We interpret 
the progression of durations as evidence against models like 
Maasch and Salzman 1990 and Tziperman and Gildor 2003, 
and for mechanisms that naturally produce increasing glacial 
cycle length, such as RFL.

6.4 � Eccentricity and RFL

According to one view, the “100”-kyr world constitutes the 
time when �18O is strongly associated with eccentricity, an 
astronomical parameter that modulates the amplitude of pre-
cession at periods ∼ 100 kyr and ∼ 400 kyr. Previous studies 
have found evidence both for Lisiecki (2010), Rial (1999) 
and Rial et al. (2013) and not for Huybers (2007) a sig-
nificant relationship between eccentricity and �18O over the 
past approximately 1000 kyr. We investigate whether such 
a relation is consistent with RFL.

Wavelet coherency offers a way to assess phase relations 
between the LR04 stack and eccentricity without apriori 
choosing frequency bands to compare ("Appendix C"). It is 
a smoothed measure of local correlation in time-frequency 
space and is normalised by the local power of the time series 
(Grinsted et al. 2004; Torrence and Compo 1998). Thus, 
large cross-wavelet power does not result in large coher-
ency only by virtue of sharing a time scale, which trivially 
results from two time series varying strongly on a ∼ 100 kyr 
time scale (Maraun and Kurths 2004). The wavelet coher-
ence shows a clear anti-phase association at a central period, 
which meanders between ∼ 80 and ∼ 120 kyr starting ∼ 1500 
to ∼ 1200 kyr ago (Fig. 9). Note that the wavelet amplitude 
of the LR04 stack is weak at periods longer than 80 kyr 
around time − 1000 kyr (Fig. 1), so the coherence is not 
with the dominant mode of variability. The general picture 
is similar for the untuned H07 stack (Huybers 2007).

Is the anti-phase coherence between ice volume and 
eccentricity compatible with RFL? Judging from Fig. 9, the 
coherence around − 1200 kyr ago is the most puzzling, since 
it is centred on period ∼ 120 kyr, while durations between 
glacial terminations are only ∼ 80 kyr long. Therefore, the 
coherence must have another source, perhaps related to gla-
cial cycle shape. Evaluating the cross-wavelet transform for 
two non-RFL models (Ashwin and Ditlevsen 2015; Maasch 
and Salzman 1990), and three RFL models (Paillard 1998; 
Paillard and Parrenin 2004; Feng and Bailer-Jones 2015) 
(the best-fit), we find that only the (Paillard 1998) model 
somewhat faithfully reproduces the phase coherence with 
eccentricity (not shown). The non-RFL models show neg-
ligible coherence with eccentricity after the MPT, which 
does not improve even if the forcing amplitude is increased 
relative to the published values. The RFL models (Pail-
lard and Parrenin 2004; Feng and Bailer-Jones 2015) show 
some coherence, but only strongly after − 500 kyr. Although 

(a)

(b)

Fig. 8   Simulation of the Maasch and Salzman model in Maasch and 
Salzman (1990) forced by Summer solstice insolation at 65 degrees 
North. a Global ice volume over time (black), with glacial termina-
tions (red dots) at peaks chosen for simplicity to be above 1.2 normal-
ised ice volume units and spaced at least 60 kyr apart. Self-sustained 
cycles emerge around − 800 kyr and shorten towards the present. b 
Durations and wavelets as in Fig. 1, except that contours start at 10% 
of the maximum wavelet amplitude

Fig. 9   Wavelet coherence between eccentricity and the LR04 stack 
(see "Appendix C"). Rightward arrows indicate that the signals are 
in-phase and leftward that they are anti-phase. Thin contour lines 
indicate a 7% increase in coherence, starting at 0.3 of the maximum 
coherence, which is 1. The thick contour is the 95% confidence inter-
val against red noise processes (see "Appendix C"). Outside the cone 
of influence (thick black side lines), edge effects are important
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the model in Paillard (1998) is anti-phase coherent with 
eccentricity, it fails to reproduce the sequence of durations 
between glacial terminations across the MPT. It remains a 
challenge to formulate a model which both reproduces the 
sequence of durations and coherency with eccentricity. This 
should be possible for a model using RFL, but such a model 
must produce ice volume variability on the ∼ 120 kyr time 

scale at the MPT, in addition to the variations with period 
∼ 80 kyr associated with glacial terminations.

7 � Non‑harmonic forcing

RFL is not restricted to harmonic forcing, but occurs also 
for astronomical, non-harmonic forcing. This is for instance 
the case for the Paillard and Parennin 2004 model (Fig. 11), 
forced by summer solstice insolation at 65 degrees North 
(65Nss, Fig. 10a). As a parameter is increased linearly, dura-
tions first cluster around 41 kyr, then shift abruptly to clus-
ter around 82 kyr at − 1000 kyr, after which they increase 
gradually until present. The shift to 80 kyr durations is later 
than in proxy data (Fig. 1) and there are some short and long 
durations not clear in the proxy record, but overall the glacial 
terminations coincide well.

Multi-frequency forcing generally produces Devil’s stair-
cases with shorter steps of constant duration, making them 
look “smooth” (e.g. Fig. 12). This is apparently a problem 
for RFL since it relies on rapid jumps in durations. How-
ever, RFL can still be relevant as demonstrated by H07 
forced by caloric summer insolation at 65N consisting of 
an equal amount of obliquity and precession (Figs. 10b, 12, 
13) (Tzedakis et al. 2017). The median and mode of the dis-
tribution of durations change more abruptly than the mean, 
which reflects that the gradual increase in average duration 
is caused by a gradual redistribution of durations between 
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Fig. 10   Astronomical insolation curves. a Summer solstice insolation 
at 65 degrees North (65Nss), normalised to zero mean and unit vari-
ance (Laskar et al. 2004). The signal is approximately a linear combi-
nation of 33% normalised obliquity and 77% normalised precession, 
two modulated sinusoidal signals with central frequencies 41 and 22 
kyr (Crucifix 2013). b Caloric summer insolation at 65N, consisting 
of roughly 50% obliquity and 50% precession. Precession is amplitude 
modulated by eccentricity, a signal with dominant periods ∼ 100 and 
∼ 400 kyr

(a)

(b)

MPT

Fig. 11   Simulation of the Paillard and Parennin 2004 model in Pail-
lard and Parrenin (2004) forced by Summer solstice insolation at 
65 degrees North (Fig.  10a). a Model ice volume over time (black) 

contrasted with the LR04 stack (blue) (Fig. 1), with glacial termina-
tions (red dots) at times when a switch in Southern ocean circulation 
occurs. b Durations and wavelets as in Fig. 1
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clusters, rather than a gradual increase of the most typical 
durations. In a simulation with time-dependent ramping 
parameter, the local-in-time distribution of durations cannot 
be sampled well. Therefore the majority of the realised dura-
tions come from the dominant clusters of durations, which 
can give the impression that durations shift rapidly, in spite 
of the average duration changing gradually (Figs. 12, 13).

Multi-frequency forcing gives rise to many interesting 
phenomena regarding predictability of solutions, see for 
instance (Ashwin et al. 2018; Crucifix 2013; Grebogi et al. 
1984; Imbrie and Imbrie 1980; Le Treut and Ghil 1983; 
Mitsui et al. 2015; de Saedeleer et al. 2013; Tziperman 
et al. 2006). Importantly, however, these phenomena are 
not essential to RFL. Whether solutions are truly frequency 
locked or depend on initial conditions is irrelevant, as long 
as durations undergo abrupt change and tend to cluster.

We conclude that RFL, clearly understood under periodic 
forcing, also is relevant for astronomical forcing. Indeed, 
recent studies provide evidence for the long-standing 
hypothesis that a combination of precession and obliquity 
paces the glacial cycles (Feng and Bailer-Jones 2015; Huy-
bers 2011; Tzedakis et al. 2017). Differences between peri-
odic and multi-frequency forcing exist, but are not crucial 
for modelling the MPT with RFL.

8 � Relevance for complex models 
and physical mechanisms

We see two practical uses of our description of RFL: to 
guide modelling of the MPT in complex models, and to 
drive the search for slowly changing climate variables.

Fig. 12   Devil’s staircases of H07 forced by caloric summer insolation 
(equal amounts of obliquity and precession, Fig.  10b). The average 
duration D (black line) as function of internal period To is gradually 
increasing, whereas the median Dmedian and the mode Dmode are more 
step-like. Blue dots are the population of durations for fixed internal 
period; darker colours indicate higher density of durations. Dmode is 
defined from binning the durations; Dmode is the mean of the edges of 
the 4-kyr bin with the highest frequency. All quantities are evaluated 
from − 2000 kyr to the present. Model parameters as in Fig. 13

(a)

(b)

MPT

Fig. 13   Simulation of the H07 model forced by caloric summer 
insolation at 65N, a sum of equal amounts obliquity and preces-
sion (Fig.  10b). a Model ice volume (black) shown with the LR04 
stack (blue) (Fig.  1), with glacial terminations (red dots) at times 

when a threshold of deglaciation is reached. b Durations and wave-
lets as in Fig.  1. The threshold of deglaciation increases linearly as 
R(t) = 40 + 0.04(t + 2000) , and forcing amplitude is A = 26 . All 
other parameters are as in Sect. 2
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8.1 � Relevance for complex models

While climate physics are highly simplified in conceptual 
models like H07, their dynamics are well understood. The 
opposite holds true for earth system models (ESMs), which 
resolve multiple processes of climate in detail. To learn if 
the dynamical mechanism of RFL applies to such a model, 
we could in theory produce an Arnold tongue diagram as for 
H07 (Fig. 4). However, since running ESMs is computation-
ally expensive this is presently not possible. Nevertheless, 
it might be possible to detect signatures of RFL from only 
few model runs.

First, one should investigate whether the glacial cycles 
are self-sustained by fixing model parameters at plausible 
values and fixing the insolation field at its mean value. This 
is the case if, after a transient time, variations in ice volume 
on the order of 10–100 kyr persist.

The next step is to sparsely sample an Arnold tongue dia-
gram. First, a ramping parameter must be chosen. This does 
not have to be a scalar, but can be a function like a para-
metrisation, as long as its change over time is well defined. 
The parameter should be one that feasibly could influence 
the internal period of glacial cycles.

If changing the parameter changes the internal period, 
then one can compare the average duration of (insolation 
variation) forced and unforced solutions. If the average dura-
tion of the forced solutions is close to either 40 or 80 kyr 
and remains close even under parameter perturbations that 
change the internal period, then this is an indication that the 
system is frequency locked to insolation in a way relevant 
for the glacial cycles. In that case, there is good reason to 
research RFL more closely in the model.

Ashkenazy (2006) suggested that synchronisation can be 
detected by running the system from multiple initial condi-
tions and see if solutions converge. This procedure is not 
enough for us; we need to know if the internal period can 
be shifted appropriately with a change in parameter, and 
we need to know if the durations can robustly cluster on 40 
and 80 kyr.

8.2 � Ramped climate variables

To evaluate whether RFL caused the MPT one must iden-
tify slowly changing climate variables. Two such candidate 
variables are atmospheric CO2 and atmospheric or oceanic 
temperatures. Since less CO2 leads to a generally cooler 
atmosphere, it can be viewed as a proxy for global average 
atmospheric temperature. Local cooling can occur for other 
reasons, however.

There are currently no direct measurements of atmos-
pheric CO2 across the MPT, but a recent reconstruction back 
to − 2000 kyr suggests that the mean CO2 did not change 
in the mean until at least − 1300 kyr (Hönisch et al. 2009). 

Since the reconstruction implies that CO2 fell 31 ppm by 
− 700 kyr, the decrease in CO2 must either have been rapid 
and driving the MPT, or a consequence of it. A rapid change 
in CO2 is still consistent with RFL, but in that case RFL 
does not explain the abrupt increase in cycle length at the 
MPT, and instead one must find an explanation for the rapid 
increase in CO2 . However, the planned European BEOIC 
deep ice core drilling in Antarctica can hopefully improve 
estimates of CO2 across the MPT.

There is evidence of a gradual deep ocean cooling 
since the onset of northern Hemisphere glaciation 2.7 Myr 
ago (Lisiecki and Raymo 2005). How much of this cool-
ing occurred across the MPT is not known, however. The 
reconstruction of deep water temperatures by Elderfield 
et al. (2012) indicates a gradual cooling in the mean from 
− 1300 kyr until present, but also a puzzling warming from 
− 1500 to − 1300 kyr. Therefore, glacial cycle length does 
not appear to have a direct relation with mean deep ocean 
temperature. However, it may be that sea surface tempera-
tures in the vicinity of major ice sheets are more relevant for 
glacial dynamics. If so, detailed and reliable reconstruction 
of such temperatures is necessary to evaluate whether they 
act as ramped climate variables in RFL.

Another slowly varying parameter could be the erosion of 
regolith. According to this hypothesis soft material under ice 
sheets eroded throughout the Pleistocene, enabling them to 
grow larger before collapsing Clark and Pollard (1998). The 
hypothesis is difficult to test empirically, however.

In addition to the candidate ramping climate variables 
mentioned, there may be others that are relevant for the 
MPT. RFL motivates the search for other such climate vari-
ables. These might not only be relevant for RFL, but for any 
mechanism of the MPT invoking deterministic bifurcation.

9 � Criteria for RFL

Having demonstrated RFL in H07 and Paillard and Paren-
nin 2004, we ask in which models RFL is most likely to be 
relevant.

We expect RFL in all models similar to H07, that is, mod-
els with a critical threshold of deglaciation (explicit or not), 
two intrinsic growth and decay states, additive forcing, and 
a climate variable that naturally controls the internal period.

Furthermore, RFL is facilitated by dynamics focussed 
on a single strongly attracting limit cycle. This is because 
solutions to the system f with ramped parameters then track 
frozen solutions of f� well, and because it is difficult for 
perturbations to bring solutions away from the neighbour-
hood of the attractor.

Crucially, a model using RFL needs a parameter that can 
increase the internal period by 100 kyr. The models in e.g. 
(Le Treut and Ghil 1983 and Maasch and Salzman 1990) 
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are therefore difficult to reconcile with RFL since the inter-
nal periods are on the order of 10 and 100 kyr respectively, 
and do not change much within the physical range of model 
parameters.

Lastly, we note that e.g. excitable systems and dissipa-
tive resonant oscillators (Crucifix 2012) also can undergo a 
rapid change in durations due to frequency locking related 
phenomena, although they are not self-sustained oscilla-
tors. Self-sustained oscillators are distinguished by hav-
ing an internal period To(R) through which we can define 
Arnold tongue diagrams and Devil’s staircases; for non-self-
sustained oscillators we have to define these through param-
eters R directly. Furthermore, it has been argued that the 
term frequency locking should be restricted to self-sustained 
oscillators (Marchionne et al. 2018; Pikovsky et al. 2001), 
why it makes sense to define RFL for self-sustained oscil-
lators only.

10 � Conclusions

The glacial cycles did not enter a stationary 100 kyr world 
at the MPT; instead, durations between glacial termina-
tions shifted abruptly from ∼ 40 to ∼ 80 kyr around − 1200 
kyr, followed by a gradual increase (Fig. 1). The dynamical 
mechanism ramping with frequency locking (RFL) natu-
rally explains this progression of durations. As the internal 
period of a model glacial cycle model increases gradually, 
frequency locking to insolation variations causes the dura-
tions between glacial terminations to increase sometimes 
abruptly and sometimes gradually.

The RFL mechanism is rather general and explains the 
behaviour of a range of models describing glacial cycles and 
the MPT (Ashkenazy 2006; Crucifix et al. 2011; Feng and 
Bailer-Jones 2015; Huybers 2007; Mitsui et al. 2015; Pail-
lard 1998; Paillard and Parrenin 2004; Tzedakis et al. 2017).

Here we described how RFL can be understood in 
terms of a dynamical system f and a frozen system f� with 
parameters R(t) fixed at times t = � . The average duration 
D� defined for f� provides some information about single 
durations in solutions x(t) to f around t = � , but since D� is 
defined asymptotically, one must interpret solutions to f in 
terms of f� with care.

Model behaviour can be understood from considering 
parameter paths through Arnold tongue diagrams and cor-
responding Devil’s staircases (Figs. 3, 4, 5). These diagrams 
as functions of frozen time � depend on

•	 the change in average duration D�(To) as function of To,
•	 the change in internal period To(R) as function of R,
•	 the change in parameters R(�) as function of time � , and
•	 the amplitude A of the forcing.

This decomposition clarifies different ways in which the aver-
age duration can change abruptly in models of the class f. For 
instance, the abruptness of the change in D� can be adjusted 
either by changing the forcing amplitude A or the ramping of 
R(t). While the effects of changing A or the ramping of R(t) 
are typically easy to guess, we are not aware of any general 
rules dictating the widths of particular Arnold tongues. Such 
understanding may be researched further.

RFL is relevant also for multi-frequency astronomical forc-
ing. Multi-frequency forcing tends to make Devil’s staircases 
less abrupt, but durations can still increase rapidly when a 
model parameter is slowly ramped.

It remains a challenge to reconcile the phase coherence 
between eccentricity and ice volume proxies at the MPT with 
the ∼ 80 kyr durations between glacial terminations. The RFL 
model Paillard 1998 reproduces well the phase coherence, but 
not the durations. Two RFL models and two non-RFL models 
with a strong self-sustained limit cycles forced by precession-
heavy forcing (modulated by eccentricity) fail to reproduce 
the phase coherency.

The RFL mechanism provides an explanation for the MPT 
without the climate system entering a new mode of operation. 
A shift from ∼ 40 kyr long to ∼ 80 kyr long cycles due to 
frequency locking to obliquity and precession, is consistent 
with data (Fig. 1), and is used in models (Huybers 2007; Pail-
lard and Parrenin 2004). This warrants further study of fre-
quency locking characteristics of models throughout the model 
hierarchy, as well as a search for gradually increasing climate 
parameters. Some models use a rapidly ramped parameter to 
accelerate the increase in durations between glacial termina-
tions at the MPT, but such a ramping begs for justification that 
a model relying solely on frequency locking does not require.
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Appendix A: Kendall’s tau

Kendall’s tau, here denoted �K , when testing for monotonicity 
of a sequence {Di}

n
i=1

 is defined as:

�K =
nc − nd√
n2
0
− n0n1

,
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where nc − nd =
∑

i<j sign(Dj − Di) is the number of pairs 
(Di,Dj) that are ordered ( Dj > Di ) minus the number that 
is disordered, n0 = n(n − 1)∕2 is the total number of pairs 
and n1 =

∑
k tk(tk − 1)∕2 is the sum of the number of tied 

elements tk in the k:th group of tied elements. For exam-
ple, the sequence {1, 2, 2} has two ordered pairs (1, 2) and 
(1, 2), zero disordered pairs, and one tied pair (2, 2). Hence, 
k = 1 such that nc − nd = 2 , n0 = 3 and n1 = 1 , giving 
�K = 2∕

√
6 ≈ 0.82.

Appendix B: Wavelets

Wavelet spectra are estimated with the MATLAB func-
tion cwt, using Morlet basis functions with bandwidth 
parameter �0 = 6 (Torrence and Compo 1998), softwa-
ree by. Contours show wavelet amplitude (square root of 
variance) relative to the maximum, incremented in evenly 
spaced percentage units. The cone of influence marks the 
e-folding time of the amplitude of a discontinuity at the 
edge of the time interval. Inside the cone of influence edge 
effects are negligible (Torrence and Compo 1998).

Appendix C: Cross‑wavelet transform 
and wavelet coherency

The cross-wavelet transform of two time series X and Y is 
given by WXY

n
(s) = WX

n
(s)WY∗

n
(s) , where WX

n
(s) is the wave-

let transform of X at discrete time n and scale s, and WY∗
n
(s) 

is the complex conjugate of the wavelet transform of Y. 
The wavelet squared coherency is defined as:

where S is a smoothing function in space and time, found in 
Grinsted et al. (2004) and Torrence and Webster (1999), and 
s is scale (approximately equal to period).

Significance levels for wavelet coherency between 
X and Y was estimated Monte Carlo by estimating the 
wavelet coherency between a large number (1000) of 
red noise processes with parameters fitted from X and Y. 
The confidence levels are reliable if at least one of X and 
Y can be modelled as a red noise process (Maraun and 
Kurths 2004), which holds decently for the LR04 stack 
(Fig. 9). (Maraun and Kurths (2004) considered a white 
noise process, but we expect the conclusion to hold also 
for a red noise process). Large coherent regions in time-
period space are more likely non-spurious than small ones 
(Maraun and Kurths 2004).

R2
n
(s) =

|S(s−1WXY
n
(s))|2

|S(s−1WX
n
(s))|2|S(s−1WY

n
(s))|2

,

Appendix D: Glacial terminations in LR04

Major glacial terminations in the LR04 stack (Fig. 1) are 
identified at times t = − [1948, 1900, 1863, 1795, 1748, 
1708, 1655, 1575, 1535, 1496, 1456, 1412, 1372, 1336, 
1290, 1248, 1198, 1126, 1038, 964, 876, 794, 718, 630, 
536, 434, 341, 252, 140, 18] kyr. We assume conserva-
tively an age model uncertainty with constant standard 
deviation 6 kyr over the past 2000 kyr (Lisiecki and 
Raymo 2005), which gives a standard deviation 

√
2 ⋅ 6 kyr 

on the durations between terminations, assuming some-
what wrongly that errors are independent and normally 
distributed.
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Abstract. Fast-slow dynamical systems have subsystems that evolve on vastly

different timescales, and bifurcations in such systems can arise due to changes in any

or all subsystems. We classify bifurcations of the critical set (the equilibria of the fast

subsystem) and associated fast dynamics, parametrized by the slow variables. Using

a distinguished parameter approach we are able to classify bifurcations for one fast

and one slow variable. Some of these bifurcations are associated with the critical set

losing manifold structure. We also present a conjectured a list of generic bifurcations

of the critical set for one fast and two slow variables. We further consider how the

bifurcations of critical set can be associated with generic bifurcations of attracting

relaxation oscillations under and appropriate singular notion of equivalence.

Keywords: Fast-slow dynamics, Relaxation oscillation, Bifurcation, Singularity

1. Introduction

Many natural systems are characterized by interactions between dynamical processes

that run at very different timescales. These can often be modelled as fast-slow

systems, where system dynamics can be separated into interacting fast and slowly

changing variables. This has been applied to a wide range of natural phenomena, from

plasma oscillations[28], surface chemistry [22] and cell physiology [20] to ecology[32]

and climate[3]. The dynamical behavior of such systems can often be understood in a

common mathematical framework. See [24] for a recent monograph that summarizes

both techniques and applications, and [2, 5, 6, 12, 14, 17, 19, 35] for examples of related

work.

The analysis of fast-slow systems is built around a geometric singular perturbation

theory (GSPT) approach, perturbing from a singular limit where timescales decouple.

In the singular limit, on the slow timescale there are instantaneous jumps (determined

by the fast dynamics) between periods of slow evolution. The slow evolution typically
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Bifurcations of critical sets and relaxation oscillations 2

takes place on stable sheets of a critical set where the fast dynamics is in stable balance,

interspersed by fast transitions. If the fast dynamics is one dimensional, then it is

typically confined a manifold (and hence the set is often called a critical manifold),

though at bifurcation it may lose its manifold structure at isolated points. The fast

transitions are determined by what we call the umbral map defined as the map from a fold

point on the critical set to another part of the critical set. In the case of stable periodic

behaviour, the resulting limit cycles are referred to as relaxation oscillations. Many

examples of bifurcations of relaxation oscillations have been considered [2], including

some associated with bifurcations of the critical set [3] although it seems that no

exhaustive list of scenarios has been proposed.

Although singular perturbation theory has been developed to explain many aspects

of behaviour near the singular limit, there is still no full understanding of generic

bifurcations of limit cycles even in the singular limit. Guckenheimer [14, 15, 16] suggests

an approach and several results along these lines, but, as far as we are aware, these

conjectures are yet to be framed, let along proved, in rigorous terms. The main aim

of this paper is to present an approach to doing precisely this, using singularity theory

with distinguished parameters and appropriate notions of equivalence. We classify local

and global transitions in the critical set by codimension and consider the consequences

for the umbral map. In doing so, we find a variety of scenarios that give bifurcation of

attractors in such singular systems.

We show that it is possible to split the problem of bifurcations of relaxation

oscillations into two aspects: bifurcations of the critical set, and bifurcations caused by

singularities of the slow flow (possibly interacting with the critical set). In the simplest

case of one fast and one slow variable, bifurcations of the critical set can be directly

tackled using a global version of the singularity theory with distinguished parameter in

[13]. We highlight that this theory needs extension to make it suitable for systems with

multiple fast and slow variables. We are able to identify a large number of scenarios that

can lead to bifurcation of relaxation oscillations. Note that we only consider fast-slow

systems where the fast dynamics is constrained to a subset of the variables; we suggest

that it will be useful to extend the theory developed here to a more general fast-slow

systems that are not in standard form: see for example [23, 25, 38].

We structure the paper as follows: in Section 2 we briefly introduce the singular

limit of fast-slow systems, critical sets, singular trajectories and global equivalence of

critical sets. In Section 3 we explore persistence and bifurcation of critical sets by

examining versal unfoldings of the fast dynamics parametrized by the slow variables,

using a notion of global equivalence of the fast dynamics. In the case of one fast and

one slow variable we classify persistence (Proposition 1) and bifurcations of the critical

set up to codimension one (Proposition 2) using the theory of [13]. For one fast and

several slow variables we highlight the need for an improved theory of bifurcations with

multiple distinguished parameters. We present conjectured statements of persistence

and of codimension one bifurcations of the critical set (Conjectures 1 and 2 respectively)

for one fast and two slow variables. We find a rich variety of distinct mechanisms for
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Bifurcations of critical sets and relaxation oscillations 3

typical codimension one bifurcations of the critical set which includes local and global

bifurcations in the fast variable.

Section 5 turns to the question of bifurcation of attractors in fast-slow systems

and in particular bifurcation of stable relaxation oscillations. We introduce a global

singular equivalence for the singular trajectories and use this to classify persistence

(Proposition 4) and codimension one bifurcations (Proposition 5) of these simple

relaxation oscillations. These codimension one bifurcations naturally split into those

caused by bifurcations of the critical set, and those caused by interaction of singularities

of the slow flow with the critical set: in Section 5.3 we present some numerical examples

of various types. Finally, Section 6 is a discussion of some of the challenges for GSPT

to describe the unfolding of such bifurcations, and relation to other singularity theory

approaches. We include several Appendices that give more details of the tools used for

the classification and the examples.

2. Singular trajectories of fast-slow systems
sec:singularlimitintro

A fast-slow system is a system of coupled ODEs for z = (x, y) ∈ Rm+n of the form
{
εẋ = g(x, y)

ẏ = h(x, y)
(1) eq:mainsystem

where x ∈ Rm and y ∈ Rn, ε > 0 is a small constant and t is a time measure relative

to the slow dynamics. The functions g(x, y) and h(x, y) are C∞ functions of their

arguments (they are well approximated by Taylor series to arbitrary order). We refer

to x as the fast and y as the slow subsystems respectively. These systems have a

singular limit ε → 0, where a typical trajectory can remain close to an equilibrium

of the fast system, except at isolated points where it “jumps” along a trajectory of

the fast subsystem. The singularly perturbed system with ε > 0 will have trajectories

that typically remain near a trajectory of the singular limit, although especially near

bifurcations, trajectories may also explore unstable parts of the slow dynamics along

so-called canard solutions (see e.g. [5, 2, 24, 35]).

In order to understand such systems it useful to consider the reduced or slow

equations in slow time t:
{

0 = g(x, y)

ẏ = h(x, y).
(2) eq:reduced

Solutions of (2) are constrained to the critical set

C[g] =
{

(x, y) ∈ Rm+n : g(x, y) = 0
}
. (3) eq:critman

Note that by the regular value theorem [27], this critical set is a manifold at all points

where the derivative of g has maximal rank, and this is true for an open dense set of

g. The set is often called a critical manifold, however we do not use this notation as at

bifurcation points the set may lose its manifold structure.
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The flow g may have singular equilibria of the fast dynamics within C[g]. We define

the regular points of the critical set C[g]

Creg[g] = {(x, y) ∈ C[g] : ∂xg(x, y) is hyperbolic} . (4)

The remaining non-hyperbolic (fold) points form the fold set of the critical set

F [g] = {(x, y) ∈ C[g] : ∂xg(x, y) is non-hyperbolic} . (5)

At all regular points the reduced equations (2) can be used to describe the flow. At fold

points, however, we need to consider the fast dynamics and there will be jumps in slow

time determined by the fast subsystem only.

Changing variable to a fast time τ = t/ε and taking the limit ε → 0 gives quite a

different set of equations: the layer or fast equations:
{
x′ = g(x, y)

y′ = 0,
(6) eq:layer

were we write x′ to denote d
dτ
x and note that (a) the constant slow variable y now

acts as a parameter for evolution of the fast variable x and (b) the layer equation,

when restricted C[g] consists entirely of equilibria for m = 1 (for m > 1 there may be

other objects, such as limit cycles). We split the regular set into a disjoint union of

attracting/repelling/saddle points

Catt[g], Crep[g], Csad[g]

so that Creg[g] = Catt[g] ∪ Crep[g] ∪ Csad[g]. Note that F [g] is the union of the set of

boundaries of these sets, and also that the set Csad[g] only exists for m ≥ 2. Note that

the regular set is the union of all non-singular points

Creg[g] = C[g] \ F [g].

We now make the notion of jumps more precise: For any point p = (x, y) ∈ F [g]

we define the (possibly set-valued) umbral map‡
U [g](p) = {ω-limits of a non-trivial trajectories in (6) with α-limit p} (7)

(where the ω and α-limits are the limit sets for the trajectory as t → ∞ and t → −∞
respectively) to be the solutions of the layer equations not equal to p. The ω-limits are

always non-empty since we will assume bounded global attractors. However, if all ω

limits equal p then the umbral map is empty. The umbra or drop set is the image of the

folds under the umbral map:

U [g] = U [g](F [g]).

We define the projection onto the slow variable as

π : Rm+n → Rn, π(x, y) = y

‡ The image of this umbral map is called the umbra (meaning shadow) [14]. The umbra is also called

drop set [24].
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and for p = (x, y) we define the set of all co-folds to p as

Π(p) = {q ∈ F [g] : π(p) = π(q)} = π−1 (π(p)) ∩ F [g], (8) eq:cofolds

i.e. all fold points with the same slow coordinate as p. Similarly, we define the set of

folds sharing a given slow (y) coordinate to be:

P (y) = F [g] ∩ π−1(y). (9) eq:Pydef

2.1. Trajectories in the singular limit

Note that typical points in Rm+n are not on C[g]: starting at (x, y) 6∈ C[g] there will

be fast motion governed by the layer equations (6). If this settles to a limit we will

typically have arrived at a point on the critical set that is a stable equilibrium, i.e. on

Catt[g]. The slow dynamics then carries the trajectory around Catt[g] until (possibly) it

hits a fold point p = (x, y) ∈ F [g]. If U [g](p) is a single point then there is a unique

non-trivial trajectory of the layer equations from this point, the fast motion will take

the dynamics to U [g](p).

Hence typical trajectories in the singular limit (which can be viewed as trajectories

of a constrained differential equation [33]) are composed of segments of slow trajectories

on Catt[g] interspersed with fast jumps. Depending on the nature of the slow segments

and fast jumps, characterised by the umbral maps, there may be a trajectory of the

ε > 0 system that remains close to the singular trajectory. More precisely, we define a

singular trajectory [4, 24] (also called a candidate trajectory) as follows:

def:singulartraj Definition 1 (Singular trajectory) A singular trajectory is a homeomorphic image

under γ0 : [a, b]→M ×N with a < b, where

• The interval is partitioned as a = t0 < t1 < . . . < tn−1 < tm = b into a finite

number of subintervals.

• The image of each subinterval γ0(tj−1, tj) is a trajectory of either the fast subsystem

or the slow subsystem.

• The image γ0(a, b) is oriented consistently with the orientations on each subinterval

induced by the fast or slow flows.

Note that t is a parametrisation of the curve rather than fast or slow time.

Consequently, the image of a subinterval can be a complete homoclinic or heteroclinic

orbits of the fast or slow subsystem. In typical cases, the attractor will consist of

subintervals that alternate between fast and slow segments, but this may not be the

case at bifurcation. In the case that all slow segments are on Catt[g], this will typically

perturb [10] to similar trajectories ε→ 0. If the slow segments explore other hyperbolic

points on the critical manifold, canard trajectories may appear. Several possible cases

of fast/slow trajectories are considered in [10].
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2.2. Global equivalence of critical sets

In order to define persistence and bifurcation of critical sets we need a notion of

equivalence between the parametrized fast vector fields. We define global equivalence of

fast vector fields for the case m = n = 1, and leave the generalisation of this equivalence

to n,m > 1 open.

We consider fast and slow vector fields g : Rm+n → Rm and h : Rm+n → Rn, with

the generic assumptions of smoothness and being in the singular limit ε → 0. More

precisely we consider

V ′f := C∞(Rm+n,Rm), V ′s := C∞(Rm+n,Rn). (10) eq:restrictedsystem

We furthermore consider only systems (1) with bounded global attractors.

We restrict ourselves to vector fields defined on some fixed compact regions M ⊂ Rm

and N ⊂ Rn with open interior and smooth boundaries having outward normals m(x)

and n(y) respectively. Implicitly fixing these M and N , we define the open sets

Vf :=

{
g ∈ V ′f :

g(x, y) · n(x) < 0 ∀(x, y) ∈ (∂M,N) and

g(x, y) = 0⇒ gx(x, y) 6= 0 ∀(x, y) ∈ (M,∂N)

}
(11) eq:Xf

and

Vs := {h ∈ V ′s : h(x, y) ·m(y) < 0 ∀(x, y) ∈ (M,∂N)}. (12) eq:Vs

Note that if (g, h) ∈ M × N then the forward dynamics must remain in M × N and

that there are no tangencies of the flow, (or the critical set) with the boundary. These

conditions ensure that the properties persist under small perturbations of the vector

field.

Recall now that the critical set and the fast dynamics depend only on g, and suppose

that g, g̃ ∈ Vf . We say that g ∼ g̃ and the critical set C[g] is globally equivalent on M×N
(c.f. [13, p144]) to C[g̃] if there are functions Y (y) : N → Rn, X(x, y) : M × N → Rm

and S : M ×N → (0,∞) such that:

g̃(x, y) = S(x, y)g(X(x, y), Y (y)) (13) eq:globalequivalence

i.e. we only consider changes in coordinate that map fast dynamics to fast dynamics up

to a possible change in timescale. More precisely, we assume that:

• The map Φ(x, y) := (X(x, y), Y (y)) is a diffeomorphism

• The map S(x, y) > 0 is smooth on M ×N
The requirement that S(·, ·) > 0 ensures that trajectories preserve their time orientation

under equivalence.

3. Persistence and bifurcation of critical sets
sec:criticalmanifolds

Assume we define Vf as in (11) for some compact regions M and N . In order to define

persistence of the critical sets we define the unfolding of the slow dynamics following [13,
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Section III]. We say a smooth function G(x, y, λ) for λ ∈ Rr is a r-parameter unfolding

of g(x, y) if

G(x, y, 0) = g(x, y)

for all (x, y) ∈ M × N . Reference [13] mostly assumes G and g are germs of vector

fields, though in [13, Theorem III.6.1] the equivalence is global within a compact region,

as we consider here.

If G and H are both unfoldings of g, we say that H factors through G if there exists

smooth mappings S,X, Y, L and W ⊂ Rr, a neighbourhood of 0, such that

H(x, y, λ) = S(x, y, λ)G(X(x, y, λ), Y (y, λ), L(λ)), for all λ ∈ W and (x, y) ∈ (M,N),

and S(x, y, 0) = 1, X(x, y, 0) = x, Y (y, 0) = y, L(0) = 0 (see [13]). We define G to be

a versal unfolding if every unfolding H of g factors through G. We say it is persistent

if it is its own unfolding, i.e. for any unfolding G ∈ C∞(M × N × Rr) such that

G(x, y, 0) = g(x, y), on M ×N there is a neighbourhood W of 0 in Rr such that

G(x, y, λ) ∼ g(x, y), ∀λ ∈ W,
where, as before, ∼ denotes global equivalence on M ×N .

If the unfolding is versal and contains a minimum number of parameters, we call it

a universal unfolding [13]. The number of parameters λ in such a universal unfolding

G is the codimension of g. In particular, if g is persistent then it is its own universal

unfolding, and in this case we say it has codimension zero. We say a bifurcation of

critical sets occurs for g if C[g] is non-persistent, and the codimension of the bifurcation

is that of the universal unfolding of g.

3.1. Persistence and codimension one bifurcation of critical sets for one fast and one

slow variable

The case m = n = 1 can be directly treated using the global bifurcation theory with

distinguished parameter approach of [13, Section III], considering the slow variable y as

the distinguished parameter. Consider some g ∈ V ′f and note that the critical set is

C[g] = {p = (x, y) ∈ R× R : g(p) = 0},
and that the fold set is

F [g] = {p ∈ C[g] : gx(p) = 0}.
Table 1 lists the three degenerate fold sets Di[g], i = {1, 2, 3} for m = n = 1: fold

tangency, hysteresis point, and multiple limit point. The term limit point is a historical

term for fold point. The set of all degenerate folds is then

D[g] = D1[g] ∪ D2[g] ∪ D3[g], (14) eq:defDg11

and any point in F [g] \ D[g] is a non-degenerate fold point. Note that [13] refers to the

fold tangency as a “simple bifurcation” and a multiple limit point as a “double limit

point” but our notation offers easier generalization to higher n. The following theorem

characterizes the persistent critical sets, using a result from [13].
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Table 1. Degenerate folds for m = n = 1: Proposition 1 states that if D[g] =

D1[g] ∪ D2[g] ∪ D3[g] defined in (14) is empty then g ∈ Vf is persistent on M ×N .

Fold tangency: D1[g] = {p ∈ F [g] : gy(p) = 0},
Hysteresis point: D2[g] = {p ∈ F [g] : gxx(p) = 0},
Multiple limit point: D3[g] = {p ∈ F [g] : |Π(p)| ≥ 2}.

tab:D11nonpersistent

Table 2. Subsets of Di[g] for m = n = 1 whose union contains all codimension

one bifurcations. Note that det(D2g) = gxxgyy − g2xy and that the first two are local

degeneracies.

Quadratic fold tangency: D1
1[g] = {p ∈ D1[g] : |Π(p)| = 1 and det(D2g(p)) 6= 0},

Cubic hysteresis point: D1
2[g] = {p ∈ D2[g] : |Π(p)| = 1 and gxxx(p) 6= 0},

Double limit point: D1
3[g] = {p ∈ D3[g] : |Π(p)| = 2}.

tab:D11persistent

prop:CM110 Proposition 1 (Codimension zero, m = n = 1) In the case m = n = 1, if g ∈ Vf
has no degenerate folds (i.e. if D[g] = ∅) then the critical set C[g] is persistent to smooth

perturbations.

Proof: We apply [13, Theorem 6.1]: this states that there is bifurcation equivalence if

there are no (a) simple bifurcations (here called fold tangencies), (b) hysteresis points

(c) double limit points (here called multiple limit points) or (d) codimension one inter-

actions of equilibria or folds with the boundaries. The assumptions in (11) are open

conditions that ensure that (d) does not happen and that any unfolding of g will remain

within Vf for small enough perturbations. Hence the only obstructions are (a-c) which

are avoided if D[g] is empty. �

To aid the classification of codimension one bifurcations, we define D1
i [g] in Table 2.

These are open dense subsets of Di[g] that avoids obvious further degeneracies. We then

subdivide these cases further in Table 3. A vector field g is degenerate at codimension

one if exactly one of these degeneracies D1
i,j[g, y] occur for exactly one slow coordinate

y (in exactly one fast fibre) which means we only need to compare points in P (y)

for some y. We avoid higher codimension fold tangency by precluding the cases

det(D2g) = gxxgyy − g2xy = 0 or higher order hysteresis gxxx = 0. The next result

shows that Table 3 and Figure 1 give a complete list of codimension one bifurcations

for this case.
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Table 3. Complete list of degeneracies that lead to codimension 1 bifurcations listed in

Proposition 2. We write P (y) = {pi} as the set of distinct singular points pi = (xi, y) of

the vector field g with slow coordinate y. Note that local degeneracies have |P (y)| = 1

Hyperbolic fold

tangency

D1,1[g, y] = {P (y) ⊂ D1
1[g] : |P (y)| = 1 and

det(D2g(p)) < 0}
Fig. 2 a,b,c)

Elliptic fold tan-

gency

D1,2[g, y] = {P (y) ⊂ D1
1[g] : |P (y)| = 1 and

det(D2g(p)) > 0}
Fig. 2 d,e,f)

Stable hysteresis: D2,1[g, y] = {P (y) ⊂ D1
2[g] : |P (y)| = 1 and

gxxx(p) > 0}
Fig. 2 g,h,i)

Unstable hystere-

sis:

D2,2[g, y] = {P (y) ⊂ D1
2[g] : |P (y)| = 1 and

gxxx(p) < 0}
Fig. 2 j,k,l)

Aligned umbra-

fold double limit:

D3,1[g, y] = {P (y) ⊂ D1
3[g] : |P (y)| = 2 and

U [g](p1) = p2 and ν[g](p1) · ν[g](p2) < 0, for

some p1, p2 ∈ P (y)}

Fig. 3 a,b,c)

Opposed umbra-

fold double limit:

D3,2[g, y] = {P (y) ⊂ D1
3[g] : |P (y)| = 2 and

U [g](p1) = p2 and ν[g](p1) · ν[g](p2) < 0, for

some p1, p2 ∈ P (y)}

Fig. 3 d,e,f)

Aligned umbra-

umbra double

limit:

D3,3[g, y] = {P (y) ⊂ D1
3[g] : |P (y)| = 2 and

U [g](p1) = U(p2) and ν[g](p1) · ν[g](p2) < 0, for

some p1, p2 ∈ P (y)}

Fig. 3 g,h,i)

Opposed umbra-

umbra double

limit:

D3,4[g, y] = {P (y) ⊂ D1
3[g] : |P (y)| = 2 and

U [g](p1) = U(p2) and ν[g](p1) · ν[g](p2) < 0, for

some p1, p2 ∈ P (y)}

Fig. 3 j,k,l)

Aligned non-

interacting

double limit:

D3,5[g, y] = {P (y) ⊂ D1
3[g] : |P (y)| = 2

and (U [g](p) ∪ p) ∩pi 6=p (U [g](pi) ∪ pi)) = ∅ and

ν[g](p1) · ν[g](p2) > 0, for some p1, p2 ∈ P (y)}

Fig. 3

m,n,o)

Opposed non-

interacting

double limit:

D3,6[g, y] = {P (y) ⊂ D1
3[g] : |P (y)| = 2 and

U [g](p) ∩ (U(P (y)) ∪ P (y) \ U [g](p) = ∅, ∀p ∈
P (y), and ν[g](p1)·ν[g](p2) < 0, for some p1, p2 ∈
P (y)}

Fig. 3 p,q,r)

tab:D11persistentsubcases

prop:CM111 Proposition 2 (Codimension one, m = n = 1) For n = 1 and m = 1 the

codimension one bifurcations of critical sets C[g] for g ∈ Vf are characterised in Fig. 1,

such that one of the sets Dj,k[g, y] in Table 3 is non-empty for precisely one y. At such

a bifurcation, precisely one of the following occurs:

(i) Two folds merge at a fold tangency (e.g. Fig. 2 a,b,c) or d,e,f)).

(ii) Two folds merge at a hysteresis bifurcation (e.g. Fig. 2 g,h,i) or j,k,l)).

(iii) Two fold points share the same slow coordinate: there are six distinct ways this can

occur (e.g. Fig. 3)

Proof: To avoid persistence, at least one of the the degeneracies Di[g] listed in Table 1
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Fold set

Fold tangency Hysteresis

Stable UnstableHyperbolic Elliptic

Aligned Opposed

A f-fu O f-fu

A fu-fu O fu-fu

A fx-fx O fx-fx

Figure 1. (Color online) Conditions that lead to codimension one degeneracies of

the critical set for m = n = 1 (see also Table 3). Note that ν is the direction vector

of a fold and det(D2(g)) is the Hessian of g. Similarly, A means aligned, O means

opposed, f means fold, fu means fold umbra and fx means non-interacting fold. For

ease of notation, ν[g](p) = ν(p). For a persistent codimension one bifurcation exactly

one branch must be followed for exactly one fast fibre (a single y), leading to one of

the red boxes. See text for detailsfig:degeneracytable11

must occur for some i ∈ {1, 2, 3}: as these are independently defined we can assume

that only one will occur for an open dense set of unfoldings. Without loss of generality

we can assume that the open conditions in Table 2 apply. �

The subcases of D1
1[g] follow from examining the sign of det(D2g): the hyperbolic

fold tangency D1,1[g, y] is the simple bifurcation of [13] while the elliptic fold tangency

D1,2[g, y] is also called the isola. Similarly, the cubic hysteresis D1
2[g] can be either

stable or unstable, depending on the sign of the leading order term. These cases can be

transformed into the normal forms of Table 4 (these are given in [13]). The cases D1
1[g]

unfold on varying a typical parameter λ as shown in Fig. 2 a,b,c) and d,e,f) respectively,

while D1
2[g] unfold as shown in Fig. 2 g,h,i) and j,k,l).

The double limit points D1
3[g] can be split into several subsets according to the

direction of the folds given by the signs of

ν[g](p) = gxx(p)gy(p)

at the two limit points, and k, the number of regular sheets that separate them. The

number k determines whether the umbrae and folds intersect. If k = 0, then the umbra

of one fold intersects the other fold, if k = 1 then the umbrae of the folds intersect, and

if k ≥ 2 then the umbrae and folds do not intersect. The six distinct subcases of D1
3[g]

are shown in Figure 3.
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Figure 2. (Color online) Unfoldings of local codimension one structural bifurcations

of the critical set for m = n = 1. Solid black lines show Catt[g], dashed black lines

show Crep[g] while red arrows show the umbral map from fold points.fig:structureCM111D1D2

Table 4. Normal forms (for m = n = 1) and hypothesised normal forms (for

m = 1, n = 2) of local codimension one bifurcations of the critical manifold. Different

signs of δ1, δ2 6= 0 give different subcases of bifurcation.

m = n = 1

Fold tangency: g(x, y) = x2 + δ1y
2 + λ,

Hysteresis: g(x, y) = δ1x
3 + λx+ y,

m = 1, n = 2

Fold tangency: g(x, y1, y2) = x2 + δ1y
2
1 + δ2y

2
2 + λ,

Cusp tangency: g(x, y1, y2) = δ1x
3 + δ2xy

2
2 + λx+ y1,

Swallowtail: g(x, y1, y2) = x4 + λx2 + y1x+ y2,tab:bifnormalforms
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Figure 3. (Color online) Unfoldings of subcases of double limit point, the global

codimension one bifurcation of the critical set for m = n = 1. Bifurcation occurs when

the unfolding (bifurcation) parameter λ equals the critical value λ0. Solid black lines

show Catt[g], dashed black lines show Crep[g], and red arrows show the umbral map

from fold points.fig:structureCM111D3

3.2. Persistence of critical sets for one fast and one slow variable

In analogy with the m = n = 1 case we give a conjectured list of all degeneracies that

can cause non-persistency of vector fields with one fast and two slow variables, up to

codimension one. First, we introduce some notation. For any g ∈ V ′f we write

gx =
∂g

∂x
, ∇yg = (gy1 , gy2) and ∇⊥y g = (−gy2 , gy1).

By u||v we mean that vectors u and v are parallel. For v 6= 0 we write the projection

of v onto u as proju v = (u · v)u/|u|2. D2(g) is the Hessian of g with respect to all

components of p = (x, y1, y2):

[D2(g)]ij =
∂2g

∂pipj
, i, j ∈ {1, 2, 3}.

The slow Hessian D2
y(g) is defined analogously, but with i, j ∈ {2, 3}.

Recall that the critical set is

C[g] = {p = (x, y) ∈ R× R2 : g(p) = 0}

and the fold set is

F [g] = {p ∈ C[g] : gx(p) = 0}.
As folds are not typically isolated in this case, we also need to distinguish between

quadratic folds, cubic cusps and higher order cusps (Table 5).
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Table 5. Singularities of the critical set for one fast and two slow variables.

Quadratic fold: F0[g] = {p ∈ F [g] : gxx(p) 6= 0}
Cubic cusp: F1[g] = {p ∈ F [g] : gxx(p) = 0, gxxx(p) 6= 0}
Higher order cusp: F2[g] = {p ∈ F [g] : gxx(p) = 0, gxxx(p) = 0}

tab:genericsingularities12

Table 6. Possible degeneracies of the critical set for one fast and two slow variables,

m = 1 and n = 2. As before, the co-fold set Π(p) is the subset in F [g] sharing slow

coordinate with the point p

Fold tangency D1[g] = {p ∈ F [g] : ∇yg(p) = 0}
Cusp tangency D2[g] = {p ∈ F [g] \ F0[g] : ∇⊥y g(p) · ∇ygx(p) = 0}
High order cusp D3[g] = {p ∈ F [g] : gxxx(p) = 0}
Tangency of

quadratic fold projec-

tions

D4[g] = {p1 ∈ F0[g] : ∇yg(p1)||∇yg(p2) for some p2 ∈
Π(p1) \ p1 ∩ F0[g]}

Cusp projection inter-

section

D5[g] = {p ∈ F [g] : |Π(p)| ≥ 2 and Π(p) ∩ F1[g] 6= ∅}

Triple fold projection

intersection

D6[g] = {p ∈ F [g] : |Π(p)| ≥ 3}
tab:nonpersistentdegeneracies12

We believe that the list of degenerate sets Di[g] of F [g] given in Table 6 is an

exhaustive list of degeneracies under a suitable equivalence. These degeneracies are

natural extensions from the degeneracies for m = n = 1; generic objects (quadratic

fold lines and cubic cusps) can intersect (D1[g], D2[g], D3[g]), their projections can

become tangent D4[g] or intersect D5[g] and D6[g]. More precisely, we define the set of

degenerate points

D[g] = D1[g] ∪ D2[g] ∪ D3[g] ∪ D4[g] ∪ D5[g] ∪ D6[g].

Note that the umbral map is single valued for p ∈ F [g]\(D2[g]∪D3[g]). If p ∈ D2∪D3[g]

then it can be zero, one or two-valued (see Figure C1). We now conjecture a persistence

criterion for m = 1, n = 2 that is analogous to the m = n = 1 case in Proposition 1.

conj:CM120 Conjecture 1 (Codimension zero, m = 1, n = 2.) For one fast and two slow

variables, the critical set C[g] is persistent to perturbations for g ∈ Vf if all folds are

non-degenerate, i.e. if D[g] = ∅.

Unfortunately, the method of proof in [13, Thm III.6.1] used for Proposition 1

does not easily generalize to this case of “multiple distinguished parameters” (two slow

variables in our case). This is because degenerate cases appear with codimension infinity

[29], at least if we consider the restricted global equivalence where we require that q(y)

is the identity in (13). Hence proof of this result will require a less stringent (but still

natural) form of global equivalence.
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3.3. Codimension one bifurcations of critical sets for one fast and two slow variables

A variety of degeneracies can persistently occur for one parameter families, i.e. at

codimension one. Table 7 lists degeneracies that we believe contain all persistent

codimension one bifurcations for a suitable notion of global equivalence. We divide

these into local or global degeneracies. The local degeneracies (Table 8) are denoted

D1
i,j[g, y] for i ∈ {1, 2, 3}, the others involve interaction of two or more points in the

same fast fibre of y: these global degeneracies are denoted D1
i,j[g, y] for i ∈ {4, 5, 6} and

are listed in detail in Appendix C.

For persistent fold tangency we require that D2(g) has no zero eigenvalues. For

persistent cusp tangency we require that the direction of a cubic cusp (defined later) is

non-zero and non-parallel to the gradient. This follows if we assume that the quantity

W [g](p) = gxxx(p)∇⊥y gT (p)D2
y(gx(p))∇⊥y g(p) (15) eq:secondordercuspcondtion

is non-zero. For a typical fold projection tangency, we require that the quadratic terms

of two quadratic folds are distinct. This can be guaranteed by considering the quadratic

curvature vectors

z[g](p) =

(
∇yg(p)TD2

y(g(p))∇yg(p)

2|∇yg(p)|4

)
∇yg(p) (16) eq:curvaturevector

at fold points p1 and p2 ∈ Π(p1) (see Figure 4 c,d) and Appendix A for more details).

We require that these curvature vectors are not both parallel and of equal magnitude:

z[g](p1) · z[g](p2) 6= |z[g](p1)|2. (17) eq:curvaturevectorsnonaligned

The direction vector of a cubic cusp is given by

µ[g] =
gxxx

proj∇⊥
y g
∇ygx

∇⊥y g. (18) eq:cuspdirection

(See Figure 4 a) and Appendix B). If µ[g] is undefined or zero, there is a degeneracy.

The former occurs if ∇⊥y g(p) · ∇ygx(p) = 0 and the latter if gxxx = 0. The degeneracy

condition for fold tangency is analogous since the vanishing of quadratic fold vector

(Fig. 4 b))

ν[g] = gxx∇yg = 0 (19) eq:folddirection

also causes degeneracy. The quantities ν[g], µ[g], W [g] and z[g] are discussed more in

Appendix A and Appendix B. Hypothesised normal forms for the local codimension one

bifurcations are listed in Table 4.

We now go trough the persistent subcases of codimension the one degeneracies

listed in Table 7.

3.3.1. Fold tangency Fold tangency occurs when a pair or continuum of folds intersect.

Typical fold tangency D1
1[g] is classified by |Σ+|, the number of positive eigenvalues in Σ,

the spectrum of sign (gxx(p))D
2(g)(p). The cases of wormhole (|Σ+| = 1), tube (|Σ+| = 2)

and isola (|Σ+| = 3) are shown in Figure 5 a) to i). Note that gxx(p) det(D2(g)(p) 6= 0

implies that all non-positive eigenvalues are negative and that at least one eigenvalue is

positive.
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Table 7. Subsets of D[g], for one fast and two slow variables, whose union we

conjecture contains all codimension one bifurcation sets. Note that D1
i [g] are local

for i = 1, 2, 3 and global for i = 4, 5, 6. Π(p) is the set of all singular points sharing

slow coordinate with p. (see the text for details)

Typical fold tangency D1
1[g] = {p ∈ D1[g] : |Π(p)| = 1 and det(D2g(p)) 6= 0}

Typical cusp tan-

gency

D1
2[g] = {p ∈ D2[g] : |Π(p)| = 1 and W [g](p) 6= 0}

Swallowtail D1
3[g] = {p ∈ D3[g] : |Π(p)| = 1 and gxxxx 6= 0}

Typical double

quadratic fold projec-

tion tangency

D1
4[g] = {p ∈ D4[g] : |Π(p)| = |Π(p) ∩ F0[g]| = 2 and

z[g](p) · z[g](q) 6= |z[g](p)|2, ∀q ∈ Π(p) \ p}

Quadratic fold - cubic

cusp projection inter-

section

D1
5[g] = {p ⊂ D5[g] : |Π(y)| = 2 and |Π(p) ∩ F0[g]| = 1

and |Π(p) ∩ F1[g]| = 1}

Triple quadratic fold

projection intersec-

tion

D1
6[g] = {p ∈ D6[g] : |Π(p)| = 3 and |Π(p) ∩ F0[g]| = 3}.

tab:persistentdegeneracies12

Table 8. Subsets of local degeneracies, for one fast and two slow variables parametrized

by the slow coordinate, conjectured to include all codimension one bifurcations. Note

that P (y) is the set of all singular points of the vector field g with slow coordinate

y. The number of positive eigenvalues of the Hessian sign (gxx)D2[g] at p is written

as |Σ+|. Note that no eigenvalues are zero, since det(D2g(p)) 6= 0. (see the text for

details)

Wormhole fold tan-

gency

D1,1[g, y] = {P (y) ⊂ D1
1[g] : |Σ+| = 1} Fig. 5 a,b,c)

Tube fold tangency D1,2[g, y] = {P (y) ⊂ D1
1[g] : |Σ+| = 2} Fig. 5 d,e,f)

Isola fold tangency D1,3[g, y] = {P (y) ⊂ D1
1[g] : |Σ+| = 3} Fig. 5 g,h,i)

Stable beaks cusp

tangency

D2,3[g, y] = {P (y) ⊂ D1
2[g] : W [g](p) <

0 and gxxx < 0}
Fig. 5 j,k,l)

Unstable beaks

cusp tangency

D2,4[g, y] = {P (y) ⊂ D1
2[g] : W [g](p) <

0 and gxxx > 0}
Stable lips cusp

tangency

D2,1[g, y] = {P (y) ⊂ D1
2[g] : W [g](p) >

0 and gxxx < 0}
Fig. 5 m,n,o)

Unstable lips cusp

tangency

D2,2[g, y] = {P (y) ⊂ D1
2[g] : W [g](p) >

0 and gxxx > 0}
Swallowtail: D3,1[g, y] = {P (y) ⊂ D1

3[g]} Fig. 5 p,q,r)
tab:localdegeneracies12
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a)

b)

c)

d)

Figure 4. Illustration of fold and cusp alignment vectors. a) Fold (direction) vector

ν[g], b) cusp (direction) vector µ[g], c) convex fold (viewed as a projection onto the

slow subsystem) scalar quadratic curvature Z[g] and curvature direction z[g], d) same

as c) but concave.fig:geometricdefinitions
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Figure 5. (Color online) Unfolding of examples of codimension one bifurcation of

the critical set for m = 1, n = 2 (see Table 7). Bifurcation occurs when the bifurcation

parameter λ equals the critical value λ = λ0. Solid/dashed black lines show the

stable/unstable sheets of the critical set while red lines show the image of the fold

under the umbral map. Blue lines indicate special points of intersection.fig:structureCM121DSample

150



Bifurcations of critical sets and relaxation oscillations 17

3.3.2. Cusp tangency At a cusp tangency, two cusps meet locally along a line. The

subsets beaks and lips are distinguished by whether cusps are directed away from or

towards each other before bifurcation (see Figure 5 and Figure C1). These degeneracies

are named after the appearance of their projections onto the slow variables (Figure 9).

The case W [g] > 0 gives “lips” and W [g] < 0 gives “beaks”. We further subdivide these

cases depending on their stability, determined by the sign of gxxx.

3.3.3. Swallowtail The swallowtail (Figure 5 m,n,o)) is well known from catastrophe

theory and occurs when a fold “folds over itself” to create a degenerate fold that splits

up into a pair of cusps.

3.3.4. Fold projection tangency At a fold tangency, the projection of two curves of

folds onto the slow variables are tangent. We divide fold projection tangency D1
4[g] into

subcases depending on whether the folds at points p1 and p2 approach each other from

the same direction (aligned) or opposite directions (opposed), captured by the sign of

the inner product of the fold vectors ν[g](p1)·ν[g](p2). We further subdivide the opposed

cases depending on the sign of the sum

Z[g](p1) + Z[g](p2), (20)

where

Z[g](p) = sign (gxx(p))
∇⊥y g(p)

T
D2
y(g(p))∇⊥y g(p)

|∇⊥y g(p)|3 (21)

is the scalar quadratic curvature of the fold projection at a point p (see Figure 4 c,d)).

Z[g](p) > 0 correspond to a quadratically convex fold with respect to the fold direction

and Z[g](p) < 0 corresponds to a quadratically concave fold. Hence

Z[g](p1) + Z[g](p2) < 0

means that the concave curvature dominates, and the degeneracy is called a covering fold

projection tangency since the folds locally cover the slow plane (see Figure 6). Similarly,

if

Z[g](p1) + Z[g](p2) > 0,

then the degeneracy is called a non-covering fold projection tangency. Accounting for

whether the fold umbrae interact with each other, or one fold umbra interacts with a

fold, or neither, we get six subcases of opposed fold projection tangency (Table C1).

If the two fold projections are aligned the total curvature does not matter as long as

Z[g](p1) 6= Z[g](p2), with one exception. This exceptional case occurs if a fold umbra

hits a fold, in which case it matters if the curvature of the umbral fold dominates the

destination fold or not (Figure 6 a.i) and a.ii)). More details are listed in Appendix C.
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Aligned fold projection tangency Opposed covering fold projection tangency

Opposed non-covering fold projection tangency

a) d)

g)

b) c) f)

i)

e)

h)
Umbra-dominant

a.i) a.ii)
Fold-dominant

Figure 6. (Color online) Unfolding of a fold projection tangency, viewed in projection

onto the slow plane. Three principal cases are shown in a,b,c), d,e,f) and g,h,i). Darker

colours mean that more sheets of the critical manifold overlap. Red arrows show fold

vectors at tangency points. The aligned fold-fold umbra subcase has umbra-dominant

and fold-dominant subcases a.i) and a.ii) respectively. Dotted lines show parts of the

destination fold covered by the umbral fold, seen from the stable side of the umbral

sheet.fig:foldtangencysketch

3.3.5. Cusp-fold projection intersection At a cusp-fold projection intersection, the

projections of a cusp and a fold line coincide in their projection onto the slow variables.

We classify the intersection D5[g] of a cusp and a fold projection into ten cases (Table

C2), depending on the stability of the cusp (determined by gxxx), the direction from

which the cusp approaches the fold (determined by the sign of ν[g](p2) · µ[g](p2)), and

k, the number of regular sheets of equilibria separating the fold and cusp. If k = 0,

then one umbra intersect directly with a fold or cusp point (e.g. Figure 5). If k = 1,

then two umbrae intersect, and if k ≥ 2 then none of the umbrae or folds intersect. The

middle columns of Figures C5 and C6 show typical cases of these degeneracies. Note

that no degeneracies involving the umbrae of a stable cusp exist, since stable cusps have

no umbrae.

3.3.6. Triple fold projection intersection The projections of three fold lines D6 onto

the slow variables can intersect transversally in two ways: as a covering triple limit or

as a non-covering triple limit (see Figure 7 b)). For brevity we write νi := ν[g](pi). In

the covering case, all folds are opposed in the sense that their direction vectors span a

convex cone covering all of R2. Therefore, the zero vector can be written as a linear

combination of the direction vectors using only non-negative coefficients ai ≥ 0, not all

zero:

ν1a1 + ν2a2 + ν3a3 = 0. (22) eq:linearcombination

In the non-covering case the convex cone of the direction vectors does not cover R2,

meaning that at least one coefficient has to be negative in order for the vector sum to

be zero (see Figure 7 a)). Therefore, the two subcases are defined by the signs of the
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a) b)

Figure 7. (Color online) Sheets of the critical manifold near a) Non-covering and

b) covering triple limit points bifurcations, projected onto the slow variables. Solid

black lines show folds. Red arrows indicate direction vectors of folds νi, i ∈ {1, 2, 3},
and grey areas indicate overlapping folds. The convex cones spanned by the direction

vectors are shown as striped regions.fig:triplelimitpointcoveringnoncovering

coefficients in (22)
{

Non-covering triple limit if ± sign (a1, a2, a3) = (+,+,−)

Covering triple limit if ± sign (a1, a2, a3) = (+,+,+)
, (23)

for some choice of prefactor sign. Note that a higher codimension degeneracy will occur

if ai = 0 for at least one i. Interactions of umbrae of the folds with other folds or umbrae

give additional subclasses of triple limit points: these cases are detailed in Appendix C

in Table C3. Note that it is not possible for all three fold umbrae to intersect.

We summarise the discussion in this section with the following classification of

codimension one bifurcations for the case of one fast and two slow variables, analogous

to Proposition 2.

conj:CM121 Conjecture 2 (Codimenson one, m = 1, n = 2.) For m = 1 and n = 2 the

codimension one bifurcations of critical sets C[g] for g ∈ Vf are characterised in Figure 8,

such that precisely one of the sets Dj,k[g, y] in Table 3 is non-empty, for precisely one

y ∈ R2. At such a bifurcation, precisely one of the following occurs:

(i) A loop or pair of hyperbolae appears in the fold projections at a fold tangency D1,k.

[e.g. Fig. 5 a) to i)]

(ii) Two cusps annihilate at a cusp tangency D2,k. [e.g. Fig. 5 j) to o)]

(iii) A quadratic fold line folds over to form two cusps in a swallowtail D3,k. [e.g. Fig. 5

p,q,r)]

(iv) The projections of two quadratic fold curves onto the slow variables become tangent

D4,k. [e.g. Fig. 5 s,t,u)]

(v) The projections of a quadratic fold line and a cubic cusp intersect D5,k. [e.g. Fig. 5

v,w,aa)]

(vi) The projections of three fold lines intersect D6,k. [e.g. Fig. 5 bb,cc,dd)]

Figure 9 shows shows the projections of fold lines and cusps that correspond to

the possible codimension one degeneracies of the critical set. Appendix C gives a

detailed listing of inequivalent subcases of codimension one bifurcations associated with
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Fold tangency

Swallowtail

TubeWormhole

Aligned Opposed

A sc-fu O sc-fu

A ucu-fu O ucu-fu

A scx-fx O scx-fx

A ucx-fx O ucx-fx

Non-covering Covering

A f-fu fx-fx

A f-fu fu-fu

A f-fu f-fu

A fu-fu fx-fx

A fx-fx fx-fx

O f-fu f-fu

O f-fu fu-fu

O f-fu fx-fx

O fu-fu fx-fx

O fx-fx fx-fx

Fold set

Cusp tangency

Beaks Lips

A ucu-f O ucu-f

Opposed

Isola

Aligned

A fd-fu

A fu-fu

A fx-fx

A f-fud

Covering

ONC f-fu

Non-covering

OC f-fu

ONC fu-fu

ONC fx-fx

OC fu-fu

OC fx-fx

and

Figure 8. (Color online) Classification of codimension one degeneracies of the critical

set for m = 1 and n = 2. The top left group correspond to local degeneracies D1,2,3.

Note that ν and µ are direction vectors of folds and cusps in the projection. Z and W

relate to quadratic terms of folds and cusp projections, and Σ+ is the number of positive

eigenvalues of the Hessian of g multiplied by sign (gxx). Note that f means fold, sc/uc

means stable/unstable cusp, fu/cu means fold/cusp umbra and fx/cx means non-

interacting fold/cusp. Similarly, fd means fold dominant and fud means fold umbra

dominant. For ease of notation we suppress dependence on g e.g. ν[g](p) = ν(p).

For a persistent codimension one bifurcation, exactly one branch must be followed for

exactly one fast fibre (a single y), leading to one of the red boxes (see the text for

details)fig:degeneracytable12

projection intersection: we do not attempt to suggest global normal forms for these

cases.
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Beaks cusp
tangency

Fold projection tangency

Lips cusp tangency

Wormhole/isola fold
tangency

Cusp-fold projection intersection Triple fold projection intersection

Tube fold
tangency

to

to

to

Swallowtail

Figure 9. (Color online) Types of codimension one bifurcations of the critical set for

one fast and two slow variables, shown in terms of changes to the fold set projected

onto slow variables. The cases are enumerated more precisely in Figure 8.fig:projectionsketch

4. Global singular equivalence, persistence and bifurcation

4.1. Global singular equivalence of systems

To define a useful notion of global equivalence of system (1) in the singular limit, we

fix compact regions M and N as above and suppose that {g, h} and {g̃, h̃} are both in

Vf × Vs where these are defined as in the previous section.

We say {g, h} is globally singularly equivalent to {g̃, h̃} (on M ×N) if one can write{
g̃(x, y) = S(x, y)g(X(x, y), Y (y)) for all (x, y) ∈M ×N
h̃(x, y) = T (x, y)h(X(x, y), Y (y)) for all (x, y) ∈ C[g̃]

(24) eq:globalsingequiv

where:

• The map Φ(x, y) = (X(x, y), Y (y)) is a diffeomorphism on M ×N .

• The function S(x, y) > 0 is smooth and positive on M ×N .

• The function T (x, y) > 0 is smooth and positive on M ×N .

Note that because we are only interested in equivalence of the singular systems, we

allow independent re-parametrization of the fast and slow timescales. Note that T (x, y)

is globally defined but only evaluated on C[g̃]. Clearly, if {g, h} is globally singularly

equivalent to {g̃, h̃} then g is globally equivalent to g̃ in the sense of (13). One can check

that this is an equivalence relation - it is transitive and reflexive, and one can check it

is symmetric by noting that if (24) holds then{
g(x, y) = S̃(x, y)g̃(X̃(x, y), Ỹ (y)) for all (x, y) ∈M ×N
h(x, y) = T̃ (x, y)h̃(X̃(x, y), Ỹ (y)) for all (x, y) ∈ C[g]

(25)

because (x, y) ∈ C[g] if and only if Φ(x, y) ∈ C[g̃], and one can verify that:
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• The map Φ̃(x, y) = (X̃(x, y), Ỹ (y)) is a diffeomorphism that is the inverse of Φ on

M ×N .

• The function S̃(x, y) = 1/S(Φ̃(x, y)) is smooth and positive on M ×N .

• The function T̃ (x, y) = 1/T (Φ̃(x, y)) is smooth and positive on M ×N .

Note that singular trajectories are mapped onto each other by global singular equivalence

as expressed in the following result.

Lemma 1 Suppose that {g, h} is globally singularly equivalent to {g̃, h̃} on M × N .

Then the singular trajectories of these systems are equivalent via a diffeomorphism.

Proof: To see this, suppose that Φ, S, T are found that satisfy (24) and suppose

that γ0 : [a, b] → M × N is a singular trajectory for {g, h} as in Definition 1 for

a = t1 < · · · < tm = b. If Jj = (t̃j, tj+1) is any fast trajectory segment then Φ̃(Jj) is

a fast trajectory segment for {g̃, h̃} with the same orientation (and time scaled by S̃).

If Jj is a slow segment then it lies within C[g] and so Φ̃(Jj) is a slow trajectory seg-

ment for {g̃, h̃} that lies within C[g̃] with the same orientation (and time scaled by T̃ ). �

4.2. Persistence under global singular equivalence

If system (1) is its own universal unfolding under global singular equivalence then we say

the system is persistent. Clearly, in such a case the fast vector fields indexed by the slow

variables must be persistent, but also we cannot have degeneracies of the slow system on

the critical set. We expect (1) to be persistent under global singular equivalence if the

fast subsystem is persistent and, in addition, the slow system has persistent behaviour

on the critical set.

For the case m = n = 1 we can make this statement more precise. We define the

slow nullcline

N [h] = {(x, y) : h(x, y) = 0}.
For any regular point p0 = (x0, y0) ∈ Creg[g] there will be a curve (Xp0(y), y) ∈ C[g] with

Xp0(x0) = y0 such that g(Xp0(y), y) = 0. Implicitly differentiating this gives

dXp0

dy
(y) = −gy(Xp0(y), y)

gx(Xp0(y), y)

for y close to y0. Then we can locally reduce (2) to an equation on the critical set of

the form

ẏ = Hp0(y) := h(Xp0(y), y).

If p0 = (x0, y0) ∈ N [h]∩Creg[g] then Hp0(y0) = 0 is an equilibrium and its linear stability

is determined via

H ′p0 =
dHp0

dy
= −hx

gy
gx

+ hy

evaluated at p0. This highlights that the slow dynamics are essentially one-dimensional

when restricted to Creg[g]. Before stating a result on persistence of fast-slow systems,
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we give some definitions. We define the restriction of the slow nullcline onto the critical

manifold as

Nr[g, h] = N [h] ∩ C[g],

and define the slow degenerate set E [g, h] as the union of two subsets, defined shortly:

E [g, h] = E1[g, h] ∪ E2[g, h]. The slow locally degenerate set is

E1[g, h] = {p = (x, y) ∈ Nr[g, h] : gx(p)hy(p)− hx(p)gy(p) = 0},

which occurs when the fast and the slow nullclines intersect tangentially. Note that this

condition is equivalent to the determinant of the Jacobian of the full system being zero,

and for p0 ∈ Creg[g] this implies that H ′p0(y) = 0.

Recalling that π(p) is the projection onto the slow variables, we define the set of

slow co-equilibria

Ξ[g, h](p) = {π−1(π(p)) ∩Nr[g, h]},
which we use to define the multiple slow equilibrium set

E2[g, h] = {p ∈ Nr[g, h] : |Ξ[g, h](p)| ≥ 2}.

We define the (mixed) fold-equilibrium multiple projection set as

M[g, h] = {p ∈ Nr[g, h] : π(p) ∩ π(F [g]) 6= ∅},

that is, the set of equilibria that share slow coordinate with at least one fold of the

critical manifold. This finally allows us to define the fast-slow degenerate set as

G[g, h] = D[g] ∪ E [g, h] ∪M[g, h].

Theorem 1 below establishes that this set contains all degeneracies under global singular

equivalence.

thm:globalsingpersist Theorem 1 In the case m = n = 1, if g ∈ Vf and h ∈ Vs then (1) is persistent under

global singular equivalence for {g, h} if and only if the all of the following hold (i.e.

G[g, h] = ∅):

(i) The critical set C[g] has no degenerate folds (i.e. D[g] = ∅).

(ii) There is at most one equilibrium per slow coordinate y (i.e. E2[g, h] = ∅)
(iii) There is no intersection of the slow nullcline and folds or co-folds, i.e. (M[g, h] =

∅).

(iv) There are no degenerate slow equilibria on the critical manifold (E1[g, h] = ∅)

Proof: We begin with the “if” part. If the critical set has degenerate folds D[g] 6= ∅ then

g is non-persistent under global equivalence. Hence, we need that D[g] = ∅. Assume

by contradiction that E2[g, h] 6= ∅. Then at least two equilibria share slow coordinate

y1. Under a generic perturbation of {g, h} these will have different slow coordinates,

and since the base is preserved under global singular equivalence, {g, h} cannot be
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deformed to make the equilibria share y coordinate. Hence, for persistence we need

E2[g, h] = ∅. A similar argument implies that M[g, h] = ∅ is required for persistence.

Given that M[g, h] = ∅, E1[g, h] 6= ∅ implies that there is a p0 ∈ Creg[g] and a y such

that Hp0(y) = H ′p0(y) = 0. But this is a non-hyperbolic equilibrium, and thus is not

persistent to perturbation. Hence, for persistence we need E1[g, h] = ∅.
For the “only if” part, we need to argue that there is no other way for (1) to be non-

persistent than if G[g, h] 6= ∅. Assume that G[g, h] = ∅. Then there is a neighbourhood

of every singularity of g and equilibrium of {g, h} that has only one fold or equilibrium

in the fast fibre. These are either quadratic folds of g or hyperbolic equilibria of {g, h},
both which are persistent under perturbation. Hence, {g, h} must be persistent. �

Note that the global singular equivalence (24) does not depend on the nullcline

N (x, y) away from the critical manifold. Bifurcation occurs if one of the assumptions

in Theorem 1 is broken. Note that the assumptions that g ∈ Vf implies the critical set

does not intersect ∂M ×N , and that h ∈ Vs implies that the nullcline does not intersect

M × ∂N ; more generally there will be additional persistence conditions that require

persistent intersection with these boundaries.

4.3. Generic bifurcations in singular fast-slow systems

We can understand generic codimension one bifurcations of fast-slow systems (1) by

examining the ways that the persistence conditions of Proposition 1 are violated. For

m = 1 and n = 1, 2 this means that the codimension one bifurcations of the critical

manifold are possible bifurcations under global singular equivalence. In addition, there

are many ways that a change in the slow subsystem can lead to a bifurcation.

For m = n = 1 we define, as for the critical manifold, subsets of E1[g, h], E2[g, h]

and M[g, h] containing all codimension one degeneracies of G[g, h], which are not only

due to degeneracy of the fast subsystem, in Table 9. We further define subsets of these,

which give codimension one bifurcation if all except for one of the subsets are empty, and

if the nonempty subset is nonempty for only one slow coordinate y (Table 3). Equipped

with the subsets in Table 10, Proposition 3 lists the codimension one degeneracies of 1

for m = n = 1.

Proposition 3 In the case m = n = 1, codimension one bifurcation of the fast-slow

system (1) for {g, h} occurs due to exactly one of the following reasons, for exactly one

slow coordinate y ∈ N .

(i) Two folds of C[g] merge at a quadratic fold tangency of the critical manifold at some

(x, y), and G[g, h] \ D1
1[g, y] = ∅.itm:codimonero1

(ii) There is a cubic hysteresis of C[g] at some (x, y), and G[g, h] \ D1
2[g, y] = ∅.itm:codimonero2

(iii) There is a double limit point of C[g] for some y and G[g, h] \ D1
3[g] = ∅itm:codimonero3

(iv) There is a nondegenerate slow saddle-node equilibrium on the regular part of the

critical manifold, and G[g, h] \ E1,1[g, h, y] = ∅itm:codimonero4
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Table 9. Subsets of E1[g, h], E2[g, h] andM[g, h] for m = n = 1 whose union contains

all codimension one bifurcations, not only due to bifurcation in the fast subsystem.

Note that det(D{g, h}) = gxhy − gyhx is the Jacobian of the full system (1) and that

the first subset is a local degeneracy.

Saddle-node: E11 [g, h] = {p ∈ E1[g, h] : |Ξ[g, h](p)| = 1 and

det(D{g, h}(p)) 6= 0}
Double slow equilib-

rium:

E12 [g, h] = {p ∈ E2[g, h] : |Ξ[g, h](p)| = 2}

Fold-equilibrium dou-

ble projection set:

M1[g, h] = {p ∈M[g, h] : |Ξ[g, h](p)| = 1}
tab:EM11persistent

Table 10. Degeneracies that lead to codimension one bifurcation of the singular

fast-slow system (1) up to global singular equivalence. The sets F [g] and U [g] are

the fold and the umbral sets and π(p) is the projection map. R(y) is the set of

all equilibria sharing slow coordinate y. In saddle-node non-degeneracy condition, r

and q are eigenvectors of the Jacobian of the full system and its adjoint respectively,

and B =
∑2
j,k qjqk

∂2

∂ξ1∂ξ2
(g, h), where (ξ1, ξ2) = (x, y) [26, p.175]. The last column

associates the degeneracy to a possible bifurcation of relaxation oscillations.

Non-degenerate

saddle-node

E1,1[g, h, y] = {R(y) = π−1(y) ∩ Nr[g, h] ⊂
E11 [g, y] : |R(y)| = 1 and b =
1
2
< r,B(q, q) > 6= 0}

Fig. 10 d,e,f),

SNIC

Double slow equi-

librium:

E2,1[g, h, y] = {R(y) ⊂ E12 [g] : |R(y)| = 1}

Sink-fold inter-

section:

M1,1[g, h, y] = {R(y) ⊂M1[g, h] : |R(y)∩
F [g]| = 1 and H ′p0(y) < 0 for p0 ∈ R(y)}

Fig. 10 a,b,c),

Singular Hopf

Source-fold inter-

section:

M1,2[g, h, y] = {R(y) ⊂M1[g, h] : |R(y)∩
F [g]| = 1 and H ′p0(y) > 0 for p0 ∈ R(y)}

Sink-fold umbra

intersection:

M1,3[g, y] = {R(y) ⊂ M1[g, h] : |R(y) ∩
U [g]| = 1 and H ′p0(y) < 0 for p0 ∈ R(y)}

Source-fold um-

bra intersection:

M1,4[g, h, y] = {R(y) ⊂M1[g, h] : |R(y)∩
U [g]| = 1 and H ′p0(y) > 0 for p0 ∈ R(y)}

Fig. 10 g,h,i),

Singular Homo-

clinic

Source-fold um-

bra intersection:

M1,5[g, h, y] = {R(y) ⊂ M1[g, h] : R(y) ∩
(U [g] ∪ F [g]) = ∅}

tab:slowcodim1subcases11

(v) There are exactly two hyperbolic equilibria that share the same slow coordinate y

(i.e. there are exactly two points p1, p2 ∈ E2[g, h] for which π(p1) = π(p2) = y, and

G[g, h] \ E2,1[g, h, y] = ∅.itm:codimonero5

(vi) The slow nullcline intersects the critical set transversally at exactly one point (x, y)

that shares slow coordinate with a quadratic fold, and G[g, h] \M1[g, h] = ∅itm:codimonero6prop:fastslowbifcodim1

Proof: Note that all degeneracies are contained in the set G[x, y] = D1[g] ∪ D2[g] ∪
D3[g]∪E1[g, h]∪E2[g, h]∪M[g, h]. Because of this, and because the defining conditions
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are independent, codimension one degeneracy will occur at a point that is in exactly

one of those sets. Furthermore, bifurcation must occur for exactly one y since otherwise

more than one equality constraint is imposed, raising the codimension.

Case i) describes the only subset D1
1[g] of D1[g] containing codimension one degen-

eracies exclusively in D1[g], and therefore it produces codimension one degeneracy of

{g, h}. The same is true for cases ii) and iii). Case iv) is codimension one since we

impose just one equality condition and exclude higher codimension degeneracy with the

non-degeneracy condition in Table 10. Case v) is codimension one since hyperbolic equi-

libria are persistent, and more than two hyperbolic equilibria sharing slow coordinate

would impose more than one equality constraint. Case vi) is codimension one for the

same reason. �

Note that codimension two bifurcations may combine degeneracies in more than

one of these sets.

5. Generic bifurcations of relaxation oscillations in singular fast-slow

systems
sec:bifurcation

Not all bifurcations of the singular fast-slow system listed in Proposition 3 will lead

to bifurcation of singular relaxation oscillations, as the degeneracy in the fast-slow

system must interact with a limit cycle. We focus on bifurcation of singular relaxation

oscillations and simple relaxation oscillations, a generic subclass due to [14]. Several

cases of these bifurcations have been considered in the literature, see for example [10].

5.1. Singular relaxation oscillations

Consider a fast-slow system with m = 1 fast variables (1) in the singular limit ε = 0. A

relaxation oscillation is a singular periodic trajectory γ : [a, b]→M ×N (i.e. such that

γ(b) = γ(a)) where the slow segments are in Catt. If the oscillation consists of alternating

stable slow segments on Catt[g] up to non-degenerate folds, fast segments from these folds

to their umbra, and satisfies certain other non-degeneracy conditions then we say it is a

simple relaxation oscillation. These are called strongly common slow-fast cycles in [10]

where it is shown that these singular trajectories will be shadowed by a stable periodic

orbit for small enough ε. Guckenheimer stated a similar persistence theorem in [14]; in

Section 5.2 we state and prove a version of it.

We say a continuous curve sk : [0, 1] → M × N is a slow segment of a singular

trajectory if there is a continuous and monotonic increasing θ : [0, 1] → R such that

sk(θ(t)) is a trajectory of (2). We say a slow segment sk has slow time duration Tk > 0 if

it can be parameterised by θ(t) = t/Tk. If not, and if θ(0) = θ(1) then Tk = 0, otherwise

Tk =∞.

Up to equivalence of the fast segments joining the slow segment end-points, we
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define a relaxation oscillation in terms of its slow segments as

A = {sk(θ) : θ ∈ [0, 1]}d−1k=0 (26) eq:RA

a sequence of continuously parametrized slow segments sk : [0, 1] → M × N . We will

assume that either A is a loop entirely within Catt[g] or

• sk(θ) ⊂ Catt[g] for all θ ∈ (0, 1)

• There is a trajectory φ(t) of the fast system such that α(φ(0)) = sk(1) and

ω(φ(0)) = sk+1(0) for k modulo d.

for each k, where ω(p) and α(p) are the omega and alpha limits of a point p respectively.

This equivalence class of relaxation oscillations has more than one member if there is

more than one fast segment joining two consecutive slow segments.

We define the slow period P(A) of a relaxation oscillation A to be the total slow

time duration of its slow segments. This is

P(A) =
d−1∑

k=0

Tk (27)

which may be infinite, where orbits in the equivalence class of A clearly all have the

same slow period. We allow the possibility that A is a loop on Catt[g] without jumps,

in which case d = 1 and s0(1) = s0(0), or that the jumps are trivial and on Catt[g].

Infinite slow period relaxation oscillation (P(A) =∞) of a variety of types are covered

by this definition. We define a simple relaxation oscillation (cf Guckenheimer [15, 18])

as follows:

Definition 2 (Simple relaxation oscillation (m = 1, n ≥ 1)) A relaxation oscilla-

tion A in (26) is simple if all of the following hold:

i) The slow period P(A) is finite.

ii) The slow segments are on Catt[g], except possibly the last point.

iii) Either sk(1) ∈ F [g] \ D[g], or d = 1 and s0(1) = s0(0).itm:sro4

iv) The slow segments are not tangent to either fold set or umbral set.

v) The singular return map local to sk(1) is well-defined with a hyperbolic equilibrium

at sk(1).itm:sro3
def:simplero

Note that the assumption P (A) < ∞ implies that the slow segments do not limit

to any equilibria of the slow flow. For one fast and one slow variable, our definition of

a simple relaxation oscillation can be expressed in a simpler way:

Definition 3 (Simple relaxation oscillation (m = n = 1)) A relaxation oscillation

(26) with one fast and one slow variable (m = n = 1) is simple if

i) The slow period P(A) is finite.

ii) We have sk(θ) ∈ Catt[g] for all θ ∈ [0, 1).

iii) Either sk(1) ∈ F [g] \ D[g] or d = 1 and s0(1) = s0(0).
def:simplero11

161



Bifurcations of critical sets and relaxation oscillations 28

5.2. Persistence and bifurcation
sec:persistbif11

We say that a simple relaxation oscillation undergoes bifurcation if the relaxation

oscillation ceases to be simple under perturbation of the singular fast-slow system. If not,

we say that the relaxation oscillation is persistent. Note that as we only consider fast-

slow systems on absorbing regions in R2, singular relaxation oscillations can bifurcate

to either equilibrium points or other singular relaxation oscillations. The following

proposition links bifurcation of simple relaxation oscillations to degeneracy in the fast-

slow system (cf [14, 15, 16]):

Proposition 4 A simple relaxation oscillation A is persistent for n = m = 1 if the

fast-slow system is persistent under global singular equivalence.prop:fastslowpersimpliessropers

Proof: Assume {g, h} is persistent. Because the slow period is finite, no slow equilib-

rium can intersect a slow segment sk(θ) in a degenerate way; intersection for θ ∈ {0, 1}
implies that M[g, h] 6= ∅ and intersection for θ ∈ (0, 1) implies E1[g, h] 6= ∅, since the

flow must have the same direction on both sides of the equilibrium, which is not pos-

sible if the equilibrium is hyperbolic. Hence Condition i) is persistent. Condition ii) is

persistent since sk(0) 6∈ Catt[g] implies that both sk−1(1) and sk(0) are in F [g], which in

turn would imply that D3[g] 6= ∅. Condition iii) is persistent since the fold set is non-

degenerate everywhere, and since trivial relaxation oscillations s0(1) = s0(0) coincide

with hyperbolic equilibria in the interior of Catt[g]. �

The converse is not true, however: only some of the degeneracies in the fast-slow

system will give rise to a bifurcation of a simple relaxation oscillation. The reasons are

listed in the following Proposition and in Table 11. Examples are portrayed in Figures 10

and Figure 11.

Proposition 5 Bifurcation of a singular relaxation oscillation A for m = n = 1 due

to codimension one bifurcation of the singular fast-slow system {f, g} occurs for exactly

one of the following reasons, at exactly one point (x, y) ∈ A.

(i) A source in the slow subsystem intersects the umbra of a quadratic fold in the fast

subsystem: (x, y) ∈M1,4[g, h, y].

(ii) A sink in the slow subsystem intersects a quadratic fold in the fast subsystem:

(x, y) ∈M1,1[g, h, y].

(iii) There is saddle-node bifurcation of the slow subsystem in the interior of Catt[g]:

(x, y) ∈ E1,1[g, h, y].

(iv) There is a hyperbolic fold tangency of the critical manifold: (x, y) ∈ D1,1[g, y].

(v) There is a stable hysteresis of the critical manifold: (x, y) ∈ D2,1[g, y].

(vi) There is an aligned double fold-umbra limit point of the critical manifold: (x, y) ∈
D3,1[g, y] or (x, y) ∈ D3,2[g, y].

(vii) There is an opposed double fold-umbra limit point of the critical manifold: (x, y) ∈
D3,1[g, y] or (x, y) ∈ D3,2[g, y].
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Table 11. Bifurcations of singular relaxation oscillations for m = n = 1 due to

codimension one bifurcation of the fast-slow system. Definitions of the calligraphic

sets are found in Table 3 and Table 10. It is understood that A(λ) is perturbed due to

perturbed g(λ) = g(x, y, λ) and h(λ) = h(x, y, λ). The final column indicates whether

the bifurcation is due to bifurcation of the critical set.

Type:

Example

Conditions for a simple singular relaxation oscillation

A(λ) to bifurcate at λ = λ0

Bifur-

cation

of

C[g]?

Singular homo-

clinic:

Figure 10(g,h,i)

There exists a unique y ∈ N such that Alim(λ0) 6= ∅
and E1,1[g(λ0), h(λ0), y] 6= ∅ and G[g(λ0), h(λ0)] \
E1,1[g(λ0), h(λ0), y] = ∅,

No

Singular Hopf:

Figure 10(a,b,c)

There exists a unique y ∈ N such that Alim(λ0) 6= ∅
and M1,1[g(λ0), h(λ0), y] 6= ∅ and G[g(λ0), h(λ0)] \
M1,1[g(λ0), h(λ0), y] = ∅,

No

Singular SNIC:

Figure 10(d,e,f)

There exists a unique y ∈ N such that Alim(λ0) 6= ∅
and M1,4[g(λ0), h(λ0), y] 6= ∅ and G[g(λ0), h(λ0)] \
M1,4[g(λ0), h(λ0), y] = ∅,

No

Hyperbolic fold

tangency:

Figure 11(d,e,f)

There exists a unique y ∈ N such that Alim(λ0) 6=
∅ and D1,1[g(λ0), y] 6= ∅ and G[g(λ0), h(λ0)] \
D1,1[g(λ0), y] = ∅,

Yes

Hysteresis:

Figure 11(j,k,l)

There exists a unique y ∈ N such that Alim(λ0) 6=
∅ and D2,1[g(λ0), y] 6= ∅ and G[g(λ0), h(λ0)] \
D2,1[g(λ0), y] = ∅,

Yes

Aligned fold-fold

umbra double

limit:

Figure 11(a,b,c)

There exists a unique y ∈ N such that Alim(λ0) 6=
∅ and D3,1[g(λ0), y] 6= ∅ and G[g(λ0), h(λ0)] \
D3,1[g(λ0), y] = ∅,

Yes

Opposed fold-

fold umbra

double limit:

Figure 11(g,h,i)

There exists a unique y ∈ N such that Alim(λ0) 6=
∅ and D3,2[g(λ0), y] 6= ∅ and G[g(λ0), h(λ0)] \
D3,2[g(λ0), y] = ∅,

Yes

tab:bifofRO11

prop:srobifcodim1

Proof: We determine which of the codimension one degeneracies in Table 1 and Ta-

ble 10 can cause bifurcation of singular relaxation oscillations by ruling out those that

cannot, and by providing examples in the following section. Codimension one bifur-

cation of limit cycles requires that a regular stable part of the critical manifold exists in

a neighbourhood of the bifurcation point, or else the limit cycle does not generically pass

through that point. This excludes elliptic fold tangency D1,2[g, y] and unstable hystere-

sis D2,2[g, y]. Furthermore, a non-interacting double limit point D3,5[g, y], D3,6[g, y], an
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equilibrium sharing slow coordinate with a fold point but not intersecting it or its umbra

M1,5[g, h, y], or two hyperbolic equilibria sharing y-coordinate E2,1[g, h, y] are ruled out,

because these degeneracies cannot break the simple property of limit cycles at codimen-

sion one. A source equilibrium intersecting a foldM1,2[g, h, y], a sink interacting with a

fold umbra M1,3[g, h, y] are excluded since no relaxation oscillation can exist either at

or in a neighbourhood of the bifurcation parameter at codimension one. A “fold umbra

- fold umbra” double limit point cannot cause bifurcation at codimension one, since the

umbra is generically on Creg[g], and not intersecting any equilibria (making the period

finite). Therefore, there is no way for a simple relaxation oscillation to be lost at such

a point. �

The remaining codimension one bifurcations can break the simple property by

violating one of the defining conditions: these are listed in Table 11. If a vector field is

perturbed by a distinguished parameter λ ∈ R, a simple singular relaxation oscillation

may cease to exist for some critical λ0 where we assume the limit is from below. In

such cases we define a limit relaxation oscillation Alim(λ0) as the limit, in the Hausdorff

distance, of a sequence of relaxation oscillations A(λ) parametrized by λ

Alim(λ0) = lim
λ→λ0−

A(λ). (28) eq:limitro

The limit is well defined for simple relaxation oscillations but may be empty. The

bifurcation of relaxation oscillations will unfold for the non-singular systems ε > 0 to

give a variety of canards that will appear on a case to case basis: see for example

[24, 10]. Outside a small (in ε) range of parameters λ(ε) near the critical λc, many of

the solutions will closely resemble those of the singular system. Hence, the bifurcations

in Proposition 5 will give rise to a detectable qualitative change even for non-singular

systems.

5.3. Examples of bifurcations of relaxation oscillations
sec:examplebifs

To illustrate how the bifurcations of limit cycles can be realised, we show in Figure 11

some examples of bifurcations of relaxation oscillations in fast-slow systems (1) with

m = n = 1, near the singular limit. In all cases the critical manifold is expressed as

a relatively low-order polynomial (Table 12). We explain how these were derived in

Appendix D.

164



Bifurcations of critical sets and relaxation oscillations 31

Table 12. Examples of fast subsystems g that undergo each of the codimension one

bifurcations of the critical set g(x, y) = 0 for m = n = 1 at λ = λc ≈ 0, shown in

Figure 11. Indefinite integrals are taken to have zero constant term. (x̂, ŷ) are scaled,

rotated and translated coordinates. Details how g(x, y) is constructed, and parameters

for the opposed double limit degenerate case can be found in Appendix D

Hysteresis: g(x, y) =
∫
−a(x + x1)(x + x2)(x + x3)

2dx + λx − b −
y, (a, b, x1, x2, x3) = (15/4, 6/10,−1, 1/25,−1),

Fold tangency: g(x, y) = −(g1(x, y)g2(x, y)+λx+q), with g1(x, y) = x3−2x+

y and g2(x, y) = (x−xc)2 + (y− yc)2−R2 and (xc, yc, R, q) =

(81/100,−1/4, 11/20, 1/100),

Aligned double

limit:

g(x, y) =
∫
−a(x + x1)(x + x2)(x + x3)(x + x4)dx + λx −

y, (a, x1, x2, x3, x4) = (640/49,−1,−13/40, 1/2, 5/4),

Opposed double

limit:

g(x, y) = −(g1(x, y)g2(x̂, ŷ)+λx+q), with g1(x, y) = 0.5x3−
x+ y, and g2(x̂, ŷ) = (x̂2 + ŷ2)3 − (x̂2 + (x̂2 + ŷ2)2ŷ2),

tab:critmanbifpoly11
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h)
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Figure 10. (Color online) The middle column shows typical examples of the classes of

codimension one bifurcations of equilibria for m = n = 1 that are not due to bifurcation

of the critical set (Table 11). In all cases solid black lines show the critical set, red

lines show the image of the fold under the umbral map, blue lines show nullclines of

the slow variable and orange lines show stylised solutions of the non-singular system.

Filled/open dots are stable/unstable equilibria of the fast subsystem.fig:singularbifCM111slowsub
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Figure 11. (Color online) Examples of bifurcation of relaxation oscillation due to

bifurcation of the critical set for m = n = 1. Bifurcation occurs at the critical value λc
of the bifurcation parameter λ. Black lines are the critical set, blue dashed lines are

nullclines of the slow subsystem, and orange lines show example trajectories of a nearly

singular system started at the indicated red point, that evolve towards a relaxation

oscillation. Polynomial equations for the critical set are listed in Table 12, bifurcation

conditions are listed in Table 11, and a detailed description of the systems is found in

Appendix Dfig:slowfastbifexamples

6. Discussion
sec:discussion

Almost two decades ago, Guckenheimer [15] called for a classification of bifurcations

of relaxation oscillations in fast-slow systems up to two slow and two fast variables.

In this paper we have used bifurcation theory with distinguished parameters and

singular equivalence to take some steps towards such a classification. Indeed, in [15]

Guckenheimer gives the following list of codimension one degeneracies that we can relate

to our classification:
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G1: A fast segment ends at a regular fold point. There are two cases depending on

whether the slow flow approaches or leaves the fold near this point.

G2: A slow segment ends at a folded saddle.

G3: A fast segment encounters a saddle point.

G4: There is a point of Hopf bifurcation at a fold.

G5: A slow segment ends at a cusp.

G6: The reduced system has a quadratic umbral tangency between projections of fold

and umbra.

The degeneracy G1 is a subcase of fold projection intersection for m = 1, n = 1, 2 and

fold projection tangency for m = 1, n = 2. The degeneracy G2 appears when the slow

flow is tangent to a fold line: this can occur for n ≥ 2. Degeneracy G3 can appear at a

saddle for m ≥ 2 or at an unstable node for m = 1. Note that the formulation of G3 is

slightly modified from [15]. Degeneracy G4 corresponds to a singular Hopf bifurcation,

which we discussed in the context of m = n = 1. Degeneracy G5 corresponds to a

hysteresis bifurcation for m = n = 1, and to a limit cycle hitting a cusp on the slow

manifold for m = 1, n = 2. Finally, degeneracy G6 requires n ≥ 2.

Guckenheimer states in [15] that the list is incomplete, and mentions the case that

a slow segment ends at a folded node as an example. Degeneracy due to fold tangency

of the critical set is missing from the list, since the slow variables were not regarded as

distinguished parameters in [15]. We believe that Proposition 5 completes the list for

m = n = 1.

For n = 2, the degeneracies involve tangencies of generic one-dimensional objects

such as relaxation oscillations, fold lines and fold umbrae, as well as intersections of

one-dimensional objects and generic zero-dimensional objects such as cusp points and

equilibria in the slow subsystem. Some of these cases are in Guckenheimer’s list. Note

that degeneracies of the critical manifold do not cause codimension one bifurcation of

relaxation oscillations since they occur at points, which do not generically intersect

relaxation oscillations. They will be involved in bifurcation of invariant tori or more

complex singular attractors or of relaxation oscillations at higher codimension however.

6.1. Relation to other singularity theory problems

There appears to be connections between global equivalence of critical sets with two

distinguished parameters (for m = 1 and n = 2) and the equivalence of vector fields

under projection to the slow plane. In particular, several hypothesised degeneracies

under strong equivalence also appear as degeneracies of orthogonal projections of vector

fields, see for instance [1, 8, 30, 34, 37] and references. Crucially, however, such

equivalences do not produce degeneracies such as the fold tangency where the manifold

structure is lost.

Our approach to bifurcation of the critical manifold in fast-slow systems uses a

singularity theory approach with distinguished parameters from [13]. In the following
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we briefly indicate how this approach is related to singularity theory, catastrophe theory,

the theory of constrained equations, and projections from manifolds to manifolds.

Much of singularity theory concerns the stability of zero sets of smooth functions

g(x) = 0 under perturbation [36]. In the singularity theory approach to bifurcation

theory of [13], there is a distinguished (bifurcation) parameter y that is not “mixed

up” with the unfolding parameters. Hence, e.g. the quadratic fold g = x2 + y is a

codimension one degeneracy of g(x) = x2 in singularity theory, but is codimension zero

in bifurcation theory with one distinguished parameter y. For our interpretation, y is

identified with the slow variables.

Catastrophe theory [2, 31] classifies the changes to stationary points of potentials

V (x), with ∇V (x) = g(x), by codimension of deformation. Although different

equivalences and objects are studied in catastrophe theory and singularity theory, for

one (fast) variable, the classification of local singularities of the critical set is the same.

Constrained systems [33, 21] correspond to singular fast-slow systems where equivalence

of critical manifolds is defined by potential functions, as in catastrophe theory, together

with a slow flow local to a point. Unlike our approach, there are no distinguished

parameters and the unfolding parameters are identified with the slow variables. This

means that some local bifurcations (notably fold tangencies) that are present for the

distinguished parameter approach are missed, because “slow variables” never appear in

powers higher than one in the local normal forms.

Singularity theory, catastrophe theory and constrained equations have been framed

in terms of germs, which are local notions of functions. This means that global

intersections of projections of singularities (such as double limit points which are

important for bifurcations of relaxation oscillations) have not been widely studied in

these contexts, some exceptions being [2, 7, 15, 10].

6.2. Further perspectives

Persistence and codimension one bifurcation of the critical set for one fast (m = 1) and

two slow variables (n = 2) remains to be proved. This requires a suitable equivalence,

which should give rise to the degeneracies that we have listed, but possibly more.

A full investigation of bifurcations of singular relaxation oscillations for m = 1, n =

2 is outside the scope of this paper. Some specific examples have been studied by

Guckenheimer [17, 19, 16] who outlined a scheme for investigation of bifurcation of

solutions to singular fast-slow systems in [14].

The general case of two fast variables m = 2 is considerably more complicated as

the vector fields cannot be written as gradients of potentials, and hence there can be

other asymptotic behaviour than fixed points. If n = 2 then for generic asymptotic

fast dynamics, the system will approach a critical set that is a union of all equilibria,

periodic orbits and homoclinic/heteroclinic cycles of the fast system. The persistence of

bifurcations on the critical set will depend on the number of slow variables. For n = 1

then we expect persistence precisely when (a) All singularities of equilibria within the
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critical set are quadratic folds or Hopf points. (b) All singularities of limit cycles within

the critical set are one of saddle-nodes of limit cycles, saddle node on a periodic orbit,

or homoclinic bifurcation. (c) The slow flow has generic intersection with umbrae of the

singularities. For n = 2 we will get in addition generic local and global bifurcation two

singularities at isolated points in the slow variables; this will include, for example, cusp

points, Bogdanov Takens points and Bautin points at singular equilibria, and a wide

variety of possible generic codimension two bifurcations of homoclinic orbits [9].

We have ignored the phenomena that arise when the scale separation is imperfect,

that is for ε > 0. In that case, the fast and slow subsystems evolve at similar speeds close

to singular points; this gives rise to canards and mixed mode oscillations [11]. Canard

behaviour has been extensively studied, especially near regular values of the critical set

see e.g. [5, 24, 14, 35]. Canards for degenerate critical sets are discussed in [2, 7, 10],

but we are unaware of any systematic treatment.
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[4] Eric Benôıt. Canards et enlacements. Publications mathématiques de’l IHÉS, 72:63–91, 1990.
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Appendix A. The quadratic curvature
app:curvature

We define the scalar quadratic curvature at a fold point p in the direction of a fold of

the critical manifold as

Z[g](p) = sign (gxx)
∇⊥

y g
T
D2

y(g)∇⊥
y g

2|∇⊥
y g|3 .

= sign (gxx)
(gy1y1g

2
y2

+gy2y2g
2
y1
−2gy1y2gy1gy2 )

2(g2y1+g
2
y2

)3/2
, eq:curvaturecriterion

(A.1)

where D2
y(g) is the Hessian of the slow subsystem, all functions are evaluated at a point p

(e.g. g = g(p)), superscript T denotes transpose and ⊥ denotes perpendicular. Z[g] > 0

implies convex and Z[g] < 0 implies concave. Z = 0 is a degenerate case which reads,

to first order, that the fold line is locally straight, or not a quadratic fold.

Equation (A.1) implies that if sign (gxx)D
2
y(g) is positive definite, then the fold line

is locally convex, and if sign (gxx)D
2
y(g) is negative concave, then the fold line is locally

convex. Note however, that if sign (gxx)D
2
y(g) is indefinite or has a zero eigenvalue, then

the sign of Z[g] can be either positive, negative or zero depending on the direction of

the fold.

In the following we derive (A.1). We start with a fold in the origin, which is

quadratic both in the fast and slow directions, and whose slow direction obviously is

along the y1-axis

g(x, y) = ξx2 + κy1 + ζy22.

Recall that the direction vector of a fold is given by ν[g] = gxx∇yg = (2ξκ, 0), so if

ξκ > 0 then the fold is directed rightward, while if ξκ < 0 the direction is directed

leftward. It makes sense to define the slow quadratic curvature of this fold as

Z[g] = sign (ξ)
ζ

2κ
, (A.2) eq:normalformcurvature

since then the curvature is independent of the magnitude of ξ, proportional to ζ = 0,

and inversely proportional to κ. In this case Z[g] is independent of the point at which

it is evaluated, but this is not generally the case. The fold is convex in the direction of

the fold if Z[g](p) > 0 and concave if Z[g](p) < 0.
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We now consider a general quadratic polynomial function of a quadratic fold with

terms of relevant order

g(x, y1, y2) = ξx2 + ay1 + by2 + αy21 + βy22 + 2γy1y2 (A.3) eq:generalfold

and seek a rotation

R =

(
cos θ sin θ

− sin θ cos θ

)

which brings the direction vector ν[g] = sign (gxx)[a, b]
T in the positive y1 direction, that

is: Rν[g] = [|ν[g]|, 0]T . This gives that

R = sign (gxx)
1√

a2 + b2

(
a b

−b a

)
,

and

R−1 = sign (gxx)
1√

a2 + b2

(
a −b
b a

)
,

The old slow coordinates (y1, y2) are expressed in the new ones (ŷ1, ŷ1) as

(
y1
y2

)
= R−1

(
ŷ1
ŷ2

)
.

In the new coordinates (A.3) becomes

g(x, ŷ1, ŷ2) = ξx2 + 1
a2+b2

[sign (gxx)
√
a2 + b2a(aŷ1 − bŷ2)+

sign (gxx)
√
a2 + b2b(bŷ1 + aŷ2)+

α(aŷ1 − bŷ2)2 + β(bŷ1 + aŷ2)
2+

2γ(aŷ1 − bŷ2)(bŷ1 + aŷ2)]

= ξx2 + 1
a2+b2

[sign (gxx)(a
2 + b2)3/2ŷ1 + (αb2 + βa2 + 2γab)ŷ1

2+

(αb2 + βa2 − 2γab)ŷ2
2 + 2(−αab+ βab+ (a2 − b2)γ)ŷ1ŷ2].

Hence, reading off the coefficients of ŷ1 and ŷ22 in analogy with (A.2), we get for non-zero

gxx and ∇yg the scalar quadratic curvature

Z[g] = sign (gxx)
(αb2+βa2−2γab)

(a2+b2)3/2
=

= sign (gxx)
(gy1y1g

2
y2

+gy2y2g
2
y1
−2gy1y2gy1gy2 )

2(g2y1+g
2
y2

)3/2

sign (gxx)
∇⊥

y g
T
D2

y(g)∇⊥
y g

2|∇⊥
y g|3 .

(A.4)

We can now define the quadratic (non-scalar) curvature as

z[g](p) =
Z[g](p)ν[g]p

|ν[g](p)| ,

where |ν[g](p)| is the length of the fold curvature vector. The quadratic curvature points

in the direction of the fold if the fold is convex, and against the direction if it is concave

(see Figure 4).
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Appendix A.1. Persistent subcases of the fold projection tangency

We classify the fold projection tangency degeneracy (degeneracy subset D4[g] for m = 1

fast and n = 2 slow variables) into a number of qualitatively different subcases. The

subcases are separated by the scalar quadratic curvatures at the points of degeneracy,

whether the umbrae interact with each other or a fold, and in the case of fold-umbra

degeneracy, whether the dominant curvature belongs to the fold curve with the largest

x-coordinate.

Aligned folds generate four distinct subcases. In analogy with the situation for

m = n = 1, we have fold-fold, fold-umbra, and non-interacting fold cases. But the

fold-umbra has two subcases, depending on whether the fold with interacting umbra

also has the greatest scalar quadratic curvature Z[g]. Hence, there are four subcases.

Opposed folds have six distinct subcases, three for each case that either the sum of

curvatures is positive (net convex) or negative (net concave). Opposed fold projection

tangency does not have the two fold-umbra subcases of aligned fold projection tangency,

since the dominant x-values are reversed by a rotation of the slow variables by half a

turn. Hence there are six such subcases, and ten subcases in total.

The nonpersistence condition for fold projection tangency degeneracy at points p1
and p2 ∈ Π(p1) is

z[g](p1) · z[g](p2) = |z[g](p1)|2 = |z[g](p2)|2

that is, when the folds have the same curvature vector (see Appendix A). Note that

since the folds are tangent it is implicit that

z[g](p1) · z[g](p2) = ±|z[g](p1)||z[g](p2)|.

Inequality in the above expression cannot distinguish between typical subcases. For

that purpose we will later use the scalar quadratic curvature Z[g] and information

about whether folds are aligned or opposed.

We now separate two subcases depending on whether folds are aligned or opposed.

If ν[g](p1) · ν[g](p2) > 0 the folds are aligned, and qualitatively indistinguishable unless

the umbra of one fold (with a larger x component) hits the other fold. Therefore, we get

the four subcases illustrated in Figure C3 and tabulated in Table C1. (Figure 6 a,b,c)

shows a slow projection sketch of aligned fold projection tangency).

If, on the other hand ν[g](p1) ·ν[g](p2) < 0, then the folds are opposed and therefore

distinguishable at bifurcation. (Figure 6 d,e,f) shows a slow projection sketch of opposed

fold projection tangency).

Assuming that folds are opposed, the defining condition for covering opposed fold

projection tangency is

Z[g](p1) + Z[g](p2) < 0,

that is, if at least one fold is concave, and the curvature of any convex fold is smaller in

magnitude than that of the convex curve (see Figure 6 d,e,f)). If, on the other hand

Z[g](p1) + Z[g](p2) > 0,
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then we have covering opposed fold projection tangency (see Figure 6 g,h,i) ). All such

vector fields have at least one locally convex curve, and if there is one concave curve

then the magnitude of the curvature of the convex curve dominates.

Opposed fold curves do not have the umbra-dominant and fold-dominant subcases

that aligned fold curves do, since a rotation of the slow variables by 180 degrees turns

one such case into the other. Therefore, there are four aligned cases and six opposed

cases, giving in total the ten subcases in Table C1.

Appendix B. Definition of the cusp direction vector
app:cuspdirection

We define/derive the direction of a cubic cusp similarly to how we defined the curvature

of a quadratic fold. We stipulate what the direction of the cusp should be in a normal

form, where mixed terms have been neglected and the gradient of the system is in the

positive y1-direction

g(x, y1, y1) = ξx3 + κxy2 + ζy1 (B.1)

In this case we define the direction vector as

µ[g] =

(
ξ

κ

)
(−ζ, 0), (B.2)

where (0,−ζ) is a vector perpendicular to the gradient (ζ, 0).

Next, we consider a more general expression, still only with terms of relevant order

g(x, y1, y2) = ξx3 + cxy1 + dxy2 + ay1 + by2, (B.3) eq:generalcuspnormalform

and rotate the slow subsystem as to make the gradient in the old coordinates (a, b)

directed along the positive y1 axis. We accomplish this with a rotation, mapping the

new coordinates ŷ1, ŷ2 to the old ones
{
y1 = aŷ1 − bŷ2
y2 = bŷ1 + aŷ2.

(B.4)

Equation (B.3) now becomes

g(x, ŷ1, ŷ2) = ξx3 + 1√
a2+b2

[c(aŷ1 − bŷ2)x+ d(bŷ1 + aŷ2)x

+a(aŷ1 − bŷ2) + b(bŷ1 + aŷ2)]

= ξx3 + (ac+db)√
a2+b2

ŷ1x+ (−bc+ad)√
a2+b2

ŷ2x+
√
a2 + b2ŷ1.

(B.5)

The cusp vector in the new coordinates (reading off the coefficients of x3, y2x and y1)

is thus

µ[g] =
ξ
√
a2 + b2

−bc+ ad
(
√
a2 + b2, 0). (B.6)

Rotating this vector back to the original coordinates we get that

µ[g] =
ξ
√
a2 + b2

−bc+ ad
(−b, a), (B.7)
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Figure C1. (Color online) The middle column shows typical examples of the class D2

codimension 1 bifurcations of the critical set for m = 1, n = 2. In all cases solid/dashed

black lines show stable/unstable sheets of the critical set and red lines show the image

of the fold under the umbral map.fig:structureCM121D2

which we recognise can be written (up to constant scaling)

µ[g] =
gxxx

proj∇⊥
y g
∇ygx

∇⊥y g, (B.8)

where proju v = (u · v)u/|u|2 is the projection of a vector v onto a vector u. Hence, the

cusp is always perpendicular to the gradient, with magnitude inversely proportional to

the projection of the gradient of gx onto the gradient perpendicular. As a consequence,

the magnitude of the cusp vector blows up (becomes undefined) if ∇ygx is parallel to

the gradient (its perpendicular component vanishes).

Appendix C. Global codimension one bifurcations for one fast and two slow

variables
app:global12tables

Tables C1, C2 and C3 list the various inequivalent subclasses of degeneracies D4,5,6 in

Table 6. We also include a number of figures which illustrate these degeneracies.
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Table C1. Subclasses of special global degeneracies for one fast and two slow variables

with tangency of fold projection. P (y) is the set of all singular points of the vector

field g with slow coordinate y. ν[g](p) is the direction vector of a fold at a point p and

Z[g](p) is the scalar quadratic curvature of a fold (see the text for details). f =fold,

fu=fold umbra, fx=non-interacting fold

Aligned umbra-

dominant fu-f

tangency:

D4,1[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

U [g](p1) = p2 and ν[g](p1) · ν[g](p2) > 0, and

Z[g](p1) < Z[g](p2) for some p1, p2 ∈ P (y)}

Fig. C3 a,b,c)

Aligned fold-

dominant fu-f

tangency:

D4,2[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

U [g](p1) = p2 and ν[g](p1) · ν[g](p2) > 0, and

Z[g](p1) > Z[g](p2) for some p1, p2 ∈ P (y)}

Fig. C3 a,b,c)

Aligned fu-fu

tangency:

D4,3[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

U [g](p1) = U [g](p2) and ν[g](p1) · ν[g](p2) > 0, for

some p1, p2 ∈ P (y)}

Fig. C3 d,e,f)

Aligned fx-fx

tangency:

D4,4[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

∀p1, U [g](p1) 6= p2, U [g](p2) and ν[g](p1)·ν[g](p2) >

0, for some p1, p2 ∈ P (y)}

Fig. C3 g,h,i)

Opposed cov-

ering fu-f

tangency:

D4,5[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

U [g](p1) = p2 and ν[g](p1) · ν[g](p2) < 0 and

Z[g](p1) + Z[g](p2) < 0, for some p1, p2 ∈ P (y)}

Fig. C4 a,b,c)

Opposed cover-

ing fu-fu tan-

gency:

D4,6[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

U [g](p1) = U [g](p2) and ν[g](p1) · ν[g](p2) < 0 and

Z[g](p1) + Z[g](p2) < 0, for some p1, p2 ∈ P (y)}

Fig. C4 d,e,f)

Opposed cover-

ing fx-fx tan-

gency:

D4,7[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

∀p1, U [g](p1) 6= p2, U [g](p2) and ν[g](p1)·ν[g](p2) <

0 and Z[g](p1) + Z[g](p2) < 0, for some p1, p2 ∈
P (y)}

Fig. C4 g,h,i)

Opposed non-

covering fu-f

tangency:

D4,8[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

U [g](p1) = p2 and ν[g](p1) · ν[g](p2) < 0 and

Z[g](p1) + Z[g](p2) > 0, for some p1, p2 ∈ P (y)}

Fig. C4 j,k,l)

Opposed non-

covering fu-fu

tangency:

D4,9[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

U [g](p1) = U [g](p2) and ν[g](p1) · ν[g](p2) < 0 and

Z[g](p1) + Z[g](p2) > 0, for some p1, p2 ∈ P (y)}

Fig. C4

m,n,o)

Opposed non-

covering fx-fx

tangency:

D4,10[g, y] = {P (y) ⊂ D1
4[g] : |P (y)| = 2 and

∀p1, U [g](p1) 6= p2, U [g](p2) and ν[g](p1)·ν[g](p2) <

0 and Z[g](p1) + Z[g](p2) > 0, for some p1, p2 ∈
P (y)}

Fig. C4 p,q,r)

tab:globaldegeneracies12P2Folds
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Table C2. Subclasses of special global degeneracies for one fast and two slow variables

involving the intersection of projections of a fold and cusp. P (y) is the set of all singular

points of the vector field g with slow coordinate y. ν[g](p) and µ[g](p) are direction

vectors of folds and cusps respectively (see the text for details). f =fold, fu=fold umbra,

uc=unstable cusp, sc=stable cusp,ucu=unstable cusp umbra, fx=non-interacting fold,

cx=non-interacting cusp

Aligned fu-sc

intersection:

D5,1[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2 and

U [g](p1) = p2 and gxxx(p2) < 0 and ν[g](p1) ·
µ[g](p2) > 0, for some p1, p2 ∈ P (y)}

Fig. C5 d,e,f)

Opposed fu-sc

intersection:

D5,2[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2 and

U [g](p1) = p2 and gxxx(p2) < 0 and ν[g](p1) ·
µ[g](p2) < 0, for some p1, p2 ∈ P (y)}

Fig. C5 a,b,c)

Aligned f-ucu

intersection:

D5,3[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2 and

U [g](p2) ∩ p1 6= ∅ and gxxx(p2) > 0 and ν[g](p1) ·
µ[g](p2) > 0, for some p1, p2 ∈ P (y)}

Fig. C6 d,e,f)

Opposed f-ucu

intersection:

D5,4[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2 and

U [g](p2) ∩ p1 6= ∅ and gxxx(p2) > 0 and ν[g](p1) ·
µ[g](p2) < 0, for some p1, p2 ∈ P (y)}

Fig. C6 a,b,c)

Aligned fu-ucu

intersection:

D5,5[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2

and U [g](p2) ∩ U [g](p1) 6= ∅ and gxxx(p2) >

0 and ν[g](p1) ·µ[g](p2) > 0, for some p1, p2 ∈ P (y)}

Fig. C6 j,k,l)

Opposed fu-ucu

intersection:

D5,6[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2

and U [g](p2) ∩ U [g](p1) 6= ∅ and gxxx(p2) >

0 and ν[g](p1) ·µ[g](p2) < 0, for some p1, p2 ∈ P (y)}

Fig. C6 g,h,i)

Aligned fx-scx

intersection:

D5,7[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2 and

(U [g](p1) ∪ p1) ∩ (U [g](p2) ∪ p2) = ∅ and ν[g](p1) ·
µ[g](p2) > 0 and gxxx(p2) < 0, for some p1, p2 ∈
P (y)}

Fig. C6 p,q,r)

Opposed fx-scx

intersection:

D5,8[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2 and

(U [g](p1) ∪ p1) ∩ (U [g](p2) ∪ p2) = ∅ and ν[g](p1) ·
µ[g](p2) < 0 and gxxx(p2) < 0, for some p1, p2 ∈
P (y)}

Fig. C6

m,n,o)

Aligned fx-ucx

intersection:

D5,9[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2 and

(U [g](p1) ∪ p1) ∩ (U [g](p2) ∪ p2) = ∅ and ν[g](p1) ·
µ[g](p2) > 0 and gxxx(p2) > 0, for some p1, p2 ∈
P (y)}

Opposed fx-ucx

intersection:

D5,10[g, y] = {P (y) ⊂ D1
5[g] : |P (y)| = 2 and

(U [g](p1) ∪ p1) ∩ (U [g](p2) ∪ p2) = ∅ and ν[g](p1) ·
µ[g](p2) < 0 and gxxx(p2) > 0, for some p1, p2 ∈
P (y)}tab:globaldegeneracies12P2Cusps
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Table C3. Subclasses of special global degeneracies for one fast and two slow variables

that involve |P (y)| = 3 singular points. P (y) is the set of all singular points of the

vector field g with slow coordinate y. ν[g](p) are direction vectors of folds (see the text

for details). f =fold, fu=fold umbra, fx=non-interacting fold

Aligned fu-f f-fu

intersection:

D6,1[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3 and

U [g](p1) = p2 and U [g](p2) = p3 and (ν[g](p1) +

ν[g](p2)) · (ν[g](p1) + ν[g](p3)) > 0 for some

p1, p2, p3 ∈ P (y)}

Fig. C8 d,e,f)

Opposed fu-f f-

fu intersection:

D6,2[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3 and

U [g](p1) = p2 and U [g](p2) = p3 and (ν[g](p1) +

ν[g](p2)) · (ν[g](p1) + ν[g](p3)) < 0 for some

p1, p2, p3 ∈ P (y)}

Fig. C8 d,e,f)

Aligned fu-f fu-

fu intersection:

D6,3[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3 and

U [g](p1) = p2 and U [g](p2) = U(p3) and (ν[g](p1)+

ν[g](p2)) · (ν[g](p1) + ν[g](p3)) > 0 for some

p1, p2, p3 ∈ P (y)}

Fig. C8 g,h,i)

Opposed fu-f

fu-fu intersec-

tion:

D6,4[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3 and

U [g](p1) = p2 and U [g](p2) = U(p3) and (ν[g](p1)+

ν[g](p2)) · (ν[g](p1) + ν[g](p3)) < 0}

Fig. C8 g,h,i)

Aligned fu-f fx-

fx intersection:

D6,5[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3 and

U [g](p1) = p2 and U [g](pi) ∩ (P (y) ∪ U [g](P (y)) \
U [g](pi)) = ∅, ∀pi 6= p1 and (ν[g](p1) + ν[g](p2)) ·
(ν[g](p1) + ν[g](p3)) > 0 for some p1, p2, p3 ∈ P (y)}

Fig. C8 j,k,l)

Opposed fu-f fx-

fx intersection:

D6,6[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3 and

U [g](p1) = p2 and U [g](pi) ∩ (P (y) ∪ U [g](P (y)) \
U [g](pi)) = ∅, ∀pi 6= p1 and (ν[g](p1) + ν[g](p2)) ·
(ν[g](p1) + ν[g](p3)) < 0 for some p1, p2, p3 ∈ P (y)}

Fig. C8 j,k,l)

Aligned fu-fu

fx-fx intersec-

tion:

D6,7[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3

and U [g](p1) = U [g](p2) and U [g](pi) ∩ (P (y) ∪
U [g](P (y))\U [g](pi)) = ∅, ∀pi 6= p1 and (ν[g](p1)+

ν[g](p2)) · (ν[g](p1) + ν[g](p3)) > 0 for some

p1, p2, p3 ∈ P (y)}

Fig. C8 m,n,o)

Opposed fu-fu

fx-fx intersec-

tion:

D6,8[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3

and U [g](p1) = U [g](p2) and U [g](pi) ∩ (P (y) ∪
U [g](P (y))\U [g](pi)) = ∅, ∀pi 6= p1 and (ν[g](p1)+

ν[g](p2)) · (ν[g](p1) + ν[g](p3)) < 0 for some

p1, p2, p3 ∈ P (y)}

Fig. C8 m,n,o)

Aligned fx-fx

fx-fx intersec-

tion:

D6,9[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3 and

U [g](pi) ∩ (P (y) ∪ U [g](P (y)) \ U [g](pi)) =

∅, ∀pi and (ν[g](p1) + ν[g](p2)) · (ν[g](p1) +

ν[g](p3)) > 0 for some p1, p2, p3 ∈ P (y)}

Fig. C8 p,q,r)

Opposed fx-fx

fx-fx intersec-

tion:

D6,10[g, y] = {P (y) ⊂ D1
6[g] : |P (y)| = 3 and

U [g](p) ∩ (P (y) ∪ U [g](P (y)) \ U [g](p)) = ∅, ∀p ∈
P (y) and (ν[g](p1)+ν[g](p2))·(ν[g](p1)+ν[g](p3)) <

0 for some p1, p2, p3 ∈ P (y)}

Fig. C8 p,q,r)

tab:globaldegeneracies12P3
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Figure C2. (Color online) The middle column shows global fold projection tangency

bifurcations (class D4). Solid/dashed black lines show the stable/unstable sheets of

the critical set, red lines show the image of the fold under the umbral map and blue

lines indicate tangency of projections of fold sheets. Right: the number of fixed points

of g(x, y) through the bifurcation, to be viewed as a projection on the slow variables.

This encodes the direction from which the quadratic fold curves approach.fig:structureCM121D4
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Figure C3. (Color online) The middle column shows global aligned fold projection

tangency bifurcations (class D4). Solid/dashed black lines show the stable/unstable

sheets of the critical set, red lines show the image of the fold under the umbral map

and blue lines indicate tangency of projections of fold sheets. Right: the number of

fixed points of g(x, y) through the bifurcation, to be viewed as a projection on the slow

variables. This encodes the direction from which the quadratic fold curves approach.fig:structureCM121D4Aligned
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Figure C4. (Color online) The middle column shows global opposed fold projection

tangency bifurcations (class D4). Solid/dashed black lines show the stable/unstable

sheets of the critical set, red lines show the image of the fold under the umbral map

and blue lines indicate tangency of projections of fold sheets. Right: the number of

fixed points of g(x, y) through the bifurcation, to be viewed as a projection on the slow

variables. This encodes the direction from which the quadratic fold curves approach.fig:structureCM121D4Opposed
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Figure C5. (Color online) The middle column shows global cusp-fold intersection

bifurcations (class D5). Solid/dashed black lines show the stable/unstable critical set,

red lines show umbrae, and blue lines show points where the slow projections of the cusp

fold line intersect. Right: the number of fixed points of g(x, y) through the bifurcation,

to be viewed as a projection on the slow variables. This encodes the direction from

which the quadratic fold curves approach.fig:structureCM121D5Stab
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Figure C6. (Color online) The middle column shows typical examples of the unstable

class D4 (2) of one-parameter (p = 1) structural bifurcations of the critical set for

m = 1, n = 2. In all cases solid black lines show the stable/unstable critical set, red

lines show the image of the fold under the umbral map, and blue lines show intersections

of the images of folds for the umbral map. To the right of each triptych is a sketch

of the number of fixed points of g(x, y) through the bifurcation, to be viewed as a

projection on the slow variables. This sketch is a signature of the bifurcation, which

encodes the direction from which the quadratic fold curves approach.fig:structureCM121D5Unstab
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Figure C7. (Color online) The middle column shows an opposed a,b,c) and aligned

d,e,f) fold-fumbra fold-fumbra triple limit point bifurcation of the critical set (class

D6). Solid/dashed black curves show the stable/unstable critical set, red curves show

umbrae, and blue curves show intersections of (at least) the lower two folds. Right:

Sketch of the number of fixed points of g(x, y) through the bifurcation, to be viewed

as a projection on the slow variables. This sketch encodes the direction from which

the quadratic fold curves approach.fig:structureCM121D6
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Appendix D. Examples of bifurcations of relaxation oscillations for one fast

and one slow variable
sec:examplesection

In this section we present the equations for the example fast-slow systems for m = n = 1,

showing bifurcations of relaxation oscillations due to the critical manifold in Figure 11,

how they were constructed, and how the figures were produced.

Appendix D.1. Bifurcation of relaxation oscillation due to hyperbolic fold tangency

We seek fast and slow subsystems g(x, y) and h(x, y) such that (1) displays bifurcation

of singular relaxation oscillations due to hyperbolic fold tangency bifurcation (Figure 11

a,b,c)).

The fast subsystem g(x, y) is written as a perturbed product of a hysteresis curve

and a circle:

ghyst(x, y) = x3 − 2x+ y

gcirc(x, y) = (x− λ)2 + (y − yc)2 −R2

g(x, y) = −(ghyst(x, y)gcirc(x, y) + λx+ q).

(D.1)

(xc, yc) = (0.81,−0.25) is the centre and R = 0.55 the radius of the circle, λ is the

bifurcation parameter and q = 0.01 is a genericity parameter. For some λ ∈ [−0.02, 0.02]

tangency bifurcation off the critical set occurs.

The slow subsystem is taken to be

h(x, y) = x− (−b(y − yc)2 + xmax),
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Figure C8. (Color online) All subclasses of triple limit point degeneracy (Table C3),

to be viewed almost as a projection onto the (x, y1) plane. Solid/dashed black

horizontal curves show the stable/unstable critical set, and solid vertical lines show

coordinates where folds intersect transversally. Red, blue and magenta lines are

representations of three fold lines (with an illustration for the a,b,c) case). A

bifurcation occurs as all three intersections of slow projections of folds merge. Each

case can be either opposed or aligned, as shown in Fig. C7.fig:structureCM121D6Sideview
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where b = 0.5 and xmax = xc + R − 0.1. This choice of h(x, y) makes the nullcline

h(x, y) = 0 intersect the critical set at where it is unstable, for λ ∈ [−0.02, 0.02].

In Figure 11 a,b,c) we solve (1) with Matlab’s stiff solver ode23s for 2000 time units,

starting from initial conditions (x, y) = (2,−1) and with scale separation parameter

ε = 0.02.

Appendix D.2. Aligned double limit point bifurcation of relaxation oscillations

We seek fast and slow subsystems g(x, y) and h(x, y) such that (1) displays bifurcation of

singular relaxation oscillations due to aligned double limit point bifurcation (Figure 11

d,e,f)).

g(x, y) is constructed such that the critical set g(x, y) = 0 is a fifth order polynomial

in x as a function of y with extrema at points x1, x2, x3 and x4, that is, gx satisfies:

gx(x, y) = a(x− x1)(x− x2)(x− x3)(x− x4)

We fix x1 = −1,x3 = 1/2, x4 = 5/4 and leave a and x2 as free parameters. We take

g to be the primitive function of gx with zero constant term (default of Matlab’s int

command) such that

g(x, y) =

∫
a(x− x1)(x− x2)(x− x3)(x− x4)dx− y,

and g(0, 0) = 0. We solve the linear pair of equations

g(x1, 1) = g(x3, 1) = 0

for a and x2, giving x2 = −13/40 and a = 640/49. Then we add a bifurcation parameter

λ breaking the degeneracy, giving

g(x, y) =

∫
a(x− x1)(x− x2)(x− x3)(x− x4)dx− λx− y.

In Figure 11, λ ∈ [−0.1, 0.1]. Finally, we reverse the sign of x, such that

g(x, y) =

∫
−a(x+ x1)(x+ x2)(x+ x3)(x+ x4)dx+ λx− y.

The slow subsystem is set to be positive above the constant nullcline x = xnc = 1.5

and negative below such that

h(x, y) = x− xnc.
In Figure 11 d,e,f) we solve (1) with Matlab’s stiff solver ode23s for 1000 time

units, starting from initial conditions x = y = 0 and with scale separation parameter

ε = 0.01.
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Appendix D.3. Opposed double limit point bifurcation of relaxation oscillations

We seek fast and slow subsystems g(x, y) and h(x, y) such that (1) displays bifurcation of

singular relaxation oscillations due to opposed double limit point bifurcation (Figure 11

g,h,i)).

We construct the fast subsystem g(x, y) the perturbed product of a hysteresis curve

and a ”bean” curve from http://www.2dcurves.com/higher/highergb.html

ghyst(x, y) = 0.5x3 − x+ y

gbean,base(x̂, ŷ) = (x̂2 + ŷ2)3 − (x̂2 + (x̂2 + ŷ2)2ŷ2)

g(x, y) = −(ghyst(x, y)gbean(x̂, ŷ) + λx+ q),

(D.2)

where λ is a bifurcation parameter λ ∈ [−0.003, 0.006], q = 0.01 is a genericity

parameter, and (x̂, ŷ) are scaled, rotated and translated coordinates (x, y):

(x̂, ŷ) = (Mx cos θ +My sin θ − xc,−Mx sin θ +My cos θ − yc),

where M = 1.5, θ = 13/40π and (xc, yc) = (0.97,−0.55).

The slow subsystem

h(x, y) = x− (ky + c),

with k = (x1 − x2)/(y1 − y2), c = x1 − ky1, x1 = 0.7868, x2 = 1.221, y1 = −0.11 and

y2 = −0.74 is chosen to make the nullcline h(x, y) = 0 pass through the unstable parts

of the critical set and enable relxation oscillation.

In Figure 11 g,h,i) we integrate (1) with Matlab’s stiff solver ode23s for 500 time

units, starting from initial conditions (x0, y0) = (2.3,−1) and with scale separation

parameter ε = 0.001.

Appendix D.4. Hysteresis bifurcation of relaxation oscillations

We seek fast and slow subsystems g(x, y) and h(x, y) such that (1) displays bifurcation

of singular relaxation oscillations due hysteresis bifurcation (Figure 11 j,k,l)).

The function g(x, y) is constructed such that the critical set g(x, y) = 0 at

bifurcation λ = 0 is a fifth order polynomial in x as a function of y with quadratic

extrema at points x1, x2 and a cubic double root at x3, that is, gx satisfies:

gx(x, y) = a(x− x1)(x− x2)(x− x3)2 − λ

We fix x1 = 1,x3 = 1 and leave a and x2 as free parameters. We take g to be the

primitive function of gx with constant term q = −0.6 and y-term −y such that

g(x, y) =

∫
a(x− x1)(x− x2)(x− x3)2dx− λx− q − y,

and g(0, 0) = 0. For λ = 0 we solve the linear pair of equations

g(x1, 1) = g(x3, 1) = 0
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for a and x2, giving x2 = −13/40 and a = 640/49. The system undergoes hysteresis

bifurcation for λ ∈ [−0.2, 0.2].

Finally, we reverse the sign of x, x 7→ −x, such that

g(x, y) =

∫
−a(x+ x1)(x+ x2)(x+ x3)(x+ x4)dx+ λx− q − y.

The slow subsystem is set to be positive above the constant nullcline x = xnc = 0.7

and negative below such that

h(x, y) = x− xnc.
In Figure 11 j,k,l) we solve (1) with Matlab’s stiff solver ode23s for 1000 time units,

starting from initial conditions x = y = 0 and with scale separation parameter ε = 0.05.
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