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Abstract

The climate system has throughout time been sensitive to changes in the Arctic sea ice. During the last glacial period, the climate experienced abrupt climatic changes (Dansgaard-Oeschger events), likely due to a rapid retreat of the Nordic Seas sea ice. Present climate experiences a sea ice loss as well, where the regional sea ice loss in the Barents-Kara Seas has been linked to cold European winters. In the future, Arctic sea ice is projected to disappear. This PhD project aimed at investigating the sensitivity of the climate to changes in the Arctic sea ice. For this, the atmosphere-ocean coupled climate model EC-Earth was used. Focus was on the impact of the regional sea ice loss in the Barents-Kara Seas, as well as the pan-Arctic sea ice loss projected in the RCP8.5 emission scenario. Testing the sensitivity to sea ice changes in a coupled climate model required a method for constraining sea ice. Two methods using the surface sensible heat flux to nudge sea ice were tested, one of them conserving energy. This latter method required a fine balance to avoid model instabilities, a balance that we did not succeed in finding for longer simulations. Our results showed that Barents-Kara sea ice loss might be linked to a cooling over parts of Europe in winter, but the response was weak and only present for the temporal mean winter temperatures. The coldest winters did not show a statistically significant cooling over Europe for any amount of sea ice loss in the Barents-Kara Seas. The RCP8.5 scenario simulation was run for 1350 years (1850-3200) using EC-Earth-PISM, where EC-Earth is coupled to an interactive Greenland Ice Sheet. During the simulation, the Arctic transitioned from having a perennial sea ice cover to an ice-free Arctic Ocean. The overall evolution of the RCP8.5 simulation resembled that of the CMIP5 ensemble, although the loss of the Arctic sea ice appeared to lead to a shift in trends for some key parameters: the precipitation variability increased, the AMOC stabilized after an initial reduction and the Arctic Ocean stratification strengthened. However, as changes in sea ice coincided with increasing global temperature and anthropogenic Greenhouse Gas emissions, more work is required to separate the effects.
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Chapter 1

Introduction

In the recent past, increasing anthropogenic Greenhouse Gas (GHG) emissions have caused the climate to change drastically (IPCC (2013)). Exemplifying this is the global mean temperature, which has increased by \(~1^\circ\text{C}\) since the beginning of the pre-industrial period. Another is the thinning and retreating Arctic sea ice cover. The Arctic is a notoriously difficult place to obtain observations. Therefore, the Arctic sea ice cover in its entirety has only been observed continuously since 1979, when satellites began to orbit the poles. Since 1979 the September Arctic sea ice area has been observed to decline by 12.8 percent per decade relative to the 1981-2010 average (NSIDC: http://nsidc.org/arcticseaicenews/2018/10/). The decline is projected to continue, leading to an ice-free Arctic Ocean in September by the middle of this century. Ice loss is not only occurring in the ocean, but also on land. The Greenland Ice Sheet (GIS) is also experiencing accelerated mass loss (Kjeldsen et al. (2015)). These changes to the Arctic cryosphere not only affect the animals and plants living in the Arctic, but also the climate itself. A reduced sea ice cover allows more heat to be absorbed by the ocean, accelerating the global warming. A reduced sea ice cover will affect the large-scale ocean circulation as well. This is partly driven by the formation of cold, saline deep water at the poles, sinking to the bottom of the ocean and flowing southward. The deep water is formed at the sea ice edge, where the cold water is injected with saline brine from sea ice formation. As cold, saline water is denser than cold fresh water, the former sinks to the bottom of the ocean. The northward retreat of the Arctic sea ice drags the location of the deep water formation northward, causing the deep water formation to weaken dramatically when the sea ice gone (Brodeau and Koenigk (2015)). These few examples highlight the importance of sea ice and its variability on our climate system.

The climate changes we are experiencing now are not unique in the sense of the climate changing, but in the rate of the changes and that they are driven by anthropogenic GHG emissions. Paleo records such as ice cores and marine sediment cores show how temperature, CO$_2$, sea ice etc. have changed over the course of the Earth’s life time. Ice core records covering the last glacial period show short-term events of rapid warming known as Dansgaard-Oeschger (D-O) events (Dansgaard et al. (1993)). The most pronounced of these events occurred during the Marine Isotope Stage 3 (MIS3), approximately 25,000-60,000 years ago. During these events, the temperature on Greenland rapidly increased by up to 15$^\circ$C within decades (Kindler et al. (2014)). These D-O events have since been observed in other paleo records as well, indicating global implications of these events (Stocker and Johnsen (2003)). An obvious question is then: what caused these rapid temperature changes and can they occur in a warmer climate like the present and the projected climate?
Coinciding with the abrupt temperature changes in Greenland were a rapid retreat of the Nordic Seas sea ice cover (Dokken et al. (2013), Sadatzki et al. (2019)). This implies a potential link between the Arctic sea ice and the Greenland Ice Sheet, a link that has not been given much attention before. This we aim at rectifying in the ERC grant synergy project Ice2ice, which this PhD thesis is a part of. The key hypothesis of Ice2ice is that "Arctic and sub-Arctic sea ice cover exerts important controls on past and future Greenland temperature and ice sheet variations" (Ice2ice website: ice2ice.w.uib.no). A potential chain of mechanisms for D-O events is suggested in Dokken et al. (2013): a rapid collapse of the Nordic Seas sea ice cover could have led to a breakdown of the oceanic stratification, releasing heat to the atmosphere and thus leading to the rapid temperature increases observed in the Greenlandic ice cores. This hypothesis is investigated in the Ice2ice project by combining the knowledge from marine sediment and ice core proxy records with climate models. One of the recent results of the Ice2ice project is a study pinpointing the rapid Nordic Seas sea ice retreat as the driver of the abrupt temperature changes seen on Greenland, thus supporting the hypothesis of Dokken et al. (2013) (Sadatzki et al. (2019)). This was achieved by combining temperature proxy records from Greenland with a marine sediment core in the Nordic Seas, constraining the relative timing of the sea ice retreat, increased ocean mixing and increased temperature on Greenland. This hypothesis was further supported by a model study, simulating the MIS3 period using the Norwegian Earth System Model (NorESM), (Guo et al. (2019, manuscript in preparation)). The MIS3 simulated sea ice cover was slightly larger than present day, but it did not cover the Nordic Seas, as the marine sediment cores indicate. Therefore, to force the model to form a sea ice cover large enough to cover the Nordic Seas with perennial sea ice, they added fresh water to the simulation, a so called 'hosing' experiment. This resulted in a sea ice cover from the North Pole down to Spain, most likely too large, but ensuring a sea ice covered Nordic Seas. When stopping the supply of fresh water, the sea ice rapidly retreated almost back to the starting point. This led to a temperature increase over Greenland of approximately 9°C, similar in magnitude to the temperature changes observed in the ice cores during the MIS3.

The study by Guo et al. (2019, manuscript in preparation) showed three important things. First, NorESM was able to simulate the rapid sea ice retreat and temperature increase. Second, the rapid retreat of the Nordic Seas sea ice cover could trigger temperature rates similar in magnitude to observed D-O rates. Third, NorESM had difficulties in replicating the sea ice cover correctly, making it necessary to be able to push the model toward a target state.

Dokken et al. (2013) and Sadatzki et al. (2019) focused on the importance of sea ice variations in the past, showing what large changes a retreat of sea ice across the Nordic Seas can cause. But what happens when the Arctic sea ice retreats even further North? And what happens when it is completely gone? During MIS3 and the D-O events, the central Arctic Ocean was still covered by perennial sea ice, but future climate simulations project a year-round ice-free Arctic Ocean sometime during the 22nd or 23rd century (Dai et al. (2019)). This shift in sea ice states will most likely have a large impact on climate, although not necessarily similar to the D-O events.

The above shows that past climate has been sensitive to sea ice changes. We will test this sensitivity further in this PhD thesis. The overall goal of this PhD thesis is to analyze the sensitivity of the climate to sea ice changes in the coupled climate model EC-Earth. This is investigated for small as well as large changes, and for present day conditions as well as the future. This PhD thesis is based on three manuscripts, attached in Appendices A, B and C.

Manuscript I (Study I) is Ringgaard et al. (2019a). This manuscript is ready for submission. Ring-
gaard et al. (2019a) investigate methods to constrain sea ice in a coupled climate model, while maintaining energy conservation. As was shown in the study by Guo et al. (2019, manuscript in preparation), the sea ice cover in NorESM did not match the proxy reconstructions. Therefore, they needed to push the model to form more sea ice. This was accomplished by adding fresh water to the system. This strengthened the stratification, allowing for the surface mixed layer to cool enough to form sea ice, without mixing into the warmer subsurface waters. However, this method is neither energy or water conserving. Several studies have looked into constraining sea ice in coupled models (e.g. Screen (2018)). Most methods do not conserve energy, and those that do, are only valid for shorter time periods (Petrie et al. (2015), Semmler et al. (2016)) or are confined to the sunlit part of the year (Blackport and Kushner (2016)). A longer discussion on this can be found in section 3.1. In Manuscript I we developed and tested two methods for nudging sea ice in a coupled climate model.

Manuscript II (Study II) is Ringgaard et al. (2019b). This paper is currently in review in Climate Dynamics. This manuscript feeds into the ongoing discussion on a potential link between sea ice loss in the Barents-Kara Seas (BAKA) and the observed wintertime cooling over Eurasia (see section 3.2). A hypothesis is that sea ice reductions in BAKA induce a negative NAO, leading to advection of cold Arctic air over Eurasia in winter (Petoukhov and Semenov (2010), Kretschmer et al. (2016)). Petoukhov and Semenov (2010) found a non-linear response to linear BAKA sea ice loss, where only moderate sea ice reductions led to cold Eurasian winters, whereas larger sea ice reductions led to warming. Our aim in Manuscript I was to investigate the sensitivity of the climate system to regional sea ice changes under present day conditions, by investigating this potential link.

Manuscript III (Study III) is Ringgaard et al. (2019c). This is still in preparation, as further analysis is required. Here, we focused on the climatic shifts between sea ice states. More precisely, we analyzed different climate states, comparing pre-industrial and present day conditions to the period just after the Arctic September sea ice is gone, just after the Arctic winter sea ice is gone (i.e. when the Arctic becomes ice-free year-round) and when the GIS has started to shrink at the end of the simulation. This was analyzed using a 1350 years long (years 1850-3200) future scenario simulation (RCP8.5). By focusing on these specific periods, we investigated how sensitive the climate is to large changes in the Arctic sea ice cover.

The thesis is structured as follows. Chapter 2 presents some background information on the Arctic Ocean, sea ice, past and future climate as well as climate models. Chapter 3 presents the motivation for each of the three manuscripts. Chapter 4 presents the climate model we have used (EC-Earth). The results for each of the three manuscripts are briefly presented in chapter 5, followed by a discussion of each of the three manuscripts, as well as a more general discussion in chapter 6. The conclusions are presented in chapter 7.
Background

2.1 The Arctic Ocean and sea ice

2.1.1 The Arctic Ocean

The Arctic Ocean is a semi-enclosed ocean, covering the area around the North Pole (fig. 2.1a). It is connected to the other world oceans at several gateways, where the main entrance points are: the shallow Bering Strait to the Pacific Ocean, the Canadian Archipelago to Baffin Bay and Labrador Sea, and the Fram Strait and the Barents Sea Opening to the North Atlantic Ocean. The Arctic Ocean differs from the other world oceans by having a perennial sea ice cover. As ice has a large albedo it will reflect between 30\% and 40\% of the incoming solar radiation, potentially reflecting up to 95\% (Knauss (1997)). Open water has a much lower albedo (∼6\%, but varies between 3-30\% depending on the angle of the incoming solar radiation, Knauss (1997)). Thus, more heat is absorbed in an ice-free ocean. The sea ice cover also works as a lid on the ocean, shielding the ocean from the winds above, thus contributing to a stable ocean underneath. This stratification in the Arctic Ocean is mainly associated with the halocline (layer with a large salinity gradient), contrary to the thermocline (layer with a large temperature gradient) in the other oceans. The vertical structure of the Arctic Ocean is comprised of a fresh, cold surface layer, separated from the warmer, more saline Atlantic Water (AW) underneath (fig. 2.1b; Aagaard et al. (1981), Rudels et al. (1996), Rudels et al. (2004)). The fresh surface layer is fed by river runoff, positive net precipitation, fresh water inflow through Bering Strait and seasonal ice melt. The halocline is located in the cold surface layer above the thermocline. Hence, it is often referred to as the cold halocline. The cold halocline is maintained through lateral advection of saline, brine-enriched water from the shallow shelves.

Despite the very strong radiative cooling of the ocean surface in winter, the existence of the Arctic sea ice cover is greatly dependent on the cold halocline. If the Arctic Ocean stratification was mainly dominated by a thermocline like the other world oceans, sea ice could not form. The reason for this lies in the different properties of fresh and salt water (Knauss (1997)). Fresh water increases its density with decreasing temperature, until it reaches a temperature of 4°C. Continuing to cool decreases the fresh water density, hence the densest fresh water is 4°C, not 0°C. This prevents the cold surface water sinking as it cools even further, thus allowing for sea ice formation. In contrast to this, saline water with a salinity larger than 24.7 psu does not have this threshold of maximum density. Instead, its density continues to increase with decreasing temperature. This means, that
As the surface sea water cools, it becomes heavier and sinks, causing warmer waters to rise and replace it at the surface. To form sea ice in the Arctic Ocean would require the entire Arctic Ocean to cool to the freezing point, before any ice could be formed. This is not the case. Instead, the cold halocline separates the fresh, cold surface layers from the saltier water below. Cooling this fresh layer to the freezing point will not make it heavier than the saline water underneath, thus it will not sink, and therefore it can be cooled enough to form sea ice.

### 2.1.2 Sea ice

The central Arctic Ocean is covered by a perennial sea ice cover (fig. 2.2). This is generally thicker and stronger than the seasonal first-year ice formed in winter southward of the perennial cover. Sea ice is frozen ocean water, making it salty and therefore different from land ice. Simply put, as the ocean water freezes, salt is being pushed into small unfrozen pockets within the ice. As salt water has a lower freezing temperature than fresh water, these brine pockets can survive for some time, leaking brine into the ocean beneath. If the ice freezes slowly, almost all of the brine can be released to the ocean underneath (Knapuss (1997)). This process is referred to as brine rejection and results in multi-year ice being less salty than first-year ice.
The Arctic sea ice cover persists year round, but there are large seasonal variations. In summer, it melts and thins, forming open-ocean areas. After reaching a minimum extent and volume in September (fig. 2.2(right)), the ice grows and thickens during autumn and winter, reaching a maximum extent in March and a maximum volume in May (fig. 2.2(left)). When the sea ice begins to melt in spring along the sea ice edge, cold brine-enriched water is released to the water beneath. As high saline water is denser than less saline water, and cold water is denser than warm water, this cold, brine-enriched water will sink toward the bottom of the ocean. This is known as deep water formation and is one of the main drivers of global ocean circulation (see section 2.2.2). The extent of the sea ice cover is defined in two ways: the sea ice area (SIA) and the sea ice extent (SIE). The SIE only distinguishes between a grid cell being ice covered or ice-free, whereas SIA uses the actual percentage of a grid cell covered by sea ice. Hence, SIE will be larger than SIA.

2.2 General circulation of the atmosphere and the ocean

Below is a brief introduction to the general circulation of the atmosphere and the ocean with focus on the Polar and mid-latitude regions, together with some of the atmospheric/oceanic phenomena discussed in this thesis.

2.2.1 The atmosphere

The global atmospheric circulation is driven by general differences in diabatic heating at low latitudes and cooling at high latitudes (Randall (2015)). However, more regional patterns of diabatic heating, due to shortwave absorption and condensation of water vapor, and radiative cooling, blur the picture. Diabatic heating within the atmosphere typically occurs via vertical convective mixing from below of sensible heat (enthalpy). Convective mixing also transfers water vapor upward, which after possible subsequent horizontal transport condenses and releases latent heat, often taking place at latitudes far away from the area of evaporation. The atmosphere is radiatively cooled in the infrared (long wave) domain and heated in the solar part of the spectrum (short wave). The net effect of radiation is cooling. The zonal mean general circulation is dominated by three meridional cells in each hemisphere: a strong (in particular in winter) Hadley cell (Equator to 30°N), a much weaker Ferrel cell (30°N-60°N) and an even weaker Polar cell (60°N-90°N). The Hadley and the Polar Cells are direct cells, meaning that air rises over heated areas and sinks over cooled areas. Due to subtle dynamics involving baroclinic waves and related convergence of eddy momentum the Ferrel Cell is an indirect cell, meaning that the air sinks over heated areas and rises over cooled areas. The atmospheric meridional circulation is illustrated figure 2.3 by the streamfunction in isentropic coordinates ($\theta$, left panels) and in pressure coordinates ($p$, right panels). The two representations are quite different but complement each other in the sense that the pressure-based
version directly gives the meridional and vertical mass transport in the atmosphere while the \( \theta \) version provide info on both (static stability weighted) meridional mass transport, and the total diabatic heating in the atmosphere: vertical motion in this coordinate system is a direct measure of diabatic heating (upward motion) and cooling (downward motion). The Hadley Cell is clearly visible in both coordinate systems with rising air in the summer-hemisphere tropics and subsidence in the winter-hemisphere subtropics, but the Ferrel Cell is only present for \( p \)-coordinates. For \( \theta \)-coordinates, the direct cells extends all the way to the poles. This discrepancy occurs due to the \( \theta \)-coordinate using the pseudo density as weight.

In the upper troposphere on the boundaries between the three cells are strong westerly jet streams: the subtropical jet between the Hadley and the Ferrel Cell at approximately 30\(^\circ\)N, and a hint of a second maximum around 50\(^\circ\)N to 60\(^\circ\)N, between the Ferrel and the Polar Cell (Randall (2015)). This boundary is known as the polar front and the jet is known as the polar front jet. The jet streams can be visualized as fast-flowing meandering rivers of wind flowing from west to east. They are driven by temperature differences between Equator and the poles, and are therefore strongest in winter. The jet stream can be more or less stable, with an unstable jet stream being more wavy, i.e. it has larger undulations and can induce large planetary waves. In the stratosphere above the polar front jet is the polar night jet, also blowing from west to east. The polar night jet encircles the stratospheric polar vortex which is a low pressure system in the stratosphere, constraining the cold Arctic air in the North. Similar to the jet stream, the strength of the polar vortex depends on the meridional temperature difference, resulting in seasonal variations (strongest in winter) as well as interannual variations. It can be weakened by for example upward propagating waves (Kim et al. (2014)). A weakening of the polar vortex is associated with weaker westerlies or even easterlies,

\[ \text{(16)} \]
allowing for cold stratospheric air to descend (Kolstad et al. (2010)). This results in a rapid warm-
ing in the stratosphere, leading to these events being referred to as sudden stratospheric warmings. These events are often accompanied by cold-air outbreaks at the surface in the mid-latitudes, caus-
ing cold Arctic air to flow toward the mid-latitudes. A weakened polar vortex is often followed by a negative Arctic Oscillation (Kim et al. (2014)).

The Arctic Oscillation and the North Atlantic Oscillation

The Arctic Oscillation (AO) refers to an atmospheric pressure pattern in the Northern Hemisphere (Thompson and Wallace (1998)). In the positive AO phase, the prevailing low pressure system in the upper atmosphere above the Arctic is strengthened by lower than normal anomalies, i.e. the low pressure intensifies, often associated with a stronger polar vortex. Together with a positive anomaly over the central Atlantic, this creates a stronger north-south pressure gradient, resulting in stronger westerlies. The negative phase of the AO refers to the opposite: a high pressure anomaly over the Arctic, a low pressure anomaly over the central Atlantic and the North Pacific and weaker westerlies. This allows for cold Arctic air in the lower part of the atmosphere to escape southwards due to Ekman drift. Ekman drift refers to the phenomenon where the surface winds are at an angle to the left of the geostrophic winds. High up in the atmosphere, the pressure gradient force and the Coriolis force are in geostrophic balance. At the surface, the frictional force become important as well, resulting in the pressure gradient force having to balance the sum of the Coriolis force and the frictional force. Hence, the surface wind is not in geostrophic balance.

The North Atlantic Oscillation (NAO) refers to a different pressure pattern (Hurrell et al. (2013)). This pattern consists of the prevailing low pressure system near Iceland and the high pressure sys-
tem over the Azores. A positive NAO refers to a stronger pressure gradient, were the Icelandic low becomes even lower and the Azorian high intensifies as well. This strengthens the westerlies, and the resulting weather resembles that of the positive AO. The negative NAO refers to the opposite case, were the Icelandic low and the Azorian high weakens, leading to a weakening of the wester-
lies and allowing cold Arctic air to travel south. Cold Eurasian winters are often associated with a negative NAO, see section 3.2.

In Manuscript III a third pressure pattern is mentioned. This is the Scandinavian pattern which is characterized by a high pressure anomaly over Scandinavia, leading to cold air being advected down toward Europe from the Arctic (Barnston and Livezey (1987)).

2.2.2 The ocean

The ocean circulation is driven by the wind as well as changes in density due to temperature and salinity (Knauss (1997)). It is dominated by the large currents transporting heat from Equator toward the Poles. The branch of this system affecting Europe the most is the Atlantic Meridional Overturning Circulation (AMOC). This is sometimes referred to as the thermohaline (thermo = temperature and haline = salt) circulation, but this name is misleading. The AMOC is not only driven by changes in temperature and salinity, but also the wind. It reaches from the Southern Ocean to the North Atlantic, branching into the Nordic Seas and the Arctic Ocean. There are two thermohaline circulation ‘schools’: the ‘push’ school and the ‘pull’ school (Huang (2010)). The ‘push’ school proposes that the AMOC is driven by deep water formation at high latitudes: as the surface water cools and is enriched with brine, it becomes denser and eventually sinks to the bottom. This creates a density gradient between the cold, heavy bottom water at high latitudes and warm, less dense water in lower latitudes. This pushes an oceanic circulation into trying to
equalize the pressure gradient. Hence, the circulation is being pushed by the deep water formation. The 'pull' school propose that the oceanic circulation is being pulled by either deep mixing or the wind. Deep mixing transforms the cold deep water into warmer water. As this rises to the surface, it leaves room for new cold water to replace it, thus pulling in new cold abyssal water. A subset of the 'pull' school is that the oceanic circulation is driven by the wind, not deep mixing. Ekman upwelling in certain locations pull up deep water to the surface where, where it is mixed and becomes less dense.

The deep water is primarily formed along the edge of the sea ice cover, as the largest ocean to atmosphere heat fluxes are located here. This is partly due to cold, dry air outbreaks flowing over the sea ice, partly due to the sea ice protecting the ocean from the atmosphere (Vaage et al. (2018)). The main region of deep water formation in the North Atlantic is the Labrador Sea (Knauss (1997)). However, this does not necessarily mean that the Labrador Sea deep water formation dominates the AMOC variability. In fact, a recent study showed that it does not. In the summer of 2014 the Overturing in the Subpolar North Atlantic Program (OSNAP) observing system was launched. As the name suggests, its main purpose was to observe the Atlantic overturning circulation. The newest results show that the deep water formation in the Irminger Sea and the Iceland Basin have the largest impact on the AMOC, not the Labrador Sea (Lozier et al. (2019)).

2.3 Observed climate changes

The climate has changed over the past decades. These changes are evident in all parts of the climate system, from the atmosphere, to the ocean, the cryosphere and the biosphere. These changes have been attributed to the increased anthropogenic GHG emissions (IPCC (2013)). Climate changes are often taken relative to a base line before anthropogenic GHG emissions began. This base line is referred to as the pre-industrial period. Key changes in the atmosphere, the ocean and the Arctic sea ice are discussed below.

2.3.1 The atmosphere

The most obvious change due to increased GHG emissions is the increasing global mean temperature shown in figure 2.4a. This has increased approximately 1°C since the pre-industrial period, leading to the current climate change being known as Global Warming. This implies that the temperature increases equally everywhere and that temperature is the only parameter changing. However, this is not the case, as is illustrated by the map of observed temperature anomalies in 2018 relative to the period 1981-2010 in figure 2.4b. Here it can be seen that there are large regional differences, both intra-continental and globally. The most pronounced spatial temperature difference pattern is the Arctic Amplification (AA). This refers to the difference in observed surface temperature between the Arctic and the rest of the Earth (fig. 2.4(b)). The Arctic temperature increases much faster than the globally averaged surface temperature. The main driver of AA is the Arctic sea ice loss, with the largest contributor being the temperature feedback and the second largest being the ice-albedo feedback (Serreze et al. (2009), Screen and Simmonds (2010), Pithan and Mauritsen (2014)). The temperature feedback refers to the feedback mechanism where sea ice loss cause the ocean surface and the lower atmosphere to warm. As the emitted Long Wave Radiation (LWR) from the Earth’s surface will increase with increasing temperature ($LWR \sim T^4$), a temperature change starting from a cold background state will emit less LWR than a similar temperature change at a warm background state. Thus, a certain temperature change in the tropics
results in a larger outgoing LWR than in the Arctic, leading to further warming of the Arctic. The ice-albedo feedback refers to the fact that sea ice has a larger albedo than the open ocean. Therefore, as the sea ice retreats, less of the incoming solar radiation will be reflected. Instead, it will be absorbed by the ocean, heating it up and leading to more sea ice melt, continuing the negative feedback loop. The increased polar temperature relative to the global mean is primarily seen over the Arctic, not over the Antarctic. Hence the name Arctic Amplification. As AA increases, the temperature difference between the North Pole and Equator decreases. A weaker north-south temperature gradient will most likely lead to weaker westerlies and a weaker polar jet (Francis and Vavrus (2015)). A weaker jet is wavier (a slow running river meanders more) which allows for cold Arctic air to flow more southward, resulting in cold air outbreaks (see section 2.2.1). A weaker jet might also lead to more persistent weather systems as the air moves slower and takes longer to move on.

As warm air can contain more water than cold air, the precipitation patterns have likely changed as well due to the observed increase in temperature. However, large internal variability and a relatively short precipitation record have made it difficult to assess anything with certainty (IPCC (2013)).

### 2.3.2 The ocean

The ocean is generally less observed than the atmosphere, partly for historic reasons, partly because satellites can only be used for observations of the ocean surface. Most of the observational ocean records are relatively short and not uniformly distributed around the world oceans. Measurements of the ocean interior consists of either relatively few transects or single point observations made from a research ship, or autonomous instruments (e.g. the ARGO floats; Dean Roemmich | Scripps Institution of Oceanography et al. (2009)). Observations of the ocean have shown that the oceanic heat content has increased over the recent past (Abraham et al. (2013), IPCC (2013)). Some studies have found that the AMOC is slowing down (Smeed et al.), but the observational record is too short to determine if this is caused by the increased temperature.

One phenomenon that have been attributed to the increased oceanic temperature is the *atlantifica-*
tion of the Barents Sea and the Eurasian Basin in the Arctic Ocean (Aarthun and Eldevik (2012), Polyakov et al. (2017)). This phenomenon refers to the transition during sea ice retreat: the vertical oceanic structure shifts from being similar to that in the Arctic Ocean, to a structure similar to that in the Atlantic Ocean. This leads to a weakening of the stratification, increasing vertical mixing and shoaling of the Atlantic Water.

2.3.3 The Arctic sea ice

Since satellite observations of the Arctic sea ice began in 1979, the sea ice has been observed to decline. The mean Sea Ice Extent (SIE) for the years 1981-2010 has a seasonal cycle that varies between approximately 6 and 15.5×10⁶ km² (NSIDC). For the period 1979-2016, the annual mean Northern Hemisphere (NH) SIE has decreased by 2.0×10⁶ km² (Onarheim et al. (2018)). The September SIE is shown in figure 2.5, illustrating the sea ice decline. In a recent study, Stroeve and Notz (2018) reviewed the current state of the Arctic sea ice. They found that the Arctic sea ice has changed significantly over the last 40 years. The SIE was declining in all months, with a record of 16 consecutive months from January 2016 to July 2018 with SIE more than 2σ below the 1981-2010 long-term mean SIE. Much attention have been on the record low summer SIE of 2012 (3σ below the 1981-2010 long-term average), but autumn, winter and spring have seen a more significant sea ice loss since 2016. Record low SIE were reached for 8 out of the 12 months (January-June and November-December) between 2016 and 2018.

The sea ice loss was concentrated in specific regions, depending on the season. The largest decrease was observed in summer, with the NH September SIE having decreased by 3.2×10⁶ km² over the period 1979-2016. Summer sea ice loss was concentrated in the perennial sea ice cover, with the East Siberian Sea, the Chukchi Sea, the Beaufort Sea, the Laptev Sea and the Kara Sea experiencing the largest summer sea ice loss and explaining 89% of the inter-annual September SIE variance (Onarheim et al. (2018)). Onarheim et al. (2018) referred to these areas with largest variance and negative trend in summer SIE as the ’summer mode’. The corresponding ’winter mode’ cover the seasonally ice-free areas with no sea ice in summer, hence the largest sea ice loss occurred in winter. For 1979-2016, the NH March SIE had decreased by 1.5×10⁶ km². The largest contributor to this was the Barents Sea (27%), followed by the Sea of Okhotsk (27%), Greenland Sea (23%) and Baffin Bay/Gulf of St. Lawrence (22%). These regions explained 81% of the inter-annual March SIE variance. As the climate continues to warm in the future, there seems to be a transition of regions from ’summer mode’ to ’winter mode’. The climatic impact due to sea ice loss...
depends on the location of the sea ice loss (Koenigk et al. (2016), Pedersen et al. (2016), Screen (2017b)). This will be discussed further in section 6.5.

Not only the extent, but also the thickness and age of the ice are decreasing. Stroeve and Notz (2018) estimated that the mean ice thickness in the Arctic Ocean had decreased by 28 cm per decade, or 40% from 1979-2017. The part of the Arctic Ocean covered by perennial ice had decreased from 58% in 1984 to 28% in 2018. Ice older than 5 years only covered about 2% in 1984, compared to 30% in 1984. The sea ice loss had resulted in a melt-onset 12 days earlier and freeze-up 28 days later in 2018 compared to 1979, extending the melt season. With the increase in younger and thinner ice, the same incoming energy will melt more ice. Due to this, the Arctic sea ice cover has increased the likelihood of rapid ice loss events in summer over the last 40 years. Additionally, the larger areas of ice-free ocean increases the likelihood of rapid ice growth events during autumn, due to the larger areas of ice-free areas (Stroeve and Notz (2018)).

Drivers of the observed sea ice changes

An explanation for the observed decline in sea ice is the observed increase in air temperatures caused by increased anthropogenic CO₂ emissions (IPCC (2013)). This correlation between the observed sea ice decline and the anthropogenic CO₂ emissions was shown by Notz and Stroeve (2016). For the period 1953 to 2015, they found a linear relationship between CO₂ emissions and the September sea ice area, where a metric ton of anthropogenic CO₂ emissions lead to a loss of 3±0.3 m² of September sea ice area. They used a conceptual model to explain that the Arctic sea ice loss is less impacted by changes in atmospheric and oceanic changes, and more by the surface energy balance at the sea ice edge. The relationship between sea ice loss and increasing CO₂ emissions has been established by several studies (see Notz and Stroeve (2016)). Niederdrenk and Notz (2018) estimated the sea ice sensitivity to 1°C of annual mean global warming to a loss of 3.3-4 million km² of September Arctic sea ice area and 1.6 million km² of March Arctic sea ice area. The global warming might determine the overall trend of the sea ice loss, but on shorter time scales internal variability plays a part as well (Swart et al. (2015)). In a study by Ding et al. (2019) it was shown that the internal atmospheric variability contributed about 40-50% to the observed Arctic sea ice decline. This indicates that the observed sea ice loss is the result of the combined effects of long-term external forcing in the form of increased anthropogenic CO₂ emissions and short-term internal variability.

2.4 Paleo climate

It is not the first time in Earth’s history that the climate has changed. As discussed in section 1, temperature reconstructions reveal several large temperature changes during the last glacial. These abrupt temperature increases have been proposed to be caused by a rapid retreat of sea ice (see section 2.4.3). Understanding these past changes and the impact they had on climate can help us to understand the current climate changes. This understanding can be obtained by analyzing reconstructions from proxy (or paleo) records.
2.4.1 Proxy records

Our knowledge about the climate in the recent past is based on observations of temperature, precipitation, sea ice extent etc. Systematic observations started slowly in the end of the 19th century, increasing in spatial and temporal resolution up through the 20th and 21st centuries. Today satellites enable continuous monitoring of even the most remote areas. Some parameters are measured directly, some are inferred from other parameters. The latter approach is referred to as using proxy records. This approach is also used to gain knowledge of past climate. Below is a brief introduction to proxy records, with focus on ice core records from Greenland and marine sediment cores.

Ice cores

Ice cores contain information about past climate through the chemical construction of precipitation falling on the GIS and through the air trapped in bubbles in the ice. As time goes, the precipitation fallen on the surface of the GIS will be buried by new precipitation. This condenses the snow into ice, capturing and preserving the specific chemical fingerprint of the precipitation of that time as well as the air captured in caveats in the ice. The GIS is 2-3 kilometers thick, preserving ice as old as 120,000 years (Kindler et al. (2014)). This provides us with a record covering the current interglacial (the Holocene), the last glacial and the end of the last interglacial (the Eemian). The age of the ice core record is limited as the ice at some point reaches bedrock. Due to the weight of the ice sheet, the ice at the bottom will reach the freezing/melting point and start to melt.

As the ice cores do not preserve temperature, this can be inferred from the ratio of oxygen isotopes in the ice (Paterson (1994)). Precipitation consists of water (H₂O). The most abundant oxygen isotope is ¹⁶O, but a smaller fraction is made up of the heavier ¹⁸O isotope. Cold air can contain less water vapor, thus condensing more vapor into precipitation relative to warmer air. As ¹⁸O is slightly heavier than ¹⁶O, relatively more ¹⁸O will have condensed into precipitation before reaching the GIS in a cold climate (or in winter relative to summer). This means that the ratio δ¹⁸O = ¹⁸O/¹⁶O is lower for cold air than for warm air. Besides temperature, several additional parameters are measured in the ice cores as well.
Marine sediment cores

Marine sediment cores are taken from the bottom of the ocean floor (Ruddiman (2008)). They contain the shells of the animals living in the water column above, molecular biomarkers of the biota and transported material such as ice-rafted debris. From these cores we can obtain information of past ocean states such as the temperature in specific layers of the water column (inferred from the number of a specific species), the strength of the ocean mixing (anhysteric remanent magnetization, ARM) and the presence of sea ice represented by the PIP$_{25}$ (Müller et al. (2011)). PIP$_{25}$ is a combination of open-water biomarkers and ice-algae biomarker IP$_{25}$. High abundance of open-water biomarkers indicate open-water conditions, high values of IP$_{25}$ indicate sea ice. Combining these proxies results in a record of the sea ice cover, ranging from open-water over seasonally ice-covered to perennial sea ice cover (Sadatzki et al. (2019)).

Proxy records are an extremely useful tool to obtain information about the past, but it has its limitations. First of all, it is expensive and often difficult to obtain the records. The deep ice cores on Greenland require a few years of drilling in the summer season to reach the bottom of the ice sheet, 2-3 kilometers down. This leads to a second limitation, namely the sparse unevenly spatial distributions of the proxy records. This is illustrated in figure 2.7, showing the location of various kind of proxy records, covering the last 2000 years: they range in length from 50 to 2000 years. Clearly some areas are covered quite well (e.g. Western USA), some areas are not (e.g. the ocean). A third limitation with proxy records are their inability to show cause and effect. Proxy records show the sum of the processes that have occurred, but they do not show what caused what. Comparing proxies from the same ice core reveals similar changes. However, this only shows a correlation, not what drives what. The same issue is valid when comparing with proxy records from different ice or sediment cores, including the new issue of having to pinpoint the relative timing between the two records. Pinpointing the timing between proxy records provides us with a potential lead/lag relationship, but it does not show causality.

2.4.2 Past climate change

Paleo records show that the Earth have experienced several cold periods (glacials or ice ages) separated by warmer periods (interglacials). The current interglacial (the Holocene) began about
11,700 years ago, marking the end of the last glacial. During the last glacial the air temperature on Greenland was lower than today and large ice sheets covered North America (the Laurentide Ice Sheet) and Scandinavia (the Fenno-Scaninavian Ice Sheet), in addition to the GIS that still persists today. The water trapped in these ice sheets caused the global sea level to be lower than today. A reconstructed temperature record from the NGRIP ice core on Greenland covering the period 10 to 120 kyr b2k (thousand years before 2000 AD) is shown in figure 2.8. Besides the low temperatures on Greenland relative to present day, another feature is evident: abrupt warmings occurred several times during the approximately 110,000 years it lasted. These events are referred to as Dansgaard-Oeschger events (Dansgaard et al. (1993)).

**Figure 2.8**: NGRIP temperature reconstruction (red line) from 10 to 120 kyr b2k (thousand years before 2000 AD). Please note that time goes from right to left. Grey points are \( \delta^{18}O \) measurements. Blue and green dots are \( \delta^{15}N \) measurements from various sources and the black solid line is modelled \( \delta^{15}N \). Yellow (orange) areas indicate stadials with a Heinrich event with no long-term warming observed (with long-term warming observed). Numbers indicate D-O events. Figure from Kindler et al. (2014).
2.4.3 Dansgaard-Oeschger events

The Dansgaard-Oeschger (D-O) events recorded in the Greenlandic ice cores varied in duration and magnitude of the warming events. They were characterized by a rapid warming (10-15°C over a few decades or centuries; see lower panel in figure 2.8), followed by a gradual cooling back to the starting point. Based on this, the climate is said to transition from a cold stadial to a warmer interstadial and back again into a stadial.

Changes in Nordic Seas sea ice was proposed by Dokken et al. (2013) to be a potential cause of these abrupt warmings (the 'Dokken hypothesis'). Comparing the temperature proxy records from NGRIP with a marine sediment core in the Nordic Seas, they found that the Nordic Seas were covered by sea ice during the cold stadials, but ice-free during the warm interstadials. They proposed that warm subsurface water built up under the Nordic Seas sea ice cover during stadials, weakening the stratification. At some point, the stratification collapsed, causing the warm water to be mixed into the surface waters, rapidly melting the sea ice cover. The now ice-free ocean surface released vast amounts of heat to the colder atmosphere, resulting in a rapid warming. Jensen et al. (2018) support this hypothesis by showing in a eddy-resolving idealized general circulation model that a rapid retreat of the sea ice on the Nordic Sea could occur due to small changes in the temperature of the inflowing water, leading to a breakdown of the stratification.

Using an idealized topography, Jensen et al. (2018) showed that rapid sea ice retreat as a driver of the abrupt D-O events is possible. Increasing the model complexity, Guo et al. (2019, manuscript in preparation) showed that the Dokken hypothesis was also possible in a fully coupled climate model. Using the climate model NorESM, they simulated the Marine Isotope Stage 3 period (MIS3; approximately 30-60 thousand years ago), as this period covers several D-O events. The sea ice cover in their glacial simulation did reach further south than present day conditions, yet it did not cover the Nordic Seas. In order to simulate the cold stadial conditions during the glacial, fresh water was added to the simulation, a so called hosing experiment. More precisely, they added 0.33 Sv of fresh water uniformly in the region between 50°N and 70°N for 500 years. After the 500 years the fresh water forcing stopped, and the simulation continued for 300 years. Adding fresh water strengthened the halocline between the fresh surface layer and the saline water underneath, hence strengthening the stratification. This shielded the cold fresh surface layer from the warm saline water underneath, allowing for sea ice to form. As a results, they achieved a sea ice cover from the Arctic Ocean down to the Bay of Biscay, representing a cold stadial. To force the model to transition into a warm interstadial, they stopped the fresh water forcing. This resulted in a rapid retreat of the sea ice cover, back to the starting point. During this rapid retreat, they showed that the temperature on Greenland increased rapidly, in a rate similar to the observed rate during the D-O events. Hence, a rapid retreat of sea ice was able to induce an abrupt warming on Greenland.

The two model studies discussed above show that a rapid sea ice retreat is a valid candidate as the driver of the D-O events. A recent paleo study by Sadatzki et al. (2019) showed that changes in the Nordic Seas sea ice cover actually did lead to changes in the Greenlandic air temperature. By comparing the same two cores as in Dokken et al. (2013), but using PIP25 as a sea ice proxy, they could pinpoint the timing of the different transitions. They found that the Nordic Seas sea ice started to retreat due to increasingly warm subsurface water underneath. Following this was a reinvigoration of the ocean circulation and consequently the D-O events.
2.5 Future climate

As opposed to the past and present climate, the future climate cannot be observed. For this we have to rely on climate models. In order for us to be able to compare different models, these modeling efforts have been combined in Model Intercomparison Projects (MIP’s) where all the models use the same initial conditions as well as various scenarios for the future. There exist many different MIP’s, but in this thesis we will only discuss the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. (2012)). CMIP5 was used for the IPCC AR5 (IPCC (2013)) and consists of more than 50 coupled climate models. The future scenarios depend on projections of GHG emissions and are represented by four Representative Concentration Pathways, as explained in section 2.5.1.

2.5.1 Representative Concentration Pathway (RCP)

To assess future climate projections across climate models, four scenarios have been defined. These scenarios are called Representative Concentration Pathway (RCP) and represent 4 sets of projections for GHG emissions, aerosols, air pollutant emission and land use for the 21st century (Meinshausen et al. (2011), IPCC (2013)). They represent four potential paths for the climate to follow in the future: RCP2.6, RCP4.5, RCP6.0 and RCP8.5. The numbers refer to the projected radiative forcing in Wm$\text{−}^2$ by year 2100, relative to pre-industrial levels. The radiative forcing for each of the four pathways are shown in figure 2.9a. RCP2.6 peaks at 3 Wm$\text{−}^2$ around year 2050, declining to about 2.6 Wm$\text{−}^2$ by 2100. This is the scenario with the lowest GHG emissions, likely keeping global warming below 2$^\circ$C. To achieve this, most models require net negative emissions. RCP4.5 and RCP6.0 represent two intermediate scenarios where the radiative forcing stabilizes at approximately 4.5 Wm$\text{−}^2$ and 6.0 Wm$\text{−}^2$ after 2100. The worst-case scenario is RCP8.5, where the radiative forcing is projected to reach 8.5 Wm$\text{−}^2$ by 2100, continuing up to 12 Wm$\text{−}^2$ by year 2250, after which it stabilizes. The ‘baseline scenario’ (or the ‘business-as-usual’ scenario) is between RCP6.0 and RCP8.5, where RCP8.5 represent the high-end of projected emissions. After
Figure 2.10: Changes in sea ice extent (SIE) relative to 1986-2005 for the CMIP5 ensemble for Northern Hemisphere a) February and b) September. Shown are the historical CMIP5 simulations, ending in year 2005. Following this is the four RCP scenarios. Number in legends refer to the number of models available. Green lines show the observed SIE for the period 1979-2012. Solid lines are multi-model mean, shading indicate 5% to 95% range. Figure from IPCC (2013).

Year 2100 the RCP’s are extended, referred to as Extended Concentration Pathways (ECP), see figure 2.9a. For RCP2.6, emissions were kept constant, continuing the decline in GHG emissions. RCP4.5 and RCP6 transitions from constant emission by 2100 to constant concentrations by 2150. RCP8.5 has constant emissions up until year 2150, after which it transitions to stabilize concentrations by 2250.

2.5.2 Projected changes by the CMIP5 ensemble

The CMIP5 ensemble of the historical period and the four RCP scenarios as presented in IPCC (2013) can be seen in figures 2.9b and 2.10 for the global mean temperature anomaly and the sea ice extent anomaly, both relative to the period 1986-2005. There clearly is a large difference between the four scenarios. The low emission scenario RCP2.6 projects a mean temperature change of 1.0°C with a range of 0.3-1.7°C for the period 2081-2100, whereas the high emission scenario RCP8.5 projects a mean temperature of 3.7°C with a range of 2.6-4.8°C. Continuing on till year 2300 increases the difference, as well as the uncertainty range. The sea ice cover also shows large differences, ranging from the potential of an ice-free Arctic in summer by the middle of this century for the RCP8.5 scenario, to keeping the Arctic summer sea ice in RCP2.6. The RCP8.5 scenario has the highest GHG emissions, but even with this, the CMIP5 models fail to simulate the rate of the observed sea ice loss in September on the Northern Hemisphere, shown by the green curve in figure 2.10(b).

Although the global mean temperature rises, it does not mean the temperature rises equally everywhere. Figure 2.11(a) shows the temperature anomalies for RCP2.6 and RCP8.5 for the period 2081-2100 relative to 1986-2005. The Arctic Amplification is clearly seen, as the Arctic temperature increases more than at the low- and mid-latitudes. The precipitation change is not uniformly distributed either (fig. 2.11(b)). In general, are the currently wet areas projected to become wetter, and the dry areas projected to become drier.
In the ocean two main features are projected for the future, besides the overall warming (Koenigk et al. (2013)). First of all, the deep convective mixing is projected to go extinct as the sea ice disappears. As deep water is formed due to sinking of the cold, saline water, the mixed layer depth can be used as an indicator of deep water formation. Brodeau and Koenigk (2015) showed that the depth of the mixed layer shoaled as the Arctic sea ice edge retreated northward. This indicates that the deep water formation will weaken and subsequently disappear entirely. The weakening of the deep water formation might be part of the reason for the second feature, which is the projected weakening of the AMOC. The CMIP5 ensemble projects a 36% reduction in the strength of the AMOC by year 2100 (Cheng et al. (2013)).

The RCP future scenarios start in year 2005. The radiative forcing and CO\textsubscript{2} emissions are still quite similar to the latest observations, although the RCP8.5 has started to take off. For year 2017, the annual mean projected radiative forcing for the four scenarios (3.05 W m\textsuperscript{-2}, 3.05 W m\textsuperscript{-2}, 3.04 W m\textsuperscript{-2} and 3.12 W m\textsuperscript{-2} for RCP2.6, RCP4.5, RCP6 and RCP8.5, respectively; http://www.pik-potsdam.de/~mmalte/rcps/) are similar to the observed (3.06 W m\textsuperscript{-2}; https://www.esrl.noaa.gov/gmd/aggi/aggi.html). The same goes for the annual mean CO\textsubscript{2} emissions in 2018: 407.5 ppm, 406.6 ppm, 405.4 ppm and 409.9 ppm for RCP2.6, RCP4.5, RCP6 and RCP8.5 projections (http://www.pik-potsdam.de/ mmalte/rcps/), respectively, and 408.3 ppm for the observed (https://www.esrl.noaa.gov/gmd/aggi/aggi.html).

### 2.5.3 A 1350 year long RCP8.5 scenario simulation

Study III analyses specific time slices in a 1350 year long RCP8.5 scenario simulation performed with EC-Earth coupled to the interactive ice sheet model PISM, i.e. EC-Earth-PISM. The specific model setup is described in section 4. Most future projections of climate simulate until the end of the 21st century. A few (~8 model simulations) continue until year 2300, but to our knowledge, a simulation until year 3200 have not been performed before. Here, key parameters are presented in figure 2.12, and compared to the general CMIP5 RCP8.5 ensemble. As the GHG emissions continue to rise (fig. 2.9a), so does the global mean temperature (red curve in fig. 2.12). The global mean temperature increases from present day conditions (1986-2005, same reference period as in IPCC (2013)) of 13.4°C to 25.4°C by year 3200 at the end of the simulation, an increase of
Table 2.1: 30-year mean of the global mean surface (2m) air temperature ($T_{2m}$; in °C) and its change relative to P1, the sea ice area for March (September) (in million km$^2$), the Greenland Ice Sheet volume (in million km$^3$) and global mean precipitation (P; mm day$^{-1}$) for each of the five periods.

<table>
<thead>
<tr>
<th>Years</th>
<th>$T_{2m}$ ($\Delta T$) [°C]</th>
<th>SIA Mar (Sep) [million km$^2$]</th>
<th>GIS volume [million km$^3$]</th>
<th>P [mm day$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1850-1879</td>
<td>12.7</td>
<td>7.84 (15.4)</td>
<td>3.59</td>
</tr>
<tr>
<td>P2</td>
<td>1986-2005</td>
<td>13.4</td>
<td>6.38 (14.5)</td>
<td>3.59</td>
</tr>
<tr>
<td>P3</td>
<td>2060-2089</td>
<td>16.2</td>
<td>0.164 (10.4)</td>
<td>3.59</td>
</tr>
<tr>
<td>P4</td>
<td>2154-2183</td>
<td>20.5</td>
<td>0 (0.418)</td>
<td>3.52</td>
</tr>
<tr>
<td>P5</td>
<td>3170-3199</td>
<td>25.4</td>
<td>0 (0)</td>
<td>1.38</td>
</tr>
</tbody>
</table>

~12°C (see table 2.1). The CMIP5 ensemble does not continue after year 2300. The global mean temperature for the period 2281-2300 in our simulation has increased by 9.6°C, relative to the period 1986-2005 (table 2.1). This is within the range of the CMIP5 ensemble for the same period (7.8±2.9°C, IPCC (2013) table 12.2).

The rate of the warming is largest now and until around year 2250, coinciding with the rapid decrease in NH sea ice area (SIA, blue curves). Using a minimum SIA threshold of one million km$^2$, this simulation predict an ice-free Arctic in summer by year 2060 and in winter by 2154. The global mean temperature stabilizes after the Arctic becomes ice-free year-round. This coincide with the stabilization of the GHG concentrations for the ECP8.5, as can be seen in figure 2.9a. Not only the global temperature and sea ice are affected by the increasing GHG emissions. The Greenland Ice Sheet is currently relatively stable, but our simulation predicts an increase in melt, resulting in a linear decrease in the GIS volume from around year 2060 to the end of the simulation (green curve). This results in a GIS loss of 62% by year 3200 (table 2.1).

The general evolution of Arctic SIA shown in figure 2.12 is within the range of the CMIP5 model ensemble mean shown in figure 2.10(a) and (b), as the Arctic becomes ice-free in September by 2060 (Koenigk et al. (2013)). EC-Earth is part of the CMIP5 ensemble, but the simulation shown here differs from the CMIP5 model setup by being coupled to the Ice Sheet Model PISM (Svendsen et al. (2015); see section 4). Through the coupling to PISM the GIS is allowed to shrink in size, adding the extra fresh melt water to the ocean (2.13). The ice disappears at the coastal regions first, contracting back to the Southeastern part of Greenland.
Figure 2.12: Annual global mean surface (2m) air temperature (red; in °C), annual Greenland Ice Sheet Volume (green; in million km$^3$) and mean NH SIA (in million km$^2$) for March (dark blue) and September (light blue) in the EC-Earth-PISM RCP8.5 simulation. Horizontal line indicate SIA equal to one million km$^2$. The 5 grey boxes indicate the 5 periods defined in Manuscript III (see table 2.1 and section 5.3). The temperature for year 2571 has been removed, as there was a spurious spike in temperature for this year. The spike occurred due to an error in the forcing setup.

Figure 2.13: Mean ice sheet elevation [m] for years 1850-1879 (left) and 3170-3199 (right) in the RCP8.5 simulation. Figure courtesy of Rasmus Anker Pedersen.
2.6 Climate models and nudging

2.6.1 General Circulation Models (GCM)

Simulating the climate requires numerical models capturing the complexity of the climate system. The complexity of the models vary from one dimensional column models, over box models to the most complex climate models, the General Circulation Models (GCM). GCM’s enclose the Earth in a 3D grid, with a certain horizontal and vertical resolution (see figure 2.14). For each grid cell and at each time step in the model, the physical processes controlling the climate are computed. GCM’s can model just the atmosphere (AGCM), just the ocean (OGCM) or couple the atmosphere and the ocean (AOGCM). Each of them has their advantages. Modeling just the atmosphere or the ocean reduces the required computer power compared to the fully coupled system. AGCM’s are used for weather prediction, often in a regional higher resolution setup and with prescribed observed ocean surface conditions. This is partly for historical reasons (atmospheric modeling began before oceanic modeling), partly because they are faster than fully coupled model and partly because of the relatively short time scales used in weather prediction. Often, predictions cover days, potentially weeks. During this time span the oceanic feedbacks to atmospheric changes are negligible.

The importance of atmosphere-ocean coupling

AGCM’s have been widely used for climate modeling as well. For example, several studies have used AGCM’s to investigate the impact of sea ice changes on the climate system (e.g. Petoukhov and Semenov (2010), Screen (2013), Pedersen et al. (2016)). In these, sea surface temperature (SST) and a target sea ice cover are prescribed to the model. This allows for the atmospheric processes to be isolated and analyzed. However, this does not allow for oceanic feedbacks to the atmospheric changes. Deser et al. (2015) showed that by neglecting the ocean and its feedbacks to the atmosphere, remote impacts of the climatic changes are not captured. By designing three experiments using an AGCM coupled to either a non-interactive ocean (prescribing ocean surface conditions), a slab ocean (only capturing the thermodynamic ocean processes) or to a full-depth dynamical ocean model, they conclude that only the latter captures the equatorial symmetry observed due to changes in the sea ice cover. They further suggest that AGCM’s underestimate the spatial coverage of the predicted future warming. Supporting the importance of coupling climate components are the studies by Petrie et al. (2015) and Screen (2018). Both studies suggests that AOGCM’s generally agree more across models on predicted atmospheric response than AGCM’s. This stresses the importance of using coupled climate models for climate simulations.
2.6.2 Nudging

Nudging is a simple form of data assimilation. Data assimilation is the process of improving a models initial conditions using observations or short-range forecasts Kalnay (2012). The more accurate the initial conditions, the more accurate the forecast.

Nudging, or Newtonian Relaxation pushes the model solution toward the observations by adding a term to the prognostic equations (Kalnay (2012)). For example:

\[
\frac{dT}{dt} = \frac{dT_b}{dt} + \frac{T_{\text{obs}} - T_b}{\tau}
\]

(2.1)

where \( T \) is the variable, \( T_b \) is the 'background' or 'first guess', \( T_o \) is an observations and \( \tau \) is an empirical relaxation time scale, determining how fast the \( T \) converges toward the observation.

Other assimilation methods include the statistical information about the observations (appropriately called statistical interpolation schemes). The overall idea is the same as for the nudging: determine the corrected value \( T \) by combining information about the 'first guess' and the observations. These methods all have the same caveat: they do not conserve energy. Using temperature as an example and returning to eq. 2.1, \( \frac{dT_b}{dt} \) is the temperature change the model computes based on the background state. This is energy conserving. Adding \( \frac{T_{\text{obs}} - T_b}{\tau} \) requires a change in energy (positive or negative), but it is not taken from somewhere. It appears out of thin air. Thus, assimilation is not energy conserving.
Motivation for each study

The motivations for Manuscript I, Manuscript II and Manuscript III discussed below summarizes the motivations discussed in each manuscript.

3.1 Study I: Nudging sea ice in the coupled climate model EC-Earth

Constraining sea ice in climate models is used to minimize the bias between model and target, or to analyze the effect of a specific sea ice state. In AGCM’s this can be achieved by simply prescribing the target sea ice configuration. However, as discussed in section 2.6.1, the coupling between the atmosphere and the ocean is crucial for capturing the global signal by allowing for feedbacks between the atmosphere and the ocean. Therefore, coupled GCM’s are needed to get the full picture of these changes on the climate system.

Constraining sea ice in coupled GCM’s is not as straightforward as in AGCM’s or OGCM’s. Coupled GCM’s exchange information between the atmosphere and the ocean/sea ice/land beneath. As the Earth is a closed system, energy, water and mass must be conserved in the total Earth system. Therefore, any exchange between the components must be countered somewhere else in the system. Constraining sea ice (or any parameter) should aim at not breaking this conservation. As it turns out, constraining sea ice while conserving energy is tricky. Sea ice can be constrained by directly nudging sea ice concentration (SIC) and thickness (Tietsche et al. (2013), Smith et al. (2017)). By increasing the amount of sea ice, water in the form of ice is added to the model. Hence, water conservation is broken. Removing sea ice, removes the energy in the sea ice from the climate system as well. In addition to violating the energy and water conservation, constraining sea ice directly includes other issues such as dividing the new ice into ice thickness categories (Kimmritz et al. (2018)). Therefore, constraining sea ice directly in coupled models are not ideal.

Several other methods have been developed to constrain sea ice, some of them discussed in Screen (2018). There do exist energy-conserving methods for constraining sea ice in coupled climate models. By changing the initial sea ice thickness, Petrie et al. (2015) and Semmler et al. (2016) succeeded in reducing sea ice throughout the year due to the increased heat flux through the ice and increased melt. However, this is a time limited solution, since the system will return to the unperturbed state again relatively fast. Energy will also be conserved if the sea ice albedo is modified (Blackport and Kushner (2016), Blackport and Kushner (2017)). This changes the amount of solar radiation absorbed by the sea ice, allowing for more or less sea ice to be melted. The caveat of this
method is its seasonal dependency; it only works in the sunlit part of the year. These two methods, although being energy and water conserving, are not ideal for longer climate simulations or in cases where sea ice needs to be constrained during winter. To avoid this, methods involving the surface heat flux have been used to constrain sea ice. Deser et al. (2015) added an additional long wave radiation flux (LWR) to the sea ice model to reach a target sea ice cover. This LWR flux varied seasonally, but not spatially, and was designed to reach the mean Arctic sea ice concentration predicted by the CCSM4 RCP8.5 model simulation by the end the twenty-first century. This ‘ghost flux’ (naming from Screen (2018)) is only seen by the sea ice module. A similar approach was taken by McCusker et al. (2017) and Oudar et al. (2017). McCusker et al. (2017) computed the amount of heat needed to melt or form sea ice, then added this to the sea ice module. In the study by Oudar et al. (2017) the modified surface heat flux (LWR+turbulent heat fluxes) was seen by the ocean module and through this communicated to the sea ice. The last three approaches are quite similar and all conserve water, but not energy.

So far, methods for constraining sea ice in coupled climate models only work on short time-scales, in certain parts of the year, or they do not conserve energy. Study I aimed at developing a method for constraining sea ice while still conserving energy and water. This was based on methods modifying the surface heat flux. In particular the method in Oudar et al. (2017) as they modified the non-solar heat flux received by their ocean component, NEMO, the ocean component in EC-Earth as well. Thus, the flux adjustment (naming from Screen (2018)) observed by the ocean were subsequently communicated to the sea ice module.

Taking a step back, let's consider how to modify sea ice without modifying the total energy of the system. Following the approach in Oudar et al. (2017), an extra heat flux was added/removed from the ocean in order to reach a target. To conserve energy, this heat flux must come from somewhere. One place to get it is the atmosphere. The simplest way possible was to simulate a change in the surface sensible heat flux (SSHF). SSHF exchanges heat between the atmosphere and the land/ocean surface and is defined in eq. 3.1:

$$SSHF = C_H|V|(T_s - T_{air})$$

where \(C_H\) is a bulk transfer coefficient for heat, \(V\) is the wind speed, \(T_s\) is the skin temperature and \(T_{air}\) is the air temperature (Wallace and Hobbs (2006)). Increasing the SSHF from the ocean to the atmosphere would lead to an increase in the atmospheric temperature. Since SSHF only changes the amount of energy exchanged between the atmosphere and the surface, it conserves energy. Therefore, it is a good candidate when we want to nudge sea ice and maintain conservation. This is the topic of Study I: can SSHF be used to indirectly nudge sea ice, while maintaining energy conservation? The results are presented in section 5.1.

Two sea ice targets were initially used for testing the nudging methods. The first target had Arctic sea ice extending from the North Pole to 70°N and no sea ice south of this latitude. This created an idealized sea ice cover, with a sharp edge at 70°N. This target was not realistic, but allowed us to test how well the methods worked when pushed to form sea ice (in the Nordic Seas) and to melt sea ice (Baffin Bay/Labrador Sea). The second target had sea ice down to 50°N. This sea ice cover was even less realistic than the previous one, but it allowed us to test how our methods worked for sea ice targets far away from the models own sea ice cover. Moreover, this approach would allow us to test similar conditions as in the (Guo et al. (2019, manuscript in preparation)), but without
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The energy-conserving sea ice nudging method developed in Study I was initially intended for nudging sea ice in the Barents-Kara Seas in Study II (see below). As shown in the results (sec. 5.1), the energy-conserving method (M2) required a fine balance between reaching the target sea ice and the model becoming unstable. This balance turned out to be difficult to find, thus Study II was performed using the not energy-conserving method M1, instead of the energy-conserving method M2.

### 3.2 Study II: Barents-Kara sea ice and European winters in EC-Earth

Study II investigated the potential link between Barents-Kara (BAKA) sea ice loss and cold European winters. As discussed in section 2.3.2, the Barents Sea has experienced the largest winter sea ice decline in the Arctic since 1979. The Kara Sea was one of the largest contributors to September sea ice loss, and it is predicted to be the first of the perennial ice-covered seas to become ice free in September (Onarheim et al. (2018)). During the same time period, the global mean temperature has increased (fig. 2.4a). Coinciding with the increase in global temperature and decline in sea ice, several severe winter events have been observed over Eurasia (2005/2006 (Scaife and Knight (2008), ), 2009/2010, 2010/2011 (Cattiaux et al. (2010), Guirguis et al. (2011), Cohen et al. (2010))) and North America (2009/2010, 2013/2014 (Van Oldenborgh et al. (2015)), 2018/2019). This apparent counter-intuitive behavior has led to several hypotheses on the potential link between the Arctic sea ice decline and abnormally cold winter events in Eurasia and North America. Several studies have focused on the BAKA, since these are the regions with the largest changes in sea ice. This link has been investigated in numerous observational and modeling studies, and it was also the focus of Study II.

Yang and Christensen (2012) stated that cold winters are still likely to occur, despite the global warming, and Mori et al. (2014) suggested that due to BAKA sea ice reductions, the probability of severe winters in central Europe have more than doubled. Outten and Esau (2012) used the ERA-Interim reanalysis to show a co-variability between the Arctic sea ice and Eurasian temperatures. Another observational study using ERA-Interim as well as satellite sea ice data from OSI-SAF, indicated that autumn Barents Sea sea ice was the best predictor for the winter NAO (low sea ice → negative NAO; Koenigk et al. (2016)). As a negative AO/NAO is associated with weaker westerlies and cold winter events over Europe, this implied a potential link between the Barents Sea sea ice and cold winters over Europe. This potential link was investigated further by Ruggieri et al. (2016) using reanalysis data as well. They suggested that late autumn and early winter BAKA sea ice anomalies caused a negative AO-like pattern by late winter, through enhanced blocking over BAKA, inducing upward wave propagation and leading to negative late winter temperature anomalies over Europe. The potential link was further supported by Kretschmer et al. (2016) who, based on causal effects network analysis of reanalysis data, proposed that the BAKA sea ice loss is a main driver of European winter circulation. The same pathway from BAKA sea ice reductions to negative AO/NAO like patterns, leading to cold continental mid-latitudes, was shown by Nakamura et al. (2015) using an AGCM. Petoukhov and Semenov (2010) also used an AGCM to reduce SIC step-wise in BAKA, finding a non-linear response to the linear sea ice loss. For moderate sea ice reductions (40-80% of the climatological SIC), enhanced anticyclonic anomalies over the Arctic
Ocean resembling a negative NAO induced weaker westerlies. This led to cooling over Europe. In contrast, smaller and larger sea ice reductions induced cyclonic anomalies over the Arctic Ocean, stronger westerlies and warming over Europe.

There is no consensus in the scientific community about the potential link between Arctic sea ice decline, in particular BAKA sea ice decline, and extreme cold winter events over Eurasia. Several studies proposed that the observed cold winter events in the recent past were driven by internal atmospheric variability and not by the Arctic sea ice loss. McCusker et al. (2016) analyzed sea ice and temperature trends from an AGCM and an AOGCM. They found, the Eurasian cooling from the period 1979-1989 to 2002-2012 was exceptional, the BAKA sea ice loss was not, thus the BAKA sea ice loss did not drive the Eurasian cooling events. Screen (2017a) concluded that although the Arctic sea ice loss did intensify negative NAO events, the European winter cooling was missing. They suggested that the missing cooling was due to the dynamical cooling associated with the negative NAO was exceeded by the thermodynamic warming caused by the sea ice loss itself.

The amount of literature on this potential link between Arctic sea ice loss and teleconnections to the mid-latitudes, especially cold winter events, is growing rapidly. The above is only a fraction of it. Two comprehensive reviews of this subject are given in Vihma (2014) and Meleshko et al. (2018). Vihma (2014) suggested that the circulation pattern response to sea ice loss might favor a negative NAO, but potentially only for a relatively small sea ice loss. Larger sea ice loss will not induce cold winters in the future as the global mean temperature rises. Meleshko et al. (2018) suggested that there is a potential link, but the internal atmospheric variability and the differences in models hamper this conclusion. Further limitations are due to the relatively short observational record. Despite the vast amount of literature on the subject, coordinated model experiments are needed, together with a longer observational record.

Several of the studies mentioned here either used reanalysis or AGCM’s. As discussed in section 2.6.1, AGCM’s do not simulate the atmosphere-ocean feedbacks, they underestimate the spatial coverage and the strength of climatic changes and they do not capture remote impacts. Further, AGCM’s do not agree across models as well as AOGCM’s do. All this implies that coupled GCM’s are required to investigate teleconnections between different components of the climate.

Study II investigates this widely discussed potential link between BAKA sea ice loss and cold European winters. Our study was based on the Petoukhov and Semenov (2010) study, but in contrast to this, we used a coupled climate model, not an atmosphere-only climate model. This allowed us to capture the feedbacks related to the sea ice changes, as well as the remote impacts, not just the local. Part of this study was to investigate if we also observed the non-linear response to linear sea ice loss, where moderate sea ice reductions were linked to cold winters, but larger reductions were not.

Constraining sea ice in coupled climate models is not straightforward, as discussed in section 3.1. Study II builds on Study I, as methods for constraining sea ice in coupled GCM’s were explored in Study I and used in Study II.
3.3 Study III: Climate change associated with sea ice loss in extended EC-Earth-PISM RCP8.5 simulation

In the recent past, observations have shown a declining Arctic sea ice. Present day observations indicate that sea ice plays a large role in the climate system. However, the observational record is relatively short (since 1979 for sea ice using satellites), so to gain more information on the potential influence of sea ice on the present and future climate, proxy records on past climate can be studied. As discussed in section 2.4.3, several large abrupt D-O events occurred during the last glacial, proposed to be driven by changes in sea ice. Although these abrupt events occurred in a climate very different from the present and the projected climate, it indicates that sea ice variability can influence the climate dramatically. Future projections of the climate predict the Arctic to become ice-free in summer by the middle of this century and ice-free year-round before year 2200 (for the RCP8.5 scenario). If the retreat of the Nordic Seas sea ice caused abrupt warming of up to 15°C within a decade, how does it affect the climate when all the Arctic sea ice disappears? And what happens on a longer timescale when the Greenland Ice Sheet starts to melt, increasing the fresh water input to the Arctic Ocean? These are our research question for Study III: how does the climate react to different sea ice states? More precisely, how does the disappearance of Arctic summer sea ice and Arctic winter sea ice impact the climate. And how does it react to the increased FW flux from the disappearing Greenland Ice Sheet?
In this PhD project, the global coupled atmosphere-ocean general circulation model EC-Earth was used (Hazeleger et al. (2010), Hazeleger et al. (2012)). EC-Earth is developed by the European EC-Earth consortium (EC-Earth Consortium), consisting of 27 research institutions from 10 European countries. This consortium is coordinated by the Swedish Meteorological and Hydrological Institute (SMHI). EC-Earth consists of the atmospheric component IFS (European Centre of Medium Range Forecast (ECMWF) Integrated Forecast System; ECMWF (2010)), the ocean component NEMO (Nucleus for European Modelling of the Ocean; (Madec and the NEMO team (2008))) and LIM (Louvain-la-Neuve sea Ice Model) as the sea ice component. LIM is embedded in NEMO and both are on the ORCA1 tripolar grid ($1\degree x 1\degree$ horizontal resolution). These components are coupled through the OASIS-3 coupler (Valcke (2013)).

EC-Earth can be used for a wide range of configurations. The simplest is the single-column model, which is used to study physical processes and their parameterizations. Focusing on a single column isolates the small-scale processes from the large-scale forcing. Single-column models can consist of a single model component (i.e. the atmosphere) or the fully coupled system (e.g. Hartung et al. (2018)). In addition to the single-column configuration, EC-Earth can be run as an atmosphere-only model (AGCM), an ocean-only model (OGCM) or a fully coupled climate model. Finally, EC-Earth can be run as an Earth System Model by adding atmospheric chemistry and aerosols, ocean-bio-geo-chemistry, dynamic vegetation and the Greenland Ice Sheet to the fully coupled system. EC-Earth-PISM is validated against the standard EC-Earth in Madsen et al. (2019, manuscript in preparation).

Changing the initial conditions, forcing and, if necessary the topography, EC-Earth can simulate present day climate as well as paleo climate and future climate. EC-Earth have been used for projecting future climate as part of the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. (2012)). In this project, up to 50 climate models from around the world are setup to run the same simulations with the same initial conditions and forcing files. These include a historical simulation and the four future RCP emission scenarios. Combining many different climate models lead to more robust results, as any shortcomings of the individual models are averaged out. The CMIP5 ensemble were used in the IPCC AR5 (IPCC (2013)) for the future climate projections and some of the key parameters are discussed in section 2.5.2.

In Manuscript III, EC-Earth is coupled to the interactive Parallel Ice Sheet Model (PISM; Albrecht et al. (2012)). This setup, EC-Earth-PISM, is described in the DMI report Svendsen et al. (2015). EC-Earth and PISM exchange relevant parameters after each modelled year. PISM sends
fresh water input (melt, runoff, basal melt and calving), ice discharge, the land ice mask, and the ice sheet topography to EC-Earth. The land ice mask defines which grid cells are ice covered and which are not, hence determining which processes occur in each grid cell. Updating the land ice mask every time step allow for the ice sheet to change in size and extent. In the standard EC-Earth setup, the height and size of the GIS are predefined and cannot change during the simulation. The topographic changes of the ice sheet affect the surface pressure in EC-Earth. Having an interactive GIS allows for EC-Earth to capture the climatic responses to a shrinking GIS, for example by adding melt water to the ocean and by allowing for weather systems to pass over the lower GIS, not around it.

Two different versions of EC-Earth were used in this project. The RCP8.5 scenario simulation (Manuscript III) used EC-Earth V2.3. This older version consists of IFS cycle 31r1 with T159L62 (∼125km horizontal resolution), NEMO2.0 (ORCA1, 42 vertical layers) and LIM2 (Fichefet and Maqueda (1997)). This EC-Earth version is part of the CMIP5 ensemble. EC-Earth V2.2 performs well compared to observations, although the Arctic is 2°C too cold in the twentieth century and there is too much sea ice, both in thickness and extent (Hazeleger et al. (2012), Sterl et al. (2012), Koenigk et al. (2013)). The version of EC-Earth used for Study III (i.e. EC-Earth-PISM) were coupled to the Ice Sheet Model PISM (horizontal resolution of 20km).

For the Barents-Kara study and the nudging study (Manuscripts II and I, respectively) EC-Earth V3.2 was used. It consists of IFS cycle 36r4 with a spectral resolution of T255 (equivalent to ∼80 km) and 91 vertical levels, NEMO3.6 (ORCA1, 75 vertical levels) and LIM3 with 5 ice thickness categories (Vancoppenolle et al. (2012)). The sea ice is divided into thickness categories to account for the subgrid-scale variations in ice thickness as ice behaves differently depending on its thickness (ridging/rafting, heat conduction etc.). V3.2 was briefly validated against ERA-Interim reanalysis data in Manuscript II, similar to the validation of V2.2 in Hazeleger et al. (2012). Overall, the temperature and mean sea level pressure biases were smaller and shifted toward positive values in V3.2 compared to V2.2. The temperature bias over the Arctic had shifted from being cold to a slightly less warm bias.
Results

In the following are the results from the three original manuscripts presented.

5.1 Study I: Nudging sea ice in the coupled climate model EC-Earth

The following is a summary of the two nudging methods presented in Manuscript I. For the full description of the methods please see Manuscript I.

5.1.1 Method 1

Pushing the model toward a target sea ice cover required energy ($\Delta HF$), either to melt sea ice or to cool the ocean to form sea ice. This energy was added to the SSHF (eq. 5.1), simulating a larger or smaller heat exchange between the atmosphere and the ocean, thus forcing the model to melt or form sea ice.

\[
SSHF_{\text{new}} = SSHF + \Delta HF
\]  

(5.1)

Three parameters defined the magnitude and direction of $\Delta HF$:

1. The size of the total heat flux received by the ocean $HF_{\text{Total}} = SWR + LWR + SLHF + SSHF$ where SWR was the Short Wave Radiation, LWR is Long Wave Radiation and SLHF is the Surface Latent Heat Flux.

2. The difference between the simulated SIC and the target SIC, $\Delta SIC = (SIC_{\text{Model}} - SIC_{\text{Target}})$. The larger the difference, the larger the nudging.

3. In the case where the model and the target SIC were opposing each other, e.g. forming sea ice in summer, an extra term $(-1) \cdot HF_{\text{Total}}$ was added. This term cancelled out the total heat flux received by the ocean, i.e. did not allow for energy to be added to the ocean in summer when the target was to form sea ice. If they were not opposing each other, this term was $0 \cdot HF_{\text{Total}} = 0$. 
Combining these three terms gave the equation for $\Delta HF$:

$$\Delta HF = ABS(HF_{Total}) \cdot \Delta SIC + \left\{ \begin{array}{c} 0 \\ -1 \end{array} \right\} \cdot HF_{Total} \quad (5.2)$$

Equations 5.1 and 5.2 were referred to as Method 1. In order for the model to form sea ice due to the target SIC, Method 1 send more energy from the ocean to the atmosphere, allowing the ocean to cool enough to form sea ice. The resultant increased energy in the atmosphere should be redistributed by the atmospheric component.

To test Method 1, a model simulation (M1) were nudged toward a target SIC of 100% covering the entire ocean north of 70°N. South of 70°N the target SIC was 0. Comparing to a control run with no nudging (CTRL) for one model year, Method 1 succeeded in melting sea ice south of 70°N and forming sea ice north of 70°N, close to the target SIC (fig. 5.1a). The associated $\Delta HF$ was on the order of 300-400Wm$^{-2}$ above the ice-free areas targeting a full sea ice cover (fig. 5.1b).

It appeared that melting sea ice required less energy than forming sea ice, illustrated by the two areas Baffin Bay and Barents Sea, respectively. This occurred as sea ice formation required the ocean had to cool to the freezing point first and then form sea ice. Melting sea ice only required receiving heat to increase the ice temperature until the melting point.

Forming sea ice in Barents Sea should be achieved by an increased SSHF from the ocean to the atmosphere. Therefore, an increase in the atmospheric temperature was expected. Similarly, a decrease in atmospheric temperature should be observed over Baffin Bay. This was not the case. The atmospheric temperature profiles for the first 6 time steps (2700s x 6 = 4.5 hours) revealed a warming of the lower atmosphere for both Barents Sea and Baffin Bay (fig.5.2a). This counter-intuitive behavior led us to check the energy balance, and Method 1 turned out not to be energy conserving after all. The reason for this was that SSHF only is a diagnostic variable, not a prognostic. Returning to the atmospheric module IFS, SSHF was computed for each time step and send to the ocean module NEMO. IFS did not use the SSHF it computed. The information equivalent to SSHF had been used indirectly already in IFS. Hence, modifying SSHF was not ‘seen’ by the atmosphere directly, only indirectly by the changes in the ice/ocean surface.

5.1.2 Method 2

Method 2 was based on Method 1. As revealed in Method 1, the atmosphere did not ‘see’ the change $\Delta HF$ added to SSHF. Redistributing $\Delta HF$ manually in the atmosphere to simulate the change in SSHF ensured that Method 2 was energy conserving. Redistributing the energy in the atmosphere was achieved by modifying the instantaneous total atmospheric energy $E_{tot}$ (eq. 5.3), where $g$ was the gravitational acceleration, $E_{kin}$ the kinetic energy, $L$ the latent heat of vaporization, $q_v$ the specific humidity, $c_p$ the specific heat capacity at constant pressure, $T$ temperature, $z_s$ surface height, and $p_s$ the surface pressure. As observed, modifying $E_{tot}$ only changed the temperature $T$ of the atmosphere (eq. 5.4).

$$E_{tot} = -\frac{1}{g} \int_{p_s}^{0} (E_{kin} + Lq_v + c_p T) \, dp + p_s z_s \quad (5.3)$$

$$\Delta E = \Delta HF = -\frac{1}{g} \sum_{klev=1}^{Nlev} c_p \Delta T_{klev} \Delta p_{klev} \quad (5.4)$$
Figure 5.1: M1 monthly mean (a) sea ice concentration (in %), (b) ∆HF (in W m⁻²) and (c) temperature anomaly (M1-CTRL; in °C) for January, April, July and October. The dark brown line in (a) indicate the climatological sea ice edge (SIC≥15%) from CTRL. Black line indicate the target sea ice edge.
Figure 5.2: (a) Temperature anomaly (M1-CTRL; in °C) at each model level for the first 6 time steps at single grid point in the Barents Sea (red and orange) and Baffin Bay (blue and green). The lighter the color, the later in the simulation. (b) The same but for (M2-CTRL). $\Delta HF$ is either distributed in the entire air column (red and blue) or only in the bottom 700 hPa (orange and green). Please note the different y-axis.

$p_{klev}$ was the pressure at each model layer and $N_{lev}$ was the total number of vertical layers. Defining the $\Delta T = A \cdot T_{prof}$ as the product of a vertical profile ($T_{prof}$) and an amplitude $A$, eq. 5.4 was rewritten (eq. 5.5), with the amplitude $A$ given in eq. 5.6.

\[
\Delta HF = -\frac{1}{g} \sum_{klev=1}^{N_{lev}} c_p A T_{prof}(klev) \Delta p(klev) = -\frac{1}{g} A c_p \sum_{klev=1}^{N_{lev}} T_{prof}(klev) \Delta p(klev) \tag{5.5}
\]

\[
A = -\frac{g \Delta HF}{c_p \sum_{klev=1}^{N_{lev}} (T_{prof}(klev) \Delta p(klev))} \tag{5.6}
\]

In the following, a predetermined profile $T_{prof} = \frac{1}{1+\exp(-x)}$ was used to avoid any sharp transitions between layers. As SSHF was sent to the ocean at the end of each time step, the redistribution of the $\Delta HF$ was done by updating the air temperature at the beginning of the following time step (eq. 5.7).

\[
\frac{dT}{dt} = \frac{dT}{dt} + \Delta T \tag{5.7}
\]

Using the same experimental setup as for M1 but using Method 2 (experiment referred to as M2), the effect of the energy conservation was clear. Two experiments were performed, the main M2
where $\Delta HF$ was distributed through the entire atmospheric column, and $M_{2700hPa}$ where $\Delta HF$ was distributed only in the lower atmosphere, up to 700 hPa. The reason for the latter was to simulate the real world as close as possible, where the surface heat flux would only be felt by the lower part of the atmosphere.

$M_2$ succeeded in forming sea ice in Barents Sea to about the same extent as for $M_1$ (fig. 5.3a). It also succeeded in melting sea ice south of $70^\circ$N. As the atmosphere now received the $\Delta HF$, an increase in surface temperature was expected above Barents Sea and a decrease in temperature over Baffin Bay. This was observed for January and February when looking at the monthly mean surface temperatures (fig. 5.3b). For the following months, the air temperature seemed to depend more on whether the target sea ice cover was reached. The temperature changes ranged between $\pm 10^\circ$C. Focusing on the first 4.5 hours, the air temperature above the Barents Sea increased by approximately $1^\circ$C and by less than $1^\circ$C over Baffin Bay. The temperature decreased higher up in the atmosphere (fig. 5.2b). For $M_{2700hPa}$ it was clear that the extra energy was added/removed from the bottom of the atmosphere. Above the Barents Sea, the temperature increased to approximately $4.6^\circ$C in the first day. Above Baffin Bay, the temperature decreased more than $7^\circ$C during the same time. By redistributing $\Delta HF$ in the entire atmospheric column ($M_2$), the target sea ice cover was almost reached. Moreover, the air temperature did not become too unrealistic, as for $M_{700hPa}$. However, the model crashed after the first model year due to instabilities. While using weaker nudging allowed the model to run for longer, it prevented reaching the sea ice target. This showed that $M_2$ required a fine balance between reaching the sea ice target and avoiding instabilities.

As Method 2 should work for a variety of sea ice targets, a larger sea ice target was tried. Experiment $M_{250N}$ had a target SIC = 100% down to $50^\circ$N (area shown in figure 5.3). The surface temperature anomaly and SIC for the second modeled year showed that the atmosphere heated up so much (more than $10^\circ$C almost everywhere), that it counteracted the effort to form sea ice (fig. 5.3).

Thus, Method 2 worked for some sea ice targets close to the observed sea ice cover and for shorter time periods. However, it was a very fine balance between reaching the target sea ice cover and avoiding model instabilities.

To sum up, Method 1 succeeded in reaching a sea ice cover close to the target. This method was not energy conserving, but it conserved water. Method 2 was conserving energy, but turned out not to be usable, as the model became unstable and crashed. Therefore, Method 1 seemed to be the more reliable method of the two.

NEMO does not receive the sensible heat flux separately, but the sum of the long wave radiation, latent and sensible heat fluxes. This is referred to as the non-solar radiation flux, and is the same parameter used by Oudar et al. (2017) to perturb sea ice indirectly. Thus, our Method 1 is very similar to the flux adjustment in Oudar et al. (2017), only differing in the method used for computing the magnitude of $\Delta HF$. 
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Figure 5.3: M2 monthly mean (a) sea ice concentration (in %) and (b) temperature anomaly (in °C) for (M2-CTRL) and for (c) (M2_{50,N}-CTRL) for January, April, July and October. (a) and (b) are from the first model year, (c) is for the second model year. The dark brown line in (a) indicates the climatological sea ice edge (SIC>=15%) from CTRL. Black line indicate the target sea ice edge.
5.2 Study II: Barents-Kara sea ice and European winters in EC-Earth

This chapter summarizes the experimental setup and the results from Manuscript II.

5.2.1 Experimental design

To investigate the impact of sea ice loss in BAKA, five model simulations were performed. These all originated from the same initial conditions, taken from a freely running model simulation (CFree). All five perturbation experiments were 100 years long, only differing in their amount of sea ice in BAKA (black box in figure 5.4(a)). Each model simulation was nudged toward a certain percentage in SIC, relative to the climatology of CFree. C100 was the control run, with sea ice concentration (SIC) in BAKA nudged toward 100\% of CFree SIC climatology. The remaining four perturbed experiments were C80, C60, C40 and C20, with BAKA SIC nudged toward 80\%, 60\%, 40\% and 20\% of CFree SIC climatology, respectively. Nudging was performed year-round; in November-April toward the designated SIC percentage and in May-October toward 100\% of CFree SIC climatology. Method 1 was used to constrain sea ice, discussed in section 5.1.1. Results are shown for the three winter subseasons December-January (DJ; early winter), January-February (JF; mid winter) and February-March (FM; late winter).

5.2.2 Results

Mean responses

Reducing BAKA sea ice modified the mid winter mean surface (2m) air temperature, as shown in figure 5.4. Relative to the control simulation (C100, fig. 5.4(a)), the mean surface temperature increased by more than 1\°C over the perturbed region as well as over large parts of Eurasia and the Arctic. Focusing on Europe, a non-linear temperature response was associated with the linear SIC reduction going from C80 to C20: minor BAKA sea ice reductions showed no statistically significant change in temperatures over Europe (C80, fig. 5.4(b)), moderate reductions showed significant cooling over a small area over eastern Europe (C60; fig. 5.4(c)) and major reductions (C40 and C20, fig. 5.4(d) and 5.4(e)) showed a statistically significant warming over Europe. Averaging the temperature over two regions of Europe (Europe (EU) and Central Europe (CEU), see regions in figure 5.4(a)), the significant cooling observed in C60 disappeared (fig. 5.5). The average temperature was lower in C60 for both areas, but not significantly lower. Only the warming in C20 and C40 was significantly different from C100. However, the temperature difference between C60 and C40 (i.e. minimum and maximum) was significantly different. This pattern was seen for all three winter subseasons.

The associated mean circulation responses shown in figure 5.6 did not indicate the same non-linearity. Instead, they revealed an increasing low mean sea level pressure (MSLP) anomaly over the perturbed region relative to C100, going from C80 to C20, saturating around C40. This low pressure anomaly was consistent with a ‘heat low’, caused by the increased upward surface heat flux from the larger area of open ocean. The intensification of the low pressure anomaly occurred in mid and late winter, illustrated by the root-mean-square-error (RMSE) of the MSLP response relative to C100 (fig. 5.7). The RMSE was computed for the area North of 50\°N.
Figure 5.4: (a) Mid winter (JF) mean absolute surface (2m) air temperature (in °C) for C100. The difference in mean JF surface air temperature for (b) ΔC80, (c) ΔC60, (d) ΔC40 and (e) ΔC20. Black box indicates BAKA region [30-80°E, 65-80°N], black dashed box indicates Central Europe (CEU) region [-10°E-40°E, 45°N-58°N] (Screen et al. (2015a)) and green box indicates EU region [10°E-30°E, 45°N-55°N] (Petoukhov and Semenov (2010)).

Figure 5.5: The area mean of the 100-year mean surface air temperature anomaly (in °C) for two areas over Europe for each of the five perturbed simulations. The two regions CEU (black circles) and EU (green squares) are shown in figure 5.4(a). Filled markers indicate temperatures significantly different from C100 at a 5% level. The temperature difference between C60 and C40 (i.e. minimum and maximum) is significantly different at a 5% level for both EU and CEU for all three subseasons.
Figure 5.6: (a) Mid winter (JF) mean absolute mean sea level pressure (in hPa) for C100. The difference compared to C100 for (b) $\Delta C_{80}$, (c) $\Delta C_{60}$, (d) $\Delta C_{40}$ and (e) $\Delta C_{20}$. Dots indicate significance at 5% level.

Figure 5.7: The root-mean-square-error (RMSE) of the mean sea level pressure (in hPa) for each perturbed experiment relative to C100. RMSE was computed for the area North of 50°N.
As the focus in Study II was the coldest winters, analyzing 100-year mean winter responses were not the best indicator. Therefore, the 5\% coldest mid winters in each grid cell were investigated (figure 6 in Manuscript II). The surface temperature pattern was similar to that of fig. 5.4, although less coherent patches. The area averaged temperature response were not statistically significant different from C100 in any of the four perturbed simulations for neither CEU nor EU (black circles and green squares in fig. 5.8). This patchy pattern arose since the 5\% coldest winters in one grid point not necessarily coincided with the 5\% coldest winters in the neighboring grid point. This was illustrated by figure 8 in Manuscript II: here, the number of the winter month with the coldest temperature occurring during the 100-year C60 simulation in each grid cell was shown (i.e. chronologically lining up 4 winter months each year for 100 years = 400 months). Larger coherent areas were evident, but proceeding to the second coldest winter month, the coherent areas disappeared (not shown). Continuing to the 5\% coldest winters only worsened the picture. In order to associate certain circulation patterns with the European temperature patterns, the 5\% coldest winters averaged over CEU were used instead.

Focusing on Europe, the composite of the 5\% coldest winters for CEU were created. The composites for C20 to C80 are shown relative to the cold composite for C100 in figures 5.9(b)-(e). The composite for C100 (fig. 5.9(a)) showed cold temperatures over Europe, as expected since the composites were created based on this. Looking at the four reduced SIC simulations, they all exhibited a similar cooling over Europe in early and mid winter (>1°C), as well as a warming over the Arctic throughout the winter (fig. 5.9(b)-(e)). The cooling for the four perturbed experiments were not significantly different from that of C100 (blue circles in figure 5.8). However, the temperature differences between C80 and C40 (i.e. minimum and maximum) were statistically significant for JF and FM for EU, but not for CEU.

The associated circulation responses are shown for the same cold winter months in figure 5.10. The cold winters over Europe were associated with a high pressure system over Scandinavia, the Scandinavian pattern (fig. 5.10(a)). Reducing BAKA SIC increasingly expanded this high pressure anomaly, creating an increasingly stronger Scandinavian pattern. This indicated that sustaining cold European winters with decreasing BAKA sea ice required increasingly stronger positive MSLP anomalies and associated stronger easterlies. The intensification of the Scandinavian pattern was quantified in figure 5.11 by projecting the MSLP pattern for each of the four sea ice reduced experiments onto C100 (eq. 5.8).

\[
P = \sum_{\phi} \sum_{\lambda} (\Delta MSLP_{C80} \cdot \Delta MSLP_{C100} \cdot \cos \phi \Delta \phi \Delta \lambda) \sum_{\phi} \sum_{\lambda} (\Delta MSLP_{C100} \cdot \Delta MSLP_{C100} \cdot \cos \phi \Delta \phi \Delta \lambda)
\]

where, \(\lambda\) and \(\phi\) are the longitudinal and latitudinal coordinates, \(\Delta MSLP\) is the temporal mean of the detrended MSLP anomaly (i.e. fig. 5.10). The sum is taken over the green box in figure 5.10. Similar to the mean response, this seemed to saturate around C40.

Comparing the mean responses to the coldest winter composites showed important differences: where the mean response showed a non-linear temperature response, implying that moderate BAKA sea ice reductions were linked to cooling over Europe, this was not seen for the coldest winters. Here, the response seemed to be more linear, with an intensification of the Scandinavian pattern.
Figure 5.8: The area mean surface air temperature (in °C) of the 5% coldest winter months in each grid cell (black circles (CEU) and green squares (EU)) and the mean of the 5% coldest winter months in CEU (blue circles). None of the perturbed simulations are significantly different from C100 at a 5% level, but the temperature difference between C80 and C40 is significantly different in JF and FM for EU.

Figure 5.9: Mid winter (JF) composite of the surface air temperature (in °C) for the 5% coldest winters in CEU (black box). (a) Temperature difference in C100 ($T_{C100} - T_{C100,clim}$) and the response as changes of anomalies in (b) ΔC80, (c) ΔC60, (d) ΔC40 and (e) ΔC20.
Figure 5.10: Mid winter (JF) composite of mean sea level pressure (in hPa) difference wrt the climatology of C100 for the 5% coldest winters in CEU (black box) for a) C100, (b) C80, (c) C60, (d) C40 and (e) C20. Green box indicate the region used to compute $P$ in figure 5.11 [40°W-60°E, 45°N-90°N]. Black box indicate CEU.

Figure 5.11: $P$ of the sea ice reduced MSLP patterns relative to the C100 MSLP pattern in fig. 5.10(a). $P$ is unitless. The method for computing $P$ is shown in eq. 5.8. $P=1$ indicate that the Scandinavian pattern in C20 to C80 is equal to the one in C100. $P>1$ indicate a stronger Scandinavian pattern relative to C100, and $P<1$ indicate a weaker Scandinavian pattern.
5.3 Study III: Climate change associated with sea ice loss in extended EC-Earth-PISM RCP8.5 simulation

5.3.1 Experimental design

Manuscript III was based on a 1350 year long simulation, consisting of a historical simulation from 1850 to 2005, followed by the RCP8.5 future emission scenario from 2006 to 3200. The overall evolution of this RCP8.5 simulation was briefly discussed in section 2.5.3. The focus of Study III was on the shifts in sea ice states and how these affected the climate. To investigate this, five periods were chosen, each 30 years long: the pre-industrial period (P1, 1850-1879), present day (P2, 1976-2005), just after the Arctic summer sea ice disappears (P3, 2060-2089), just after the Arctic winter sea ice disappears (P4, 2154-2183) and the end of the simulation when the GIS had lost roughly 2/3 of its volume (P5, 3170-3200). The five periods are shown in figure 2.12. Results are shown as responses relative to the pre-industrial period and have been detrended, unless otherwise stated.

5.3.2 Results

The overall evolution of the RCP8.5 simulation was briefly discussed in section 2.5.3. Manuscript III is still ongoing work, as additional analyzes are required. The results presented below are therefore the preliminary results from Manuscript III.

Changes to the atmospheric surface climate

The detrended surface (2m) air temperature were patterned scaled by dividing it with the global mean temperature anomaly relative to P1 (fig. 5.12). This eliminated the overall warming signal from the global temperature increase and revealed spatial differences. The most pronounced change was the Arctic Amplification (AA), where the Arctic temperature increase was larger than the global temperature increase. This was more pronounced when computing the AA index \( \left( \frac{T_{P2 Arc} - T_{P1 Arc}}{T_{P2 Glo} - T_{P1 Glo}} \right) \) in figure 5.14. AA was strongest for P2, while sea ice still existed in the Arctic Ocean. After this, AA gradually weakened as the Arctic gradually became ice-free year round. The AA persisted throughout the simulation, despite a thousand years of ice-free Arctic Ocean.

The rising global temperature changed the temperature variability, here represented by the standard deviation (SD) in figure 5.13. The SD was projected to decrease at high latitudes and increase over low and mid latitudes. The high latitude decrease in SD was mostly confined to areas formerly covered by sea ice, as the air temperature over sea ice can become much lower than over the open ocean. The decrease in SD over high latitudes and increase over low and mid latitudes affected the extreme temperatures as well. The extreme temperatures were investigated for four specific regions (regions shown in figure 5.15a) and represented by the 5th and 95th percentile temperatures in figure 5.15b. The coldest and warmest temperatures over Greenland were converging, whereas they were diverging for Southeast Asia and South America. This indicated less extreme temperature events for Greenland and more extreme events for Southeast Asia and South America. The extreme temperatures over Central Europe (CEU) did not change substantially as the Arctic sea ice disappeared (P1 to P3), only afterwards (P4 and P5) was there a tendency for less extreme winter temperatures and more extreme summer temperatures. Overall, there appeared to be a shift in the
extreme temperatures after P3, i.e. when the Arctic Ocean transitioned from a perennial sea ice cover to a seasonal sea ice cover. The projected changes for the pattern scaled precipitation patterns were similar to those of the CMIP5 ensemble: wet-got-wetter, dry-got-drier and the variability of the precipitation increased for wet areas and decreased for dry areas (see figures 5.16 and 5.17 as well as figure 2.11(b) for the CMIP5 projected precipitation changes). In addition to this overall pattern, the RCP8.5 simulation projected a drier Europe in summer and a drier Amazon in autumn as the Arctic sea ice disappeared. The latter would have a large impact on the Equatorial rain forest. A sharpening in precipitation around Equator was indicated in figure 5.16, illustrated clearer by the zonal area-integrated precipitation in figure 5.18a. Here, the intensification in precipitation around Equator and the decline in precipitation on the poleward flanks were evident. This sharpening around Equator also indicated an equatorward shift of the Intertropical Convergence Zone (ITCZ). To investigate this potential equatorward shift of the ITCZ, two parameters for the location of the ITCZ were used: the latitude of the maximum precipitation ($\phi_{\text{max}}$) and the precipitation centroid ($\phi_{\text{cent}}$) (Frierson and Hwang (2012), Adam et al. (2016)). The latter was the latitude where equal amounts of precipitation fell to the north and to the south. In figure 5.18a, $\phi_{\text{max}}$ and $\phi_{\text{cent}}$ appeared to both converge toward each other and toward Equator. This convergence going from P1 to P5 was clearer in figure 5.18b, showing $\phi_{\text{max}}$ and $\phi_{\text{cent}}$ for each time period.

Changes to the extreme precipitation for Greenland, CEU, South America and Southeast Asia generally revealed an increase in extreme precipitation, both for high and low precipitation (fig. 5.19). This was especially clear for Southeast Asia.
Figure 5.12: Pattern scaled surface air temperature (in °C/°C) for each season (rows) and each time period relative to P1 (columns).
Figure 5.13: Standard deviation difference of the detrended surface air temperatures (in °C) for P2 to P5, relative to P1, for each season (rows) and each time period relative to P1 (columns).
Figure 5.14: Arctic amplification, relative to P1 (1850-1879) for P2 (dark blue), P3 (light blue), P4 (orange) and P5 (red). AA is computed as: \((T_{P2}^{Arc} - T_{P1}^{Arc})/(T_{P2}^{Glo} - T_{P1}^{Glo})\).

Figure 5.15: (a) Map showing the four areas Greenland (black), Europe (blue), Southeast Asia (red) and South America (green). (b) The 5th (circles) and 95th (triangles) percentiles of the area mean detrended seasonal temperature (90 months). Colors correspond to areas in (a).
Figure 5.16: Absolute precipitation for P1 (in mm day$^{-1}$) and the pattern scaled precipitation (in (mm day$^{-1}$)/(°C)) for P2 to P5 and for each season (four right columns).
Figure 5.17: Standard deviation difference of the detrended precipitation (in mm day$^{-1}$) for P2 to P5, relative to P1, for each season (rows) and each time period relative to P1 (columns).
Figure 5.18: (a) Zonal area-integrated detrended precipitation. Circles show the latitude of the precipitation centroid ($\phi_{\text{cent}}$, latitude of the median precipitation) and triangles show the latitude of the maximum precipitation ($\phi_{\text{max}}$). (b) The latitude of the precipitation centroid ($\phi_{\text{cent}}$, circle) and maximum precipitation ($\phi_{\text{max}}$, triangles) for each time slice.

Figure 5.19: The 5th (circles) and 95th (triangles) percentile of the area mean detrended seasonal precipitation (in mm day$^{-1}$). Colors correspond to areas in fig. 5.15a.
Changes to the atmospheric circulation

The mean sea level pressure (MSLP) changes for P2 to P5 relative to P1 are shown in figure 5.20. Going from P1 to P5, the changes revealed a linear intensification of the Aleutian Low in winter and spring. In autumn, the low pressure anomaly over the Central Arctic intensified, together with and increase in MSLP north of the Azores High. This partially resembles a positive AO. A positive AO is associated with a stronger jet stream, stronger westerlies and a warmer and wetter Northern Europe.

The detrended MSLP variability changes going from P1 to P5 revealed an increase in SD over northern mid and high latitudes and a decrease in SD over southern mid and high latitudes. The changes were most pronounced for P4 and P5. An exception to this was over Europe, where the SD were projected to decrease in autumn and winter.

Atmospheric circulation can also be illustrated by the streamfunction (ψ). This is defined in equation 5.9:

\[ g \frac{\partial \psi_p}{\partial p} = \bar{\nu}^2 \pi a \cos \phi \]  

(5.9)

where \( g \) is the gravitational acceleration, \( p \) is the pressure, \( \bar{\nu} \) is the zonal mean of the meridional velocity and \( \phi \) is the latitude. The streamfunction for winter and summer showed the two Hadley Cells (the strongest one located in the winter hemisphere) and the two weaker Ferrel Cells (fig. 5.21). The strongest Hadley Cell had a rising branch in the tropics in the summer hemisphere and a sinking branch in the subtropics in the winter hemisphere. Going from P1 to P5, this Hadley Cell weakens (from \( 200 \times 10^9 \text{kg s}^{-1} \) to \( \sim 170 \times 10^9 \text{kg s}^{-1} \) in winter and from \( 240 \times 10^9 \text{kg s}^{-1} \) to \( \sim 200 \times 10^9 \text{kg s}^{-1} \) in summer). The rising branch appeared to be displaced toward equator, becoming slimmer, whereas the sinking branch appeared to widen toward the poles. A poleward displacement of the Ferrel Cells were associated with the loss of sea ice.
Figure 5.20: Mean sea level pressure (in hPa) for P1 (contours) and the changes for P2 to P5 relative to P1 (shading) for each season.
Figure 5.21: Stream function (in $10^9$ kg s$^{-1}$) for P1 (top row) for DJF (left column) and JJA (right column). The four rows below show the stream functions for P2 to P5 (contours) and the difference relative to P1 (shading; in $10^9$ kg s$^{-1}$). The interval for the thin contour lines is $10 \times 10^9$ kg s$^{-1}$ and $100 \times 10^9$ kg s$^{-1}$ for the thick contour lines. Positive is counterclockwise flow (solid lines + red shading) and negative is clockwise flow (dashed lines + blue shading).
Changes in the ocean stratification

The RCP8.5 simulations projected oceanic changes as well. The structure of the Arctic Ocean and the Barents Sea (regions shown in figure 5.22) were represented by the area mean temperature and salinity profiles with depth (figures 5.23 and 5.24). There were no substantial change between P1 and P2. Generally, the temperature and salinity changes were quite similar for both Arctic Ocean and Barents Sea: after P2, the temperature increased and the salinity decreased. The warm, saline subsurface ‘bump’ around 500m depth indicated the Atlantic Water (AW). The core of this appeared to decrease in depth from P1 to P5. Despite the overall similar development in Arctic Ocean and Barents Sea, there were significant differences between Arctic Ocean and Barents Sea. In the Arctic Ocean, the halocline deepened and strengthened, and the surface salinity decreased by up to 5 psu from P1 to P5. A stronger halocline implied a stronger stratification. This was illustrated by the Brunt-Väisälä frequency ($N^2$) in the right column of figure 5.23. $N^2$ showed increased stability (i.e. increase in $N^2$) going from P1 to P5, implying a stronger stratification. In the Barents Sea, the stratification strengthened as well, but only for P4 and P5. P3 revealed a weaker stratification due to a weaker halocline (fig. 5.24). This increased vertical mixing, together with the shallowing of the AW, indicated an atlantification of the Barents Sea.

Changes in the ocean circulation

The strength of the ocean circulation was represented by the AMOC. This was projected to weaken from the pre-industrial period until a complete loss of Arctic sea ice (i.e. P1 to P4; fig. 5.25). A gradual recovery from P4 to P5 was indicated between 10°N and 25°N, while there were no indications of a recovery further north. A weaker AMOC suggested a decrease in oceanic heat transport. However, this was not observed. The total heat transport into the Arctic ocean (the sum of the transport through the four main gateways shown in figure 5.22: Barents Sea Opening (BSO), Fram Strait (FS), Canadian Archipelago (CAA) and Bering Strait (BS)) revealed an increase in northward heat transport (fig. 5.26 top row). This was mainly due to an increase in northward heat transport through BSO which the southward heat transport through FS and CAA could not oppose. The heat transport increased until P3, after which it gradually stabilized at a lower level. The increased northward heat transport did not coincide with an increase in volume transport, indicating that the change in heat transport were due to changes in the ocean temperature (fig. 5.26 middle row). The liquid fresh water export out of the Arctic Ocean increased after P2.
Figure 5.23: The upper 1000m of the area mean temperature (left; in °C), salinity (middle; in psu) and Brunt-Vaisala frequency (right; N^2; in hr^{-1}) for the Arctic Ocean. P1 (black), P2 (blue), P3 (yellow), P4 (orange), P5 (red).
Figure 5.24: The upper 1000m of the area mean temperature (left; in °C), salinity (middle; in psu) and Brunt-Vaisala frequency (right; $N^2$; in hr$^{-1}$) for the Barents Sea. P1 (black), P2 (blue), P3 (yellow), P4 (orange), P5 (red).
The Arctic Ocean is projected to become fresher (fig. 5.23). The largest contributor to this freshening is most likely the increased precipitation. Table 5.1 show the annual mean net fresh water flux from the atmosphere to the ocean (precipitation-evaporation; P-E) and the river runoff. Of these two, the P-E is the largest contributor. Other potential fresh water sources for the Arctic Ocean are GIS melt and fresh water transport into the Arctic Ocean. The latter was disproved in figure 5.26 (bottom row), showing a net fresh water export out of the Arctic Ocean. Although the GIS is projected to decrease dramatically in size by year 3200, only the northern most tip of Greenland borders the Arctic Ocean region used (fig. 5.22). Hence, most of the GIS melt water will not end up in the Arctic Ocean.
Figure 5.26: Monthly mean transport of heat (top; in TW), volume (middle; in Sv) and fresh water (bottom; in Sv) through Fram Strait (FS), Barents Sea Opening (BSO), Bering Strait (BS) and the Canadian Archipelago (CAA). Positive is into the Arctic Ocean. Grey bars indicate the five periods.

Table 5.1: Annual mean river runoff and net freshwater flux (Precipitation-Evaporation; P-E) for the Arctic Ocean (in $10^{15}$ kg year$^{-1}$), for each of the five time regimes. Arctic Ocean region defined in figure 5.22.

<table>
<thead>
<tr>
<th></th>
<th>River runoff [x10$^{15}$ kg year$^{-1}$]</th>
<th>P-E [x10$^{15}$ kg year$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.177</td>
<td>1.78</td>
</tr>
<tr>
<td>P2</td>
<td>0.183</td>
<td>1.77</td>
</tr>
<tr>
<td>P3</td>
<td>0.247</td>
<td>2.02</td>
</tr>
<tr>
<td>P4</td>
<td>0.439</td>
<td>2.53</td>
</tr>
<tr>
<td>P5</td>
<td>0.837</td>
<td>3.11</td>
</tr>
</tbody>
</table>
Chapter 6

Discussion

The results of each of the three studies are discussed separately. Following this are discussions of 1) the capability of climate models to simulate sea ice, 2) the impact of different regional sea ice loss on the climate system and 3) on abrupt climate change.

6.1 Study I: Nudging sea ice in the coupled climate model EC-Earth

Study I aimed at developing a method for nudging sea ice in coupled climate models, while maintaining energy conservation. The approach replicates the realistic process of heat transfer between the atmosphere and the ocean by surface heat fluxes. As the sensible heat flux only modifies the temperature, we chose that as our nudging parameter. However, modifying the sensible heat flux between the atmosphere and the ice/ocean surface, proved to be a difficult. Melting/forming sea ice required such large amounts of heat to be redistributed in the atmosphere, that the simulated atmosphere cooled/warmed too much, consequently causing the model to become unstable within a few years.

As discussed in Manuscript I, there were some potential ways to avoid the large warming/cooling caused by the large amount of $\Delta HF$ being redistributed in the atmosphere. These included using a weaker nudging, go-with-the-flow of only nudging toward more sea ice in the freezing period or collecting $\Delta HF$ in a buffer, slowly releasing it over time. These three methods all required finding a fine balance between nudging the model enough to reach the target, and not too much, causing the model to become unstable and crash.

Instead of redistributing the heat in the atmosphere, it could be redistributed in the ocean. Adding heat would disturb the stratification, but it would disturb the oceanic stratification in the Arctic less than it would the atmospheric stratification. This discrepancy occurs because the stratification in the Arctic Ocean is predominantly determined by the salinity, not the temperature. Further, since the ocean heat capacity is much larger than that of the atmosphere, equal amounts of heat will not lead to equal amounts of temperature change. This approach have the potential to work, but we did not test it.

Staying in the ocean, one approach is to modify the mixing coefficient, forcing the vertical mixing to weaken (and thus strengthening the stratification) when targeting more sea ice and to strengthen the mixing when targeting less sea ice, allowing for warmer subsurface water to mix into the surface mixed layer. The mixing coefficients used in ocean modeling are normally empirically chosen
and lay within a range of values (Knauss (1997)). Therefore, an approach is to modify the mixing coefficients slightly, keeping them within the observed range. We did not test this approach either. Finally, a potential approach is to redistribute the $\Delta HF$ in the entire global atmosphere or in the deep ocean. Doing so, the energy would not warm the atmosphere or ocean too much in a single region, leading to an unstable model. However, putting the energy in a non-physical location erodes the idea of conserving the energy. The idea behind maintaining energy conservation is to simulate the climate as close to the observed as possible. In experiment M2, the energy was redistributed in the atmospheric column directly above the area of nudging, replicating the real-life process of heat flux exchanges. In my opinion, if we are to put the energy somewhere non-physical, we might as well send it out to space, where it does not affect anything. This way, the effect of the sea ice changes can be isolated, ignoring the effect from the redistributed energy. This approach corresponds to our Method 1, which again resembles the flux adjustment in Oudar et al. (2017).

### 6.1.1 Testing Method 2 on Study II

After finishing Manuscript II we returned to the energy-conserving Method 2 developed in Study I. The original plan was to use this method for the BAKA experiments in Manuscript II. Method 2 was therefore used to nudge sea ice in the BAKA (same region as used in Study II, see section 5.2) toward the models own sea ice climatology in this region. This was similar to the experiment C100 presented in section 5.2 and was referred to as M$_2$C$_{100}$. Comparing the SIC to the target sea ice edge (fig. 6.1a) showed that for the first model year, Method 2 succeeded in reaching the sea ice target. The freely running models sea ice edge was further south. The temperature response relative to the freely running model in fig. 6.1b showed that the temperature changes due to the nudging were not unrealistic, as was the case for M$_{50N}$. The M$_2$C$_{100}$ simulation was continued for 100 years. The first few years succeeded in reaching the target sea ice cover quite well. However, after approximately 3 years, the surface temperature began to decrease and the sea ice extended further south (figure 6.2). This was quite unexpected, as nudging was only performed in BAKA and the target sea ice state was relatively close to the models own sea ice state. The sea ice outside BAKA was not constrained, allowing for the observed southward extension. Further work is required to investigate this shift toward cooling and subsequent extension of the sea ice cover.
Figure 6.1: M2C100 monthly mean (a) sea ice concentration (in %), (b) temperature anomaly (M2C100-CTRL; in °C) and (c) ΔHF (in W m$^{-2}$) for January, April, July and October. The dark brown line in (a) indicate the climatological sea ice edge (SIC>=15%) from CTRL, the light brown line indicate the target sea ice edge.
Study II investigated the link between cold European winters and reduced sea ice in the BAKA. Our results showed that the mean response differed from the response in the 5\% coldest winters. The mean response was a lack of warming over Europe for a minor sea ice reduction (80\%), a statistically significant cooling over a relatively small area of eastern Europe for moderate sea ice reductions (60\%) and a statistically significant warming over Europe for major sea ice reductions (20-40\%). The significant cooling was only observed for a small area, resulting in C60 not being statistically significant different from the control simulation C100 when averaging over CEU or EU. The corresponding mean circulation response, represented by the mean sea level pressure (MSLP), was a ‘heat low’ over the nudged area, i.e. a low pressure anomaly over BAKA. This low pressure anomaly intensified with sea ice reduction. The weak non-linear behavior observed for the temperature is similar to the findings in Petoukhov and Semenov (2010), whose design this study was based on. They also observed a cooling over Europe for moderate (40-80\%) sea ice reductions in BAKA. However, they also see a non-linear response in the atmospheric circulation, with a shift from a cyclonic circulation to anticyclonic and back to cyclonic circulation. Our results differ from this, as they only show the intensified low pressure anomaly over BAKA. The discrepancies between our study and that of Petoukhov and Semenov (2010) might be due to two things. 1) They used an AGCM whereas we used an AOGCM. An AGCM does not reproduce the atmosphere-ocean feedbacks which are vital to obtain the remote effects of any changes, as discussed in section 2.6.1. 2) Study II used an atmospheric model resolution of T255 (approximately 80 km), whereas Petoukhov and Semenov (2010) used T42 (approximately 300 km, 2.8°). As a higher model resolution resolves finer scales, it can simulate the physical processes more adequately. Both these model related issues improve the models ability to simulate the real climate, hence we interpret our results to be a better representation of the response to BAKA sea ice reductions.

The response for the 5\% coldest winters did not show a statistical significant cooling for any of the four reduced sea ice simulations, relative to C100. The MSLP response showed an inten-
fication of the Scandinavian pattern with sea ice reduction, implying that the coldest winters did not get colder as BAKA sea ice was reduced, but that the associated high pressure system must be stronger to generate the same cold winters. This discrepancies between the mean and the extreme cold winters were due to the former being the mean over 2 months for 100 years (i.e. 200 months), the second being the subset of the 5% coldest winters (i.e. 10 months). The mean response was dominated by the heat low above BAKA due to the reduced sea ice. The coldest winters only occurred when cold air was advected down from the Arctic to Europe, which was bound to happen some winters.

Comparing our results to other studies is not straightforward as the combination in Study II (modifying only BAKA sea ice loss and using a coupled climate model) is relatively unique. Most model studies have used AGCM’s, prescribing the sea ice changes. Those that use AOGCM’s have mostly investigated a pan-Arctic sea ice loss, not an isolated BAKA sea ice loss. Some of the latter were analyzed in the study by Screen (2018). They compared six coupled climate models, all simulating projected Arctic sea ice loss [Blackport and Kushner (2016), Blackport and Kushner (2017), Deser et al. (2015), McCusker et al. (2017), Oudar et al. (2017) and Smith et al. (2017)]. They found that the six model simulations agreed on the intensification of the wintertime Aleutian Low, an increase in the MSLP over Eurasia, a weakening of the Icelandic low and a reduction in strength and southward shift of the mid-latitude westerlies in winter. The intensification of MSLP over Eurasia is similar to our MSLP response for the coldest winter months, but it differs from our temporal mean MSLP response. The coldest winter response was an intensification of the Scandinavian pattern, whereas the mean response was a low pressure anomaly over BAKA. The intensification of the Aleutian Low was not observed either in the mean nor the coldest winters. This is most likely due to the difference in regions of the sea ice loss (BAKA vs. pan-Arctic). See section 6.5 for further discussion. Hence, our circulation response for the coldest winters was similar to those in the six coupled model studies. Of these six studies only the study by Blackport and Kushner (2016) investigates the link between Arctic sea ice loss and cold Eurasian winters. They found a weak cooling over Eurasia as a response to a high pressure anomaly off the coast of Eurasia in some, but not all, of their eight simulations, strongest for the transient period when the models climate state was adjusting to the new sea ice albedo (they modified the sea ice albedo to nudge sea ice toward their target). This circulation pattern is similar to our findings, though the location of the high pressure anomaly differs. Even though Blackport and Kushner (2016) focused on cold Eurasian winters, they did not relate it to BAKA sea ice loss. McCusker et al. (2016) did this, but they too simulated the observed pan-Arctic sea ice loss, not only the BAKA sea ice loss. Comparing the simulated temperature trend over central Eurasia between years 1979-1989 to 2002-2012 with the trend in BAKA sea ice decline over the same periods, they concluded that the observed cooling was exceptional, but the sea ice decline in BAKA was not. Hence, BAKA sea ice loss was not the main driver of the observed Central European cooling trend. Instead, the cooling was suggested to be internally driven by a trend toward anticyclonic circulation over BAKA. This is in contrast to our findings: cold CEU winters of the same magnitude as for the control simulation C100. McCusker et al. (2016) underestimated the observed cooling trend over Eurasia, actually simulating a warming trend instead. A potential cause of the different results is the difference in the magnitude of the sea ice loss. McCusker et al. (2016) simulated the observed BAKA sea ice loss 1979-1989 to 2002-2012, amounting to a loss of 11%. In our study, SIC reductions begin at 20% (i.e. C80).

Several observational studies have found a link between BAKA sea ice decline and cold Eurasian
winters (see section for 3.2 for further discussion); some even state that BAKA sea ice reduction is one of the main drivers of mid-latitude winter circulation and Eurasian cooling (Kretschmer et al. (2016)). A common pathway by which BAKA sea ice can influence Eurasian winter temperatures is: enhanced heat flux resulting from the reduced sea ice induces planetary waves from the troposphere into the stratosphere and back again; this induces a negative AO/NAO like pattern, leading to weaker westerlies and consequently cold air advection in Eurasia. This pathways have been suggested by both observational studies as well as model studies (Kretschmer et al. (2016), Ruggieri et al. (2016), Garcia-Serrano et al. (2015), Kretschmer et al. (2018)). Some studies do not find a link, leading them to state that the observed cooling over Eurasia is driven by internal atmospheric variability. These include observational studies (Sorokina et al. (2016)) as well as model studies (McCusker et al. (2016), Screen (2017a), Ogawa et al. (2018)).

### 6.2.1 Background state

Some studies suggest that the impact from sea ice loss depends on the background climate state, either in the form of the SST over the Northwest Atlantic (Balmaseda et al. (2010)), the Atlantic multi-decadal oscillation (Osborne et al. (2017)) or the mean climate state (Smith et al. (2017)). Yet, McCusker et al. (2017) did not find that the background state modulates the response. Instead, they showed that the response to sea ice loss was the same for CO$_2$ concentration on a pre-industrial level, as well as twice the CO$_2$ concentration. However, the discrepancies cannot be assigned to the differences between AGCM and AOGCM: where the two studies by (Balmaseda et al. (2010)) used AGCM’s and the McCusker et al. (2017) study used an AOGCM, the Smith et al. (2017) study was based on comparing simulations from an AGCM and AOGCM.

To test if a preconditioning was present in our study, composites consisting of the 5% coldest/warmest winter months for the NA SST were analyzed. Our results showed no significantly colder temperatures over Europe for either warm or cold NA SST (not shown). Hence, our results did not indicate that the NA SST preconditions cold winters over Europe.

### 6.2.2 Potential drivers

The mean temperature response over CEU in figure 5.4 suggested a link between the BAKA sea ice reductions and cold European winters. Kretschmer et al. (2016) supported this further by naming the BAKA sea ice loss as a main driver of mid-latitude winter circulation. Nonetheless, other studies have named the Siberian snow cover as a main driver of the AO, with the response amplified by BAKA sea ice loss (Gastineau et al. (2017)). This was supported by Cohen et al. (2007) and Cohen et al. (2012) who found that increased Siberian snow cover in autumn induced a negative AO in the following winter. Cohen et al. (2014) suggested that increased Eurasian snow cover and reduced Arctic sea ice interfered positively to weaken the polar vortex, inducing a negative AO/NAO-like pattern. Allen and Zender (2011) showed that the Siberian snow cover was underestimated in their AGCM’s. Correcting for this, they were able to reproduce the observed AO variability of the last decades. This implied that Siberian autumn snow cover variability was important for the winter AO/NAO.

We tested this hypothesis in our model simulations, by analyzing the snow cover extent for the 5% coldest winter months for CEU (i.e. the same months used to create the composites in figure 5.9; figure not shown). None of the sea ice reduced simulations showed a significantly different Siberian snow cover extent relative to C100. Hence, our results did not indicate a link between
increased Siberian snow cover and cold Eurasian winters.

6.3 Study III: Climate change associated with sea ice loss in extended EC-Earth-PISM RCP8.5 simulation

Focusing on five different sea ice states, Study III found that the overall evolution of the 1350-year long RCP8.5 scenario simulation was similar to that of the CMIP5 ensemble. There appeared to be a shift in the rate of change for some of the key parameters between the five sea ice states. In particular before and after P3, when the Arctic Ocean became seasonally ice-free. In the atmosphere the rate of the warming and the Arctic Amplification (AA) were the most pronounced. The 30-year trend of the increasing global temperature is compared to the 30-year trend for four areas and for the five sea ice states in figure 6.3a. Here, the trend of the global mean temperature increases until P3, after which it decreases. Three of the four areas (Europe, Southeast Asia and South America) follow the global mean trend, whereas the temperature trend on Greenland is 2.7 times higher than the global mean trend for P3. It is still higher than the global mean for P4 (1.7 times), after which it decreases. The AA also peaked around P2 and P3. The AA was maintained throughout the simulation, despite the disappearance of the sea ice. However, computing the AA of P5 relative to P4, i.e. removing the dependence on sea ice, there is no substantial change in the north-south temperature gradient (fig. 6.4). This is appear to be contrary to the results by Langen and Alexeev (2007): in an AGCM simulation of an aquaplanet (no land or sea ice), they showed that polar amplification developed, i.e. without any influence from sea ice changes. The apparent contradiction with our result can be explained by the results from Caballero and L. Langen (2005). They showed, the poleward energy transport will reduce the Equator-Pole temperature gradient ($\Delta T$), but only for a low background temperature ($T_m<15^\circ\text{C}$) and a large $\Delta T$. For $T_m>15^\circ\text{C}$ and
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**Figure 6.3:** (a) Trend of the annual mean absolute temperature for each 30-year time regime [$^\circ\text{C/decade}$] for the global mean (purple triangle), Greenland (black), Europe (blue), Southeast Asia (red) and South America (green). (b) Trend of the total anthropogenic GHG forcing for the RCP8.5 scenario for each of the five time periods.
$\Delta T < 30^\circ C$, the increased northward energy transport will not lead to a decrease in $\Delta T$. Hence, as the background temperature for P4 and P5 is larger than 15$^\circ C$, the $\Delta T$ will not be reduced further by northward energy transport and the AA will therefore not change substantially between P4 and P5.

In the ocean this, shift around P3 and P4 was seen as well. The warming of the Arctic Ocean intensified only after the Arctic became seasonally ice-free. The heat transport into the Arctic Ocean increased and peaked at P3, after which it decreased slightly and stabilized. The same occurred for the AMOC: it weakened as the Arctic sea ice declined and stabilized after all sea ice was lost. In the Barents Sea and parts of the Eurasian Basin an ‘atlantification’ have been observed in recent years (Aarathun and Eldevik (2012), Polyakov et al. (2017); see section 2.3.2). This atlantification (weakening of the stratification and shallowing of the Atlantic Water) was observed in the present RCP8.5 simulation as well, until the Arctic summer sea ice was gone. After this, the stratification increased again due to a freshening and warming of the Barents Sea. This implied that the atlantification will only occur during a sea ice retreat, after which the increased river runoff, precipitation and heat transport into the Barents Sea will strengthen the stratification.

The strengthened oceanic stratification in the Arctic Ocean could potentially lead to a positive stratification-based climate feedback mechanism. In winter, the ocean releases heat to the atmosphere and directly to space in the atmospheric window, assuming some cloud free periods. Due to the strong salinity-based oceanic stratification, the upper most ocean easily cools due to lack of significant convective mixing with the warmer water masses below. Thereby the surface will be colder than under less stratified conditions. Thus, the whole Arctic atmosphere-ocean system will lose less energy to space than under less stratified oceanic conditions. In other words, the ocean/atmosphere will likely rather quickly reach a cold (but still unfrozen) energetic equilibrium. Further analysis of this hypothesis is required, however, in future work.

As discussed above, several key parameters appear to be dependent on the sea ice state. Especially, the shift from a perennial sea ice cover to a seasonal sea ice cover appear to be important. This shift might not only be related to the retreating sea ice cover. The RCP8.5 scenario simulation is forced with increasing GHG emissions. Comparing the 30-year global mean temperature trend to the 30-year trend of the GHG forcing for each time period (fig. 6.3b), shows a common peak at P3. This suggests that the observed shift in trend of some parameters is most likely affected by the change in global mean temperature and GHG emissions, as well as the sea ice state. However, some of the features observed to shift are most likely due to the shift in sea ice state: the AA has been shown to be mainly driven by the sea ice loss (Serreze et al. (2009), Screen and Simmonds (2010), Pithan and Mauritsen (2014)), and the increased warming and freshening of the Arctic Ocean only occurred after the protecting sea ice cover disappeared.

### 6.3.1 The Earth in a warmer climate

The RCP8.5 simulation in Study III simulated the climate until year 3200, where sea ice have been lost for a thousand years; thus, the climate would no longer be sensitive to sea ice change. Regardless, it is still interesting to compare the projected climate to reconstructions of climate from paleo records, hence the brief discussion below on this topic.

By year 3200, under the assumptions of the RCP8.5 scenario, the global mean temperature will be 12.7$^\circ C$ higher than pre-industrial temperatures, there will be no sea ice and the Greenland Ice Sheet will have lost 62% of its volume. It is fair to say that this will be a very different cli-
mate than today. An interesting question is then, if this future climate is unprecedented in Earth’s history. Figure 6.5 shows temperature trend reconstructions from the past 65 million years, the four future GHG emission scenarios and the global mean temperature from the RCP8.5 simulation in Manuscript III. This temperature curve clearly illustrates two things: (1) the occurrence of warm periods in the past and (2) that the projected temperature change by year 2300 is unprecedented in the past 50 million years. During the Medieval Warm Period (years 950-1250) certain areas experienced warming similar in magnitude to the warming observed during the past decades. However, the warming only occurred over smaller regions, not over as wide regions as have been observed since the mid-20th century (IPCC (2013), chapter 5). Going back to the last interglacial, the IPCC AR5 (IPCC (2013), chapter 5) states "with medium confidence that global mean annual temperatures were never more than 2°C higher than pre-industrial". Continuing back in time, the mid-Pliocene 3.3 to 3.0 million years ago experienced temperatures higher than pre-industrial by 1.9 and 3.6°C and CO₂ concentrations between 350 ppm and 450 ppm. This is comparable in magnitude to the annual mean 2018 CO₂ concentration of 408.3 ppm (https://www.esrl.noaa.gov/gmd/aggi/aggi.html). The early Eocene (52-48 million years ago) were even warmer, with temperatures 9-14°C higher than the pre-industrial period and CO₂ concentrations of approximately 1000 ppm (IPCC (2013) chapter 5). The projected CO₂ concentration in the RCP8.5 scenario stabilizes after year 2250 at approximately 2000 ppm (Meinshausen et al. (2011)). Although the global mean temperature in the past possible have been equivalent or higher, the rate of change is not. Gingerich (2019) compared the modern rates of carbon emission to those of the Paleocene-Eocene Thermal Maximum (PETM; 56 millions years ago). During the PETM, the global temperature increased by 5-8°C to the highest temperatures recorded since the extinction of the dinosaurs, leading to widespread mass extinction. Gingerich (2019) showed that the modern carbon emission rates are 9-10 times faster than that during the PETM.

The above show that although the projected temperature by the RCP8.5 scenario is not unprecedented in history (and even here we have to go 56 millions year back in time), the rate of climate change is.
6.4 Sea ice in climate models

From the discussions above it is clear, the climate is sensitive to sea ice changes in relatively small regions (Study II) as well as pan-Arctic sea ice loss in a warmer climate (Study III). This sensitivity to large sea ice changes has also been observed for the past climates (Sadatzki et al. (2019)), underlining why it is important to be able to realistically model the changes in sea ice cover. Mori et al. (2019) showed that AGCM’s underestimate the observed Eurasian cooling due to an underestimation of the response to BAKA sea ice loss. This was further supported by a study (Jansen et al. (2019, manuscript submitted)) who compared abrupt temperature changes in the four GHG emission scenarios to reanalysis data. They found, all four scenarios underestimated the observed abruptness of the temperature change. Temperature is not the only parameter that the climate models underestimate. Comparing the CMIP5 ensemble to observations, Stroeve et al. (2012) showed, the CMIP5 models reproduced the seasonal cycle of the Arctic sea ice well, but the trend of the sea ice decline over the satellite era (1979-2011) was too low. Shu et al. (2015) showed a similar too low trend for the sea ice extent and volume, due to too thin sea ice. The CMIP5 multi-model mean ensemble of the Antarctic sea ice extent and volume trend were actually opposite of the observed Antarctic sea ice trend (positive). The spread among CMIP5 models is large, with a single model member in the RCP4.5 scenario predicting a seasonally ice-free Arctic by 2016 (i.e. three years ago) while the multi-model ensemble mean does not reach below the threshold of 1 million km$^2$ by 2100 (Stroeve et al. (2012)). Hence, the CMIP5 climate models are able to capture the seasonality of the Arctic sea ice extent and volume, but the sea ice is too thin and the sea ice loss too slow.

Notz and Stroeve (2016) explained this underestimation of the Arctic sea ice loss through a simple conceptual model of the sea ice edge. From this they showed, the location of the sea ice edge was determined by the balance between a decrease in incoming shortwave flux and the increase in incoming non-shortwave flux (due to increasing CO2 concentrations). Models underestimate the increase in incoming non-shortwave flux. This was observed when comparing the climate
sensitivity (the magnitude of Arctic sea ice loss per metric ton of anthropogenic CO$_2$) between observations (3.0±0.3 m$^2$) and the CMIP5 multi-model ensemble mean (1.75±0.67 m$^2$).

As discussed in section 2.6.1, there are discrepancies between atmosphere-only models and coupled atmosphere-ocean models. The most important difference between these two is, the AGCM’s does not capture the atmosphere-ocean feedbacks, hence does not capture remote effects. Further, Screen (2018) stated that AOGCM’s generally agree more across models than AGCM’s. AGCM’s might differ from AOGCM’s due to a tug-of-war between thermodynamic warming and dynamic cooling. This will be discussed below.

Climate models have difficulties in replicating the observed sea ice cover. This is a potential cause of discrepancy when comparing results across models (e.g. the CMIP5 project): despite being forced by the same emission scenario, different initial conditions will lead to different end results. As the climate response depends on the location and magnitude of the sea ice loss (see section 6.5), discrepancies in initial sea ice conditions can potentially lead to substantial differences in the end result. Therefore, being able to push the model toward the observed sea ice state, without breaking the energy conservation, would potentially decrease the uncertainty. Manuscript I focused on methods for constraining sea ice in coupled climate models, while maintaining energy conservation. The Earth is a closed system, where energy, water and mass are conserved. This is replicated by the coupled climate models: energy is redistributed in the Earth system, not created or destroyed. As the energy is already conserved in the climate models, it is desirable to maintain this energy conservation. Additionally, constraining sea ice without conserving energy would potentially lead to each model loosing or gaining a different amount of energy, thereby introducing a new source of uncertainty. By keeping the energy conserved, the energy would be redistributed in the Earth system, ensuring all models remained in radiative balance.

### 6.5 The impact of regional sea ice loss vs. pan-Arctic sea ice loss

Sea ice loss in different regions has different impacts on the climate. Pedersen et al. (2016) showed that the location of the northern center of the NAO shifted eastward for sea ice loss in the Pacific, while it shifted westward for sea ice loss in the Atlantic. This was further supported in Screen (2017b). They showed that sea ice loss in some regions induced a thermodynamic warming. In other regions, sea ice loss induced a dynamical cooling (e.g. BAKA). Despite this, the sum of the regional responses was a cooling of the mid- and high-latitudes, whereas the response to a pan-Arctic sea ice loss was dominated by warming. Screen (2017b) suggested that this discrepancy was due to a tug-of-war between the direct thermodynamic warming and the dynamical cooling (Screen et al. (2015b), Deser et al. (2016) and Screen (2017a)). The thermodynamic warming is a direct effect of the increased oceanic heat release to the atmosphere, as the sea ice does not shield the ocean anymore. The dynamical cooling is due to a change in the atmospheric circulation, inducing a negative AO/NAO-like pattern. This implies that the magnitude of the sea ice loss determines the response, with smaller sea ice loss leading to cooling and larger sea ice loss leading to warming. From this follows, the transient response to sea ice loss will be different from the equilibrium response, thus resulting in a non-linear response to sea ice loss (Petoukhov and Semenov (2010), Screen (2017b), Peings and Magnusdottir (2014). The Arctic sea ice decline is
projected to continue, resulting in an increasing amount of sea ice disappearing and subsequently leading to the thermodynamic warming winning over the dynamical cooling.

This tug-of-war between the thermodynamic warming and the dynamic cooling have been used to explain a lack of warming over Europe. McKenna et al. (2018) found that sea ice loss in Barents-Kara Seas and in Chukchi-Bering Seas had opposite tropospheric responses to a moderate sea ice loss (negative AO and positive AO, respectively), whereas both had a similar response (negative AO) for large sea ice reductions. They found that the sea ice reductions in Barents-Kara Seas (Chukchi-Bering Seas) induced cooling over North America (Eurasia) and warming over Northern Europe (North America). They explained the lack of cooling over Northern Europe (North America) to be due to the balance between the indirect, dynamical AO-induced cooling and the direct, thermodynamic warming from the local sea ice loss. Screen (2017a) also explained the 'missing' cooling over Europe, despite an intensification of the negative NAO, as the thermodynamic warming winning over the dynamical cooling. However, both these studies used an AGCM. Smith et al. (2017) showed, the response to sea ice loss in AGCM's is dominantly thermodynamic, whereas AOGCM's induce a more dynamical response, capturing the circulation changes as well. Hence, the magnitude of the sea ice loss in AOGCM’s has to be relatively larger than in AGCM’s before the thermodynamic warming wins over the dynamic cooling. This corresponds well with the AGCM’s lacking atmosphere-ocean feedbacks as discussed in section 6.4.

In Study II, sea ice was only reduced in BAKA, a relatively small area. According to Screen (2017b), sea ice loss in this area will lead to dynamical cooling in the form of a negative NAO. This supports the results by Petoukhov and Semenov (2010), who found a negative NAO response to moderate sea ice reductions in BAKA, associated with a cooling over Europe. The mean temperature response in Study II showed a statistically significant cooling over eastern Europe, but the resulting circulation change were not a negative NAO. The response for the 5% coldest winters showed that equally cold winters required an intensification of the Scandinavian pattern. This is not equal to a negative NAO, but both induce advection of cold Arctic air toward Europe. According to the tug-of-war between the thermodynamic warming and the dynamical cooling discussed above, we expect the thermodynamic warming from a large sea ice loss to win over the dynamical cooling, hence leading to a warming over CEU, not cooling. This is also what was observed in Study III: the CEU mean temperature increased for all periods relative to P1. The missing intensification of the Aleutian Low in Study II relative to both Study III and Screen (2018) can also be explained by the discussion above: regional sea ice loss has the largest impact on the local area, or areas in close proximity to the sea ice loss. The Aleutian Low is simply too far away from BAKA to be greatly affected.

The discussions above highlight the potential issues when only modifying sea ice in a small region. Regional sea ice loss will not result in the same responses as a pan-Arctic sea ice loss. Regardless, there are a number of reasons for our choice in the experimental setup for Study II. First of all, the aim of Study II was not to investigate the effect of the observed or projected pan-Arctic sea ice loss, but to investigate the effect of BAKA sea ice loss. By excluding sea ice loss in other regions, we also excluded the impact from sea ice loss in these regions. Secondly, several studies showed that BAKA sea ice loss affects Europe the most (Petoukhov and Semenov (2010), Koenigk et al. (2016), Kretschmer et al. (2016)). Third reason combines the tug-of-war between thermodynamic warming and dynamical cooling with the underestimation of the observed cooling stated in Mori.
et al. (2019). If climate models underestimate the observed cooling, reducing sea ice in the entire Arctic might drown the dynamical cooling signal from BAKA sea ice loss. As BAKA sea ice loss is a main contributor to wintertime circulation changes over Europe, we should not lose to much information by ignoring sea ice loss in the remaining regions, while still avoiding drowning the cooling signal. The balance between thermodynamic and dynamical processes appear to be tipped toward the thermodynamic warming in the models. This effect is more pronounced for AGCM’s: Mori et al. (2019) compared AGCM simulations to observations and Smith et al. (2017) found that AGCM’s where dominantly thermodynamic. Even though coupled AOGCM’s might have a tendency to induce more dynamical responses to sea ice loss, the dynamical cooling might still be cancelled out by the thermodynamic warming. This was not investigated further.

6.6 Abrupt change

The global mean temperature is projected to increase by approximately 10°C by year 2250, relative to the pre-industrial period. This is comparable in magnitude to the temperature change during the D-O events recorded in the Greenlandic ice cores (5-15°C; section 2.4.3). This similarity have led to the question: can D-O equivalent events occur in the present and the future, and how might this affect climate? This is one of the main questions of the Ice2ice project, which this PhD thesis is a part of. Defining abrupt change as more than 1°C warming per decade for at least four consecutive decades, Jansen et al. (2019, manuscript submitted) showed that the observed temperature change from 1978-2018 in the Eurasian Arctic was an abrupt climate change. They further showed that this criterion captured all the main D-O events in the Greenlandic NGRIP core. Hence, the current observed temperature change is not only comparable in size to the D-O events, but also in rate of change.

The abrupt temperature changes in the RCP8.5 scenario simulations were associated with areas of rapid sea ice loss (Jansen et al. (2019, manuscript submitted)). This is similar to the conclusions in Pedersen and Christensen (2019, manuscript submitted). Using the CMIP5 RCP8.5 emission scenario ensemble, they investigated the impact of the historical and projected sea ice loss on the temperature change on Greenland. They found, the resulting warming was largest for areas in close proximity of the sea ice loss, and only coastal areas on Greenland were affected by the projected sea ice loss. Since most of the Arctic sea ice is currently in the central Arctic, the largest sea ice reductions will occur here. Therefore, only a part of the warming on central Greenland is associated with the sea ice loss. In particular, they found that the warming on Greenland were mostly affected by sea ice loss in the Barents-Kara region, the Greenland Sea, the Canadian Archipelago and Baffin Bay, i.e. regions close to Greenland. The impact was largest on the coastal regions facing the sea ice loss region. This is partly supported by the mean temperature changes in Study II were sea ice was reduced only in the Barents-Kara Seas. Figure 5.4 show a statistically significant warming of the entire Greenland in C80, along the northern and eastern coast in C40 and the northern coast for C20. Statistically significant cooling is seen along the eastern coast for C60. This indicate a similar pattern to that found in Pedersen and Christensen (2019, manuscript submitted), although the magnitude of the sea ice loss and warming differs.

Study III found that the rate of changes shifted after the loss of the Arctic summer sea ice (P3). Up until P3, the trend of air temperature and the oceanic northward heat transport were increasing. As was the trend of the AA. The global mean temperature trend was largest for P3, but so was the GHG forcing trend, as discussed in section 6.3. This indicate that the temperature increase
cannot solely be attributed to the sea ice loss. In fact, several studies have suggested that only a minor part of the temperature increase is caused by the sea ice loss (McCusker et al. (2017), Pedersen and Christensen (2019, manuscript submitted)). The rest is caused by the increasing GHG emissions. McCusker et al. (2017) showed that the response to sea ice loss and increasing CO$_2$ concentrations are clearly separated in winter, adding up to give the full (sea ice loss + increasing CO$_2$) circulation response. They also showed, the response to either sea ice loss or increasing GHG emissions are insensitive to the background climate state. That is, the temperature increase from Arctic sea ice loss was the same for pre-industrial CO$_2$ concentrations as when doubling the CO$_2$ concentrations (2×CO$_2$). The response from 2×CO$_2$ was the same for the pre-industrial sea ice cover and for the 2×CO$_2$ sea ice cover. If this relationship holds for the past as well, how can the temperature changes during D-O events be comparable in magnitude to the current observed global mean temperature change, when the first was driven by sea ice loss, and the second by sea ice loss and increasing GHG emissions? This is most likely due to the location of the sea ice loss as discussed above: temperature changes over areas with sea ice loss are larger than over areas with no sea ice loss. The sea ice retreat during the D-O events were in the Nordic Seas, in close proximity to Greenland. Hence, this sea ice loss affected the temperature in Greenland and subsequently the temperature reconstructions from the Greenlandic ice cores. The current observed global mean temperature could potentially have larger temperature changes over areas of sea ice loss, but Jansen et al. (2019, manuscript submitted) showed that climate models have difficulties in simulating the abruptness of the projected temperature change.
Chapter 7

Conclusion

The overall aim of this PhD thesis was to analyze the sensitivity of the climate to sea ice changes in the coupled climate model EC-Earth. The following conclusions are based on the work of the three separate manuscripts presented.

Study I concluded that nudging sea ice in a coupled climate model via the surface sensible heat flux is a suitable approach. However, maintaining energy conservation is tricky and requires more research. In this study, sea ice was nudged indirectly by nudging the sensible heat flux in EC-Earth, redistributing the extra energy $\Delta HF$ in the atmosphere. Method 1 succeeded in reaching the target sea ice cover, yet it did not redistribute $\Delta HF$ in the atmosphere. Instead, $\Delta HF$ disappeared into space. Hence, this method was not energy conserving. Implementing a manual energy distribution of the extra energy $\Delta HF$ in the atmospheric component of EC-Earth lead to a nudging that was energy conserving, but it warmed/cooled the atmosphere too much. This caused the model to crash within a few years. Several ideas on how to circumvent this issue was proposed, the most realistic solution being to redistribute the energy in the ocean instead of the atmosphere. This idea was not tested. We concluded that the idea of nudging the heat flux instead of the sea ice directly is a suitable method for nudging sea ice in a coupled model, but instead of redistributing the energy $\Delta HF$ in the atmosphere, the best method for nudging sea ice is to remove $\Delta HF$.

Study II concluded that although the mean temperature over all years showed a weak cooling over eastern Europe for a target of 60% sea ice concentration relative to climatology, this was not observed for the 5% coldest winters. Here, our results showed that to obtain equally cold Central European winters required an intensification of the Scandinavian pattern with reduced Barents-Kara sea ice. Study II reduced sea ice concentration in the BAKA region to a target of 100% (C100), 80% (C80), 60% (C60), 40% (C40) and 20% (C20). The mean temperature response showed a weak non-linear cooling for C60 for a small area over eastern Europe. Averaging over a larger area of Europe, the statistical significance disappeared, resulting in only C40 and C20 being significantly different from C100. The temperature over Central Europe for the 5% coldest winters were not significantly different from C100 for either of the four sea ice reduced simulations. However, the temperature difference between C40 and C80 were significantly different. The circulation also differed between the mean response and response for the 5% coldest winters. The mean response showed a low pressure anomaly over BAKA, deepening with sea ice reductions. The 5% coldest winters response showed an intensification of the high pressure anomaly over Scandinavia, i.e. the Scandinavian pattern. Other studies have shown, climate mod-
els tend to underestimate the observed cooling over Europe, possibly explaining the weak cooling in C60.

**Preliminary results from Study III suggested that the sea ice state have an impact on the climate.** There appeared to be a shift in trends for some parameters after the Arctic became seasonally ice-free, however this coincided with changes in the radiative forcing. The rising global temperature led to increased temperature variability over low and mid-latitudes and decreased variability over high latitudes. Extreme temperatures were overall projected to become less extreme, except for European summers. Here, they were projected to become more extreme. The north-south temperature gradient (the Arctic Amplification) was projected to decrease, but not disappear entirely, when the Arctic sea ice disappeared.

Increased temperatures led to intensified precipitation patterns: wet-get-wetter and dry-get-drier. Further, an increase in variability and extremes were observed. Extreme precipitation (low and high precipitation) especially increased over Southeast Asia, indicating larger interannual variability for the Asian monsoon. Our results also indicate an equatorward shift of the ITCZ. The projected atmospheric circulation showed three things: 1) a trend toward more positive AO patterns in autumn, 2) an intensification of the Aleutian Low in winter and spring and 3) a weaker Hadley circulation.

The Arctic Ocean and the Barents Sea were projected to become warmer and fresher, strengthening the stratification. An exception to was a preliminary weakening of the stratification in the Barents Sea due to atlantification (a shallower Atlantic Water core, increased vertical mixing). The freshening of the Arctic Ocean was most likely due to increased net precipitation (P-E), not increased fresh water input from the Greenland Ice Sheet. The warming of the Arctic Ocean were associated with an increased heat transport into the Arctic Ocean.

Manuscript III is still ongoing work. The preliminary results discussed above have led to several ideas for further analyses: do the strong stratification in the Arctic Ocean lead to reduced heat release? And how does Greenland react to the sea ice changes? The later were only briefly investigated.

The three manuscripts presented above all investigate the sensitivity of sea ice changes on the climate. They find that the magnitude, location and rate of the sea ice loss plays a large role in the impact on the climate (Study II and III). As we are currently experiencing an accelerating Arctic sea ice loss, it is important to simulate the impact from sea ice changes correctly in climate models. However, current climate models have difficulties replicating the observed sea ice loss. Correcting this by assimilation or nudging might introduce new issues (Study I). Several approaches for nudging sea ice in coupled climate models, while maintaining energy conservation, are proposed in this thesis. This could potentially improve the coupled climate models, leading to even better model predictions in the future.


S. D. L. J. C. U. Dean Roemmich | Scripps Institution of Oceanography, University of California, N. O. Gregory C. Johnson | Ocean Climate Research Division, Pacific Marine Environmental Laboratory, W. U. Atmospheric Administration (NOAA), Seattle, S. W. U. Stephen
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Abstract

Constraining sea ice in coupled climate models, while maintaining energy conservation, have been achieved for short time periods or with a seasonal dependence. A method that works year round and can continue for several years, have not been developed. It was the aim of this study to develop a method for nudging sea ice in coupled climate models, while conserving energy. Two methods are presented here, both nudge sea ice by modifying the surface heat flux between the atmosphere and the ice/ocean surface. In the first method, a additional heat (positive or negative) was added to the sensible heat was used to force the coupled climate model EC-Earth to form or melt sea ice. This method achieved the target sea ice, but it turned out not to be energy conserving, as the atmospheric component in EC-Earth (IFS) did not 'see' the modified heat flux. The second method was based on the first method, but here the additional heat was manually redistributed in the atmosphere. This method reached the sea ice target, if the target was close to the models own sea ice state. If the discrepancies between the target and the models sea ice state, this method failed by either becoming unstable or by heating the atmosphere so much, that it became impossible to sustain a sea ice cover. The results presented here highlight the difficulties there is with nudging sea ice in coupled climate models while maintaining energy conservation. Redistributing heat in the climate system could still work, but redistributing it in the atmosphere requires a very delicate balance between reaching the sea ice target and avoiding model instabilities.
1 Introduction

Improved understanding of the climate system can be achieved via observations or by dedicated model experiments. The latter allow us to isolate a single component of the system, and investigate its impact. This is of course not possible with the real climatic system considering its space and time scales: there we cannot reverse the experiment or isolate parts of the system and observe the impacts. Therefore, we have to rely on computer models to perform our climate experiments.

Modifying climate models can be achieved by modifying the external forcing (orbital parameters, green house gases etc.), prescribing parameters to a target value, or by pushing the model toward a target (toward observations for example). The latter may be viewed as a kind of assimilation of data/information. Assimilation covers a large fan of methods, including Newtonian relaxation or nudging, where a nudging term is added to the prognostic equations (Kalnay (2012)). The nudging term depends on a target value, for example an observation, and is normally given as $\frac{x_{\text{obs}} - x}{\tau_x}$, where $x$ is a parameter, $x_{\text{obs}}$ is an observation of this parameter and $\tau_x$ is the relaxation time scale. In this study we focus on how to nudge sea ice in a coupled climate model. This means energy has to be added or removed from the system to form or melt sea ice in certain areas. For Atmosphere Global Circulation Models (AGCM’s) this is not an issue, since the sea ice is prescribed anyway. However, this becomes an issue when using coupled climate models. In these, water, mass and energy are conserved between the atmosphere and ice/ocean modules. So far, most methods for constraining sea ice in coupled models have not been energy-conserving. Those that are only work for shorter time periods or depends on the season. This study aims at developing a method for nudging sea ice in a coupled climate model, keeping the energy and water conserved. Section 2 discusses various methods for constraining sea ice in other studies. Sections 3.3 and 3.4 presents 2 methods for nudging sea ice in a coupled model.
2 Methods for constraining sea ice

One part of the climate system that has been investigated intensively in the last decades is the declining Arctic sea ice and its impact on the atmospheric climate, both locally and remotely. As the observational sea ice record is relatively short (continues and Arctic-wide observations only started with the satellites in 1979), climate models can be used to investigate hypotheses about the recent decline as well as future projections. Additionally, the isolated impact of sea ice changes can be tested. Studies investigating the impact of sea ice on the climate by perturbing the sea ice have often used AGCM’s. In recent years the importance of modeling the coupled system, i.e. activating atmosphere/ocean feedbacks in the model as well, have been documented, thus highlighting the need for constraining sea ice in Atmosphere-Ocean Global Circulation models (AOGCM’s) (Deser et al. (2015)). Sections 2.1 and 2.2 discuss various methods for constraining sea ice in AGCM’s and AOGCM’s.

2.1 Atmosphere-only models (AGCM)

Many studies uses AGCM’s to investigate the atmospheric response of Arctic sea ice variations (Petoukhov and Semenov (2010), Screen (2013), Pedersen et al. (2016), Lang et al. (2017)). As AGCM’s are not coupled to the ocean, sea ice is prescribed to the atmosphere. Nudging sea ice then simply means to prescribe a target sea ice cover and or thickness instead, since the energy and water is not conserved between the atmosphere and ocean anyway. AGCM’s have been widely used, partly because they are much faster to run than fully coupled models, partly because atmospheric time scales are much shorter than those in the oceans. This means that for shorter experiments the ocean will not have changed too much, and is therefore neglected. However, Deser et al. (2015) showed that the atmosphere/ocean feedbacks are crucial for capturing remote impacts of climatic changes. They performed several experiments with different ocean model complexity (no interactive ocean, slab ocean and full-depth ocean) and with sea ice conditions representing late twenty-century and late twenty-first-century sea ice cover. They conclude that including an interactive ocean (i.e. a full-depth ocean and not just a slab ocean) is necessary to obtain a response outside the northern extra-tropics. Further, using a dynamical full-depth ocean, instead of a thermodynamical slab ocean, produces the equatorial symmetry observed. The thermodynamic atmosphere-ocean coupling (slab ocean) exaggerates the thermodynamic response compared to a full-depth ocean. Hence, AGCM’s might underestimate not only the strength of the warming, but also the spatial coverage. Both Petrie et al. (2015) and Screen (2018) suggest that the atmospheric circulation discrepancies across AGCM’s are larger than for AOGCM’s. Therefore, being able to constrain sea ice in coupled climate models is vital.

2.2 Atmosphere-Ocean coupled models (AOGCM)

Sea ice has been constrained in coupled climate models in numerous ways. Screen (2018) summarizes some of these methods, and below is a brief discussion of these. Petrie et al. (2015) and Semmler et al. (2016) both used an energy-conserving, although time limited, approach where the initial sea ice thickness is reduced. This results in a decrease of sea ice throughout the year due to increased
heat flux through the ice and increased melting. As these experiments only perturb the initial fields, these simulations will relatively fast return to the unperturbed state. A different approach is to modify the sea ice albedo (Graversen and Wang (2009), Blackport and Kushner (2016) and Blackport and Kushner (2017)). Modifying the albedo modifies the amount of solar radiation received by the sea ice. Although this method is water and energy conserving, it is seasonally skewed, as it only works in the sunlit part of the year. A third approach is to perturb a surface heat flux in order to constrain sea ice. Deser et al. (2015), McCusker et al. (2017) and Oudar et al. (2017) all applied a surface heat flux (a ’ghost’ flux) in order to reach a certain sea ice target. The term ’ghost’ flux refers to the fact that the flux is only seen by a single component of the coupled model (to the sea ice component in the first two studies and to the ice/ocean component in the latter study). The remaining components only see the indirect effect.

This last approach, perturbing the sea ice indirectly by adding a surface heat flux to either the ice or the ocean component, has at least two advantages. First, it conserves water. If sea ice was nudged directly, ice, i.e. water, would be added or removed from the system. This is avoided by nudging by proxy (by heat flux). Secondly, all the processes related to forming and melting sea ice is being handled by the model and does not have to be computed manually (brine rejection, ice velocity and, for some sea ice models: distributing sea ice in the respective sea ice thickness categories). However, it is not energy conserving. That is the aim of the present study, to develop an energy conserving method for nudging sea ice, based on the approaches in Deser et al. (2015), McCusker et al. (2017) and Oudar et al. (2017).
3 Methods and model

Forcing the climate model to form or melt sea ice on its own requires the energy in the system to be redistributed accordingly.

First, let's consider how to form or melt sea ice. To form sea ice, the ocean has to be cooled to the freezing point. For ice to melt, heat has to be added to the sea ice. To have an energy conserving nudging method, this heat has to come from somewhere. Deser et al. (2015) used longwave radiation (LWR) to force their model to change the sea ice cover, thereby conserving water. However, changing the LWR essentially means sending more or less heat to space via the atmospheric window under cloud free conditions. This is not energy conserving. The two methods presented in this study are both based on this idea of modifying the heat flux between the atmosphere and the ice/ocean. Instead of modifying the LWR, we modify the surface sensible heat flux (SSHF). As the SSHF is given by the difference in temperature between the atmosphere and the ocean (eq. 1), modifying SSHF only redistributes the heat between the atmosphere and the ocean.

\[ SSHF = C_H |V| (T_s - T_{air}) \]

where \( C_H \) is a bulk transfer coefficient for heat, \( V \) is the wind speed, \( T_s \) is the skin temperature and \( T_{air} \) is the air temperature Wallace and Hobbs (2006). Hence, nudging SSHF conserves energy.

In section 3.3 and 3.4 two methods for nudging sea ice are presented, but first the coupled climate model used in this study is presented in section 3.1.

3.1 Model

The fully coupled global climate model used in this study is EC-Earth (Hazeleger et al. (2010)). EC-Earth couples the atmosphere, with the land, ocean and sea ice via the OASIS-3 coupler. The atmospheric component is the ECMWF’s Integrated Forecast System (IFS) cycle 36r4 with a spectral resolution of T255 (equivalent to \( \sim 80 \) km) and 91 vertical levels (ECMWF (2010)). The ocean component is the Nucleus for European Modelling of the Ocean version 3.6 (NEMO, Madec and the NEMO team (2008)), embedded with the sea ice component the Louvain-la-Neuve sea Ice Model (LIM3, Vancoppenolle et al. (2012)). Both are on the ORCA1 tripolar grid (\( 1^\circ \times 1^\circ \)) and with 75 vertical levels. IFS and NEMO are coupled through the OASIS3 coupler (Valcke (2013)). By coupling the two components, information is exchanged between the two components at a certain frequency. For our setup of EC-Earth, the time step is 2700s for both IFS and NEMO, thus they are coupled every time step. Additionally, IFS and NEMO are not on the same grid, so OASIS3 have to interpolate the variables between the two grids, before sending them. Not all computed variables are coupled, only the variables needed for the other component. NEMO for example needs the ocean surface conditions in the form of the surface heat fluxes, fresh water fluxes and wind stress, whereas IFS needs the sea surface temperature and sea ice conditions. One of the variables send from the atmosphere to the ocean is the non-solar heat flux \( Q_{ns} \). This is the sum of the LWR, the surface latent heat flux (SLHF)
and SSHF, i.e. NEMO does not receive a separate SSHF. This will be used later on. IFS computes the contributors separately (see the IFS manual (ECMWF (2010))) and sums them up right before sending them to NEMO through OASIS3.

3.2 Experimental setup

The methods presented in this study are tested for two target sea ice covers. Target70N is an idealized cover of 100% sea ice concentration from the North Pole down to 70°N. South of this latitude sea ice will be nudged toward 0%. This idealized area is chosen to test how the nudging method behaves for areas were the target is to grow sea ice (Barents Sea, BS) and areas were sea ice has to be melted (Baffin Bay, BB). Target50N is used for Method 2. This is similar to Target70N, but with 100% sea ice concentration down to 50°N. This allow us to test how our methods react when they are being pushed far away from realistic sea ice covers.

3.3 Method 1

In Method 1 sea ice is indirectly nudged by modifying the SSHF at each time step. Pushing the model to form or melt sea ice requires large amounts of energy. This extra energy (ΔHF) is added to the SSHF computed by IFS (eq. 2).

\[ SSHF_{\text{new}} = SSHF + ΔHF \]  

The magnitude and direction of ΔHF depends on three factors: 1) The size of the heat flux received by the ocean, 2) if the target is to form or melt sea ice and 3) if the model and the target are opposing each other. The latter could for example be if the target is to form sea ice in summer. As for 1), the size of the total surface heat flux received by the ocean is \( HF_{\text{Total}} = SWR + LWR + SLHF + SSHF \), where SWR is the Short Wave Radiation. In the following it is assumed that the target is to form sea ice, but the method is the same for melting sea ice. Either way, there are two cases: in Case 1, the model and the target are opposing each other, i.e. forming sea ice in summer. In Case 2, the model and the target are complementing each other, i.e. forming sea ice in winter. Starting with Case 1, energy is being transported from the atmosphere into the ocean, heating the ocean and melting any sea ice. To form sea ice, the ocean has to cool, i.e. loose heat. This can be achieved by reverting the energy received from the atmosphere back into the atmosphere. This gives the first term of the nudging factor ΔHF:

\[ ΔHF = (-1) \cdot THF \]  

Now the ocean does not receive any surface heat flux, but to form sea ice it needs to cool even further. This is achieved by increasing the heat flux from the ocean to the atmosphere. The magnitude of this extra energy is defined as the difference between the simulated sea ice concentration and the target sea ice concentration times the \( HF_{\text{Total}} \):

\[ HF_{\text{Total}} \cdot ΔSIC = HF_{\text{Total}} \cdot (SIC_{\text{Model}} - SIC_{\text{Target}})/τ \]
ΔSIC is weighted by the actual $H F_{\text{Total}}$, to make sure the $\Delta HF$ is large enough to be seen by the ocean. $\tau$ is the relaxation time scale, which here is set to 1, and is therefore ignored in the following. Combining equations 3 and 4 results in the following definition for the nudging factor $\Delta HF$:

$$\Delta HF = (-1) \cdot HF_{\text{Total}} + \text{ABS}(HF_{\text{Total}}) \cdot \Delta SIC$$

(5)

The closer the target sea ice concentration is to the simulated sea ice, the weaker the nudging. For Case 2, $\Delta HF$ only differs from Case 1 in one aspect: Since the $HF_{\text{Total}}$ has the correct direction already (upwards into the atmosphere in winter), equation 3 can be neglected. Put in another way, whether or not to include $HF_{\text{Total}}$ depends on the sign of $HF_{\text{Total}}$ as well as $\Delta SIC$:

$$\text{SIGN}(HF_{\text{Total}}) = \text{SIGN}(\Delta SIC) \rightarrow 0$$
$$\text{SIGN}(HF_{\text{Total}}) \neq \text{SIGN}(\Delta SIC) \rightarrow -1$$

(6)

Therefore, the final equation for the nudging factor $\Delta HF$ is:

$$\Delta HF = \begin{cases} 0 & \text{if } \text{SIGN}(HF_{\text{Total}}) = \text{SIGN}(\Delta SIC) \\ -1 & \text{if } \text{SIGN}(HF_{\text{Total}}) \neq \text{SIGN}(\Delta SIC) \end{cases} \cdot HF_{\text{Total}} + \text{ABS}(HF_{\text{Total}}) \cdot \Delta SIC$$

(7)

$\Delta HF$ will be non-zero as long as there is the slightest difference between the simulated and the target sea ice. This can lead to instabilities, so in the results below a lower threshold of 5% is used, where no nudging is done for $\Delta SIC$ below this value.

### 3.3.1 Results

To test Method 1, a model simulation (M1) is nudged toward an idealistic sea ice concentration of 100% from the North Pole down to 70°N. South of this latitude sea ice will be nudged toward 0%. This idealized area is chosen to test how the nudging method behaves for areas were the target is to grow sea ice (Barents Sea, BS) and areas were sea ice has to be melted (Baffin Bay, BB). The effect of the nudging method is evaluated by comparing to a control run (CTRL) with no nudging performed. The resulting mean nudging factor $\Delta HF$ for each month are shown in figure 1a. In the Barents Sea, $\Delta HF$ is positive upwards, meaning SSHF is removed from the ocean to cool it down. In Baffin Bay it is the opposite. The nudging lead to changes in the sea ice as well as in the air temperature. Figures 1b and 1c shows the monthly mean 2m temperature anomaly and the sea ice concentration anomaly (M1-CTRL) for the first model year. South of 70°N, Method 1 succeeds in removing sea ice almost to the target. The now ice-free areas experience a large increase in temperature, compared to CTRL (more than 10°C). This large temperature increase is what can be expected when the ocean is not covered by sea ice anymore. Forming sea ice north of 70°N is not as easy. Focusing on the Barents Sea, the sea ice target is not fully reached, but more sea ice is formed by the end of the year, compared to CTRL. A small area is still not ice-covered, and the $\Delta HF$ over this ice-free area is on the order of 300-400 Wm$^{-2}$. This should lead to a large increase in the air temperature, but the air above only warms $\sim$2°C in January and even cools in periods (fig. 1b). This discrepancy between the simulated
output and our expectations lead us to focus on shorter time periods, more precisely every time step of the first simulated day. The temperature anomalies for each model level for the first six time steps are shown in figure 2a. In Baffin Bay, the air temperature increases from the second time step. As energy should be taken from the atmosphere and added to the sea ice in this point, we would expect to see an air temperature decrease, not an increase as is shown. In the Barents Sea, energy should be taken from the ocean and sent to the atmosphere, thus causing a temperature decrease in the ocean and a temperature increase in the atmosphere, as is observed from the second time step (fig. 2a). The counterintuitive behaviour in Baffin Bay led us to check the energy balance:

\[
\frac{dE_{\text{tot}}}{dt} = \frac{1}{4\pi} \int_{-\pi/2}^{\pi/2} \int_{0}^{2\pi} E_{\text{tot}}\cos(\phi) d\lambda d\phi
\]

\[
\frac{dE_{\text{tot}}}{dt} = \frac{1}{4\pi} \int_{-\pi/2}^{\pi/2} \int_{0}^{2\pi} (SH + LW + SW_{\text{surf}} + LW_{\text{surf}})\cos(\phi) d\lambda d\phi
\]

\[
-\frac{1}{4\pi} \int_{-\pi/2}^{\pi/2} \int_{0}^{2\pi} (SW_{\text{to}a} + LW_{\text{to}a})\cos(\phi) d\lambda d\phi
\]

Computing the energy change in a column of air (left side in equation 8) and the corresponding energy in and out of that column (i.e. the heat flux coming in at the top of the atmosphere (TOA), minus what goes out at the Earth surface as well as lateral changes) right side in equation 8) shows that Method 1 is not energy conserving. Returning to the atmospheric module of revealed that IFS does not use the SSHF it computes, except for minor corrections in the cloud parameterization. IFS computes SSHF as a diagnostic parameter based on the computed air and sea surface temperatures. That is, the atmospheric temperature profile have already been updated correspondingly earlier in the time step, but without explicitly computing SSHF. Therefore, when SSHF is computed in IFS, it will not be used in IFS so as to not use it twice. This is an issue for Method 1, since only the original, unmodified amount of energy equivalent to SSHF is distributed in the atmosphere. Nudging SSHF by adding \(\Delta HF\) will thus not be 'seen' by the atmosphere, only the ocean. For the nudging method to be energy conserving, the atmosphere needs to see \(\Delta HF\) as well, not only the unmodified SSHF. Since IFS does not do this, we manually distributed the extra energy in the atmosphere, as described below in Method 2.
Figure 1: M1 monthly mean (a) $\Delta HF$ (in W m$^{-2}$), (b) temperature anomaly (M1-CTRL; in $^\circ$C) and (c) sea ice concentration (in %) for January, April, July and October. Brown line in (c) indicate the climatological sea ice edge (SIC>=15%) from CTRL. Black line indicate the target sea ice edge at 70$^\circ$N.
Figure 2: (a) Temperature anomaly (M1-CTRL; in °C) at each model level for the first 6 time steps at single grid point in the Barents Sea (red and orange) and Baffin Bay (blue and green). The lighter the color, the later in the simulation. (b) The same but for (M2-CTRL). ∆HF is either distributed in the entire air column (red and blue) or only in the bottom 700 hPa (orange and green). Please note the different y-axis.
3.4  Method 2 - Redistribute the heat in the atmosphere

Method 2 builds on Method 1 in the sense that the energy needed to form or melt sea ice ($\Delta HF$) is computed in IFS and then sent to the ocean. In order to conserve energy, $\Delta HF$ needs to be redistributed in the atmosphere. As IFS does not do this on its own, this has to be implemented manually. In the real world, changes in SSHF affects the air temperature. Therefore, the aim is to modify the temperature of the air. This is achieved by modifying the instantaneous total atmospheric energy $E_{tot}$ in each air column above areas of nudging, given in equation 9:

$$E_{tot} = \int_{z_s}^{\infty} (E_{kin} + s + Lq_v)\rho \, dz$$  (9)

where $E_{kin}$ is the kinetic energy, $s = c_p T + g z$ is the dry static energy, $c_p$ is the specific heat capacity at constant pressure, $T$ is temperature, $g$ is the gravitational acceleration, $z$ is height, $L$ is the latent heat of vaporization, $q_v$ is the specific humidity and $\rho$ is the density of air. Dividing this into separate integrals gives:

$$E_{tot} = \int_{z_s}^{\infty} E_{kin} \rho \, dz + \int_{z_s}^{\infty} Lq_v \rho \, dz + \int_{z_s}^{\infty} c_p T \rho \, dz$$  (10)

The potential energy, can be rewritten using hydrostatic balance, $\frac{\partial p}{\partial z} = -\rho g$:

$$\int_{z_s}^{\infty} g z \rho \, dz = -\int_{z_s}^{\infty} \rho \frac{\partial p}{\partial z} \, dz$$  (11)

Using integration by parts:

$$E_{tot} = -\int_{z_s}^{\infty} \left( \frac{\partial}{\partial z} (pz) - p \frac{\partial z}{\partial z} \right) \, dz = - [pz]_{z_s}^{\infty} + \int_{z_s}^{\infty} p \, dz = p_s z_s + \int_{z_s}^{\infty} p \, dz$$  (12)

Using the ideal gas las the last term can be rewritten as:

$$\int_{z_s}^{\infty} p \, dz = \int_{z_s}^{\infty} \rho RT \, dz = 0$$  (13)

which gives

$$E_{tot} = \int_{z_s}^{\infty} (E_{kin} + Lq_v + c_p T) \rho \, dz + p_s z_s$$  (14)

Using hydrostatic balance again to change the limits:

$$E_{tot} = -\frac{1}{g} \int_{p_s}^{0} (E_{kin} + Lq_v + c_p T) \, dp + p_s z_s$$  (15)
As the aim is to pretend SSHF has been changed, thus only modifying the temperature in the air column, the change in energy of the air column only depends on the 3rd term:

$$\Delta E = -\frac{1}{g} \sum_{klev=1}^{N_{lev}} c_p \Delta T_{klev} \Delta p_{klev} \quad (16)$$

where $p_{klev}$ is the pressure at each model layer. The sum of $\Delta E$ over all layers must equal $\Delta HF$ computed in section 3.3. The simplest way would be to distribute $\Delta HF$ equally up through the atmosphere, giving each layer the same amount of energy. In reality, the lower layers would receive the sensible heat, gradually declining with height. The amount of energy received in each model layer can be depicted by a vertical profile ($T_{prof}$) and an amplitude $A$, (eq. 17). $T_{prof}$ is independent of time and horizontal location, going from 0 to 1, whereas $A$ depends on both time and space.

$$T^t(i, j, klev) = A^t(i, j) \cdot T_{prof}(klev) \quad (17)$$

where $(i, j)$ is the horizontal grid, $klev$ is the layers in the atmosphere and $t$ is time. Putting this into eq. 16:

$$\Delta E = -\frac{1}{g} \sum_{klev=1}^{N_{lev}} c_p A T_{prof}(klev) \Delta p(klev) = -\frac{1}{g} A c_p \sum_{klev=1}^{N_{lev}} T_{prof}(klev) \Delta p(klev) \quad (18)$$

The amplitude $A$ of is then given by:

$$A = -\frac{g \Delta E}{c_p \sum_{klev=1}^{N_{lev}} (T_{prof}(klev) \Delta p(klev))} \quad (19)$$

Using $A$ and a predetermined profile $T_{prof}$ (in the following we use $T_{prof} = \frac{1}{1+\exp(-x)}$), the energy $\Delta HF$ can be redistributed in the atmosphere (eq. 20).

$$\frac{dT}{dt} = \frac{dT}{dt} + \Delta T \quad (20)$$

As SSHF is send to the ocean at the end of each time step, the redistribution of $\Delta HF$ is done by updating the air temperature at the beginning of the next time step. The results using this energy conserving nudging method are shown in section 3.4.1 below.

### 3.4.1 Results

Method 2 is tested by nudging toward Target70N. This experiment is named M2. First step is to check if the energy is redistributed in the atmosphere as it is supposed to. Figure 2b show the atmospheric profiles for the same two locations and time steps as in figure 2a. For each location, the extra energy

---

13
\( \Delta HF \) is either distributed over the entire atmosphere (red and blue lines) or over the bottom 20 layers (equivalent to around 700 hPa, orange and green lines). In the real world, the sensible heat flux from the land/ocean surface would be redistributed in the atmospheric boundary layer, not the entire atmosphere. However, this means adding/removing a large amount of heat in the relatively shallow boundary layer which might lead to instabilities or rapid and large temperature changes. To smooth the effect of the \( \Delta HF \), we also test the response when redistributing \( \Delta HF \) in the entire atmosphere. As expected, redistributing the energy below 700 hPa, increases (decreases) the air temperature above the Barents Sea (Baffin Bay) rapidly compared to CTRL (figure 2b, orange and green lines). In Baffin Bay, the surface temperature decreases by 7.1°C during the first day, compared to CTRL (not shown). In the Barents Sea the surface temperature increases more than 4.6°C during the first day (not shown). Redistributing the energy in the entire atmosphere slow down the rapid increase/decrease in temperature (fig. 2b, blue and red lines). By the end of the first day, the surface temperature increase above the Barents Sea is now 1.3°C and 4.5°C above Baffin Bay (not shown). The 1°C change over the Barents Sea is not an unrealistic increase. Redistributing \( \Delta HF \) in the entire atmosphere (orange experiment) lead to an increase in the surface temperature after a few time steps, whereas only redistributing \( \Delta HF \) below 700hPa (green experiment) results in cooling the surface. This discrepancy occurs as both experiments starts to melt the sea ice, leading to a warmer ocean/ice surface. The heat removed from the atmosphere to achieve this can only be taken from the bottom of the atmosphere in the green experiment, hence the cooling of this layer. In the orange experiment, the cooling can be distributed over the entire atmosphere, allowing for the warmer surface to warm the lowest part of the atmosphere. Hence the different responses. From figure 2b it is clear the Method 2 succeeds in redistributing the energy in the atmosphere.

The monthly mean temperature and sea ice concentration for the first year (fig. 3b and 3c, respectively) show that the target sea ice cover is close to being reached, and the temperature anomalies compared to CTRL are realistic, with temperature changes in some areas around \( \pm 10 \)°C and much lower for others. However, Target70N (sea ice down to 70°N) is not too far away from the present day sea ice cover. The sea ice in the Barents Sea is further south than the observed sea ice cover, but the target is almost reached here. Melting sea ice takes less energy than forming sea ice, due to difference in heat capacity of ice compared to ocean and that the ocean has to be cooled before sea ice can be formed, but melting sea ice can start immediately. Therefore, melting sea ice south of 70°N is achieved faster. However, after 1 model year the model becomes unstable and crashes. Using stronger nudging causes the model to crash faster, using weaker nudging keeps the model stable, but does not succeed in reaching the target sea ice cover.

As this nudging method should work for a variety of sea ice covers, a new experiment with a much larger target sea ice cover (SIC down to 50°N) is performed, hereafter referred to as M2_{50N}. The resulting temperature anomaly and sea ice concentration for the second modelled year can be seen in figures 4a and 4b. From this it is clear that by targeting a large sea ice cover, the atmosphere heats up so much (more than 10°C over large parts of the Northern Hemisphere), that it counteracts the effort to form sea ice. Slowing down the process by using a weaker \( \Delta HF \) results in the nudging not being large enough to have an effect.
The issue of the large temperature changes in the atmosphere due to the nudging can be explained by a simple back-of-the-envelope calculation of the amount of energy needed to melt ice. Melting 1m$^3$ of ice requires an amount of energy ($Q$) equal to $306.3 \cdot 10^3$ kJ. Distributing this evenly in a unit column over the entire atmosphere results in a temperature increase of: $Q = g^{-1}C_pT dp \rightarrow T = 30K$, where $g = 9.82$ m s$^{-2}$, $dp = 1000$ hPa is the pressure difference from top to bottom of the atmosphere and $C_{p,\text{air}} = 1004$ J K$^{-1}$ kg$^{-1}$ is the heat capacity of the atmosphere. Warming a unit ocean column by the the same temperature and energy would result in a unit column with a depth of: $dz = \frac{Q}{\rho_{\text{ocean}}C_{p,\text{ocean}}\Delta T} = 2.4$ m, where $\rho_{\text{ocean}} = 10^3$ kg m$^{-3}$ and $C_{p,\text{ocean}} = 4220$ J K$^{-1}$ kg$^{-1}$. That is, the amount of energy warming the entire atmospheric column by 30K only warm 2.4m of the ocean column up to 30K. From this it is clear that the amount of energy added to the atmosphere in areas of target sea ice growth is huge and will warm the atmosphere too much, as was seen in figure 4a. Hence, energy is conserved, but the atmosphere becomes too warm to allow for sea ice growth.
Figure 3: M2 monthly mean (a) $\Delta HF$ (in W m$^{-2}$) (b) temperature anomaly (M2-CTRL; in $^\circ$C) and (c) sea ice concentration (in %) for M2 for January, April, July and October. Brown line in (c) indicate the climatological sea ice edge (SIC>=15%) from CTRL. Black line indicate the target sea ice edge at 70$^\circ$N.
Figure 4: M2_{50N} monthly mean (a) temperature anomaly (M2_{50N}-CTRL; in °C) and (b) sea ice concentration (in %) for January, April, July and October for 2nd model year. Brown line in (b) indicate the climatological sea ice edge (SIC>=15%) from CTRL. Black line indicate the target sea ice edge at 50°N.
4 Discussion

This study aims at developing a method for nudging sea ice, while conserving energy. Method 1 succeeds in forming and melting sea ice close to the target, but it is not energy conserving. Method 2 on the other hand is energy conserving, but only succeeds in coming close to the target for small sea ice changes, relative to the models own sea ice state. For larger changes, M2 does not succeed in reaching the sea ice target because the atmospheric temperature increases too much and too rapidly. The idea behind simply moving heat from the ice/ocean to the atmosphere is that the heat will be advected away from the nudging area, allowing for sea ice to form. However, the amount of energy put into the atmosphere to form sea ice is too large to be advected away fast enough. A potential solution for this is to use a weaker nudging, thus sending less heat to the atmosphere. This is a very delicate balance between cooling the ocean enough to form sea ice and not warming the atmosphere too much, thus warming the ocean again. A balance we did not succeed in finding. The nudging was either too weak to form any sea ice, the atmosphere heated up too much or the model became unstable.

Another solution is to 'go with the flow’, i.e. only nudge toward more sea ice in the growing season and toward less sea ice in the melting season. Although this results in smaller $\Delta HF$, the issues are the same as before: finding the balance between cooling the ocean enough and not warming the atmosphere too much. Easing the nudging can also be achieved by setting the relaxation time scale $\tau \neq 1$ in equation 4. This was tested, revealing the same issues with finding the correct balance.

A third possibility is to collect all the extra energy $\Delta HF$ in a buffer, slowly releasing it over time to the atmosphere. This might work, but it will only be energy conserving over a longer time period, not for every time step. This erodes the idea of energy conservation.

Fourthly, the heat $\Delta HF$ could be redistributed in the ocean instead of the atmosphere. As the heat capacity of the ocean is larger than that of the atmosphere, equal amounts of heat added to the ocean and the atmosphere would not result in equal heating. The extra heat would modify the stratification, but so does it in the atmosphere. In the Arctic Ocean the stratification is dominantly dependent on salinity, not temperature, so it could potentially work here. This method have not been tested in the present study.

An alternative method could be to modify the mixing coefficient in the ocean, allowing for more mixing, thus bringing up heat from below when the target was to melt sea ice. For a target of forming sea ice, mixing could be inhibited, thus preventing warm water from mixing into the surface mixed layer. This method was not tested either.

Finally, a solution could be to not send $\Delta HF$ to the atmosphere directly above the nudging area, but somewhere else for example distribute it evenly in the global atmosphere or send it to the bottom of the ocean. Especially the last point would not affect the climate system for some time, due to the large heat capacity of the ocean. Again, if the climate system practically does not see $\Delta HF$ or it is send somewhere non-physical, it erodes the idea of energy conservation.

To keep the nudging experiments as close to reality as possible, it might be better then to simply make $\Delta HF$ disappear. This way, it does not modify the climate system somewhere unintentionally. This not energy conserving method of nudging a heat flux to indirectly modify sea ice or temperature has
been proposed by Deser et al. (2015) and Oudar et al. (2017) and is discussed in section 2. In our case, the $\Delta HF$ is then not added to the SSHF but to $Q_{ns}$, as NEMO does not receive a separate SSHF, but a combined $Q_{ns}$ (see section 3.1). This results in Method 1 becoming similar to the flux correction proposed in Oudar et al. (2017). The only difference is determining the magnitude of the flux.

Due to the technical setup of EC-Earth, where the atmosphere/ocean sensible heat flux is computed as prognostic variables in the atmospheric component and then sent to the ocean, any changes in the surface sensible heat fluxes have to be redistributed manually in the atmosphere. This might not be an issue in other models. The Norwegian Earth System Model (NorESM), the Community Climate System Model (CCSM) and the Community Earth System Model (CESM) all uses the coupler CPL7. In these models, the atmosphere/ocean fluxes are computed in the coupler and then sent to the atmosphere and the ocean (Craig et al. (2012), Bentsen et al. (2013)). Therefore, Method 1 could potentially work for these models.
5 Conclusion

In this study two methods for nudging sea ice in the coupled climate model EC-Earth are presented. Both methods aim at nudging sea ice indirectly by nudging the heat flux between the atmosphere and the ocean, hence forcing the model to form or melt sea ice by itself. This should redistribute the energy in the atmosphere, while conserving water and energy. In Method 1, the sensible heat flux is modified, resulting in the target sea ice cover. However, as the atmospheric component of EC-Earth (IFS) does not actually use the extra sensible heat flux ($\Delta H_F$) it computes and send to the ocean, this method turned out not to be energy conserving. In Method 2, SSHF is again modified and send to the ocean, but here $\Delta H_F$ is manually distributed in the atmosphere above. Although this is now energy conserving, Method 2 only works well for weak, small sea ice nudging experiments. For experiments with larger discrepancies between the modelled sea ice concentration and a target sea ice cover, the atmosphere warms up too much (>10°C over most of the Northern Hemisphere for a target sea ice down to 50°N). Hence, this method is not suitable. Therefore, the water, but not energy conserving, Method 1 where surface heat flux is used to nudge sea ice, is a useful alternative. This is similar to the flux correction technique proposed in Oudar et al. (2017).

Our results show that the energy conserving approach of modifying the sensible heat flux and redistributing the energy in the atmosphere, is probably not the way to go. At least not for sea ice targets far away from the models own sea ice state, as this results in large, unrealistic temperature changes, and/or an unstable model. However, the methods presented here have only been tested for idealized sea ice targets. Therefore, it could be interesting to test them on more realistic sea ice targets, for example by only nudging in small areas. Alternatively, it could be tested on sea ice targets smaller than the models own sea ice state, as melting sea ice proved to be easier than forming sea ice.
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Abstract The potential link between decreasing Barents-Kara sea ice and cold winters in Europe is investigated using the enhanced resolution (horizontal atmospheric resolution of \( \sim 80 \) km) global, coupled climate model EC-Earth. Nudging sea ice only in the Barents and Kara Seas, five configurations of sea ice covers are used to assess the importance of the amount of sea ice in this region. Nudging in the coupled model is achieved by modifying the non-solar surface heat flux into the ice/ocean interface. The mean winter temperature response suggests a weak but statistically significant non-linear response with cooling over eastern Europe for moderate sea ice reductions in the Barents-Kara Seas, a weaker but still cold anomaly for minor reductions and warming for major reductions. However, this non-linear response is not reflected in the circulation. Instead, a negative mean sea level pressure anomaly over Barents-Kara Seas intensifies with sea ice reduction. In contrast to this, the response in the coldest winters over central Europe: the larger the sea ice reduction, the stronger the Scandinavian pattern and the associated easterlies has to be to obtain cold winters over central Europe. The use of a coupled climate model is a potential explanation for the link between the intensified Scandinavian pattern and the cooling over Europe observed in this study, that is not observed in some atmosphere-only model studies.

Keywords Sea ice · Barents-Kara Seas · Arctic sea ice loss · Coupled global climate model · Cold European winters

1 Introduction

Arctic sea ice has declined over the last decades (Stroeve and Notz (2018)). This decline has been observed over the whole Arctic, however it is fastest in the Barents-Kara Seas (BAKA) (Onarheim et al. (2015), Onarheim et al. (2018)). At the same time a
number of unusual cold winter events have been observed over Eurasia (Cohen et al. (2012), Liu et al. (2012)). These apparent
counter-intuitive developments have induced a number of hypotheses related to a possible causality between declining Arctic
sea ice and cold extreme winters over Eurasia. In particular, how a rapid decline of BAKA sea ice could have an impact on the
latter. Several studies based on observations and model results have suggested that there is a link between low sea ice in BAKA
and cold winter conditions over Eurasia. According to Mori et al. (2014), the probability of severe winters in central Eurasia has
more than doubled due to sea ice reductions in BAKA. Yang and Christensen (2012) analyzed the CMIP5 multi-model ensemble
and found that despite an overall warming of Europe in the near future, cold winters (compared to the period 1971-2000) are
still likely to occur.

Some observational studies find a link between BAKA sea ice loss and cold Eurasian winters. Some observational studies even
suggest Arctic sea ice loss as a driver of cold Eurasian winter. Koenigk et al. (2016) used reanalysis (ERA-Interim) and satellite
sea ice data (OSI-SAF) to pinpoint autumn Barents Sea ice variations as the best predictor for the following winters NAO
(low sea ice linked to negative NAO). The observed warming over BAKA has also been linked to cooling over East Asia (Kug
et al. (2015)). Outten and Esau (2012) showed a co-variability between the observed negative temperature trends over Eurasia
and the Arctic sea ice loss. However, co-variability does not show causality. Determining a potential driver of the Eurasian winter
time cooling was undertaken by Kretschmer et al. (2016). By using causal effects networks to analyze observational data, they
showed that the BAKA sea ice reduction induces a weaker winter AO leading to wintertime cooling, thus being an important
driver of the mid-latitude winter circulation. Further, Kretschmer et al. (2018) showed that cold winters in Eurasia and in North
America are governed by different stratospheric patterns. Using cluster analysis, they showed that cold winters in northern Eurasia
are linked to a weak polar vortex, upward propagating waves into the stratosphere leading to a negative NAO and resulting
in cold spells over Eurasia.

Not only observational studies show this potential link and pathway. Using climate models, several model studies have investiga-
ted the effect of sea ice reduction on Eurasian winter temperatures. Petoukhov and Semenov (2010) used an atmosphere-only
model (AGCM) at a coarse resolution (2.8° × 2.8°) to investigate the effect of step wise sea ice reduction in BAKA. They found a
non-linear response to sea ice reduction, showing that a moderate sea ice reduction (40-80%) induced an enhanced anticyclonic
anomaly over the Arctic Ocean and thus a strong easterly flow leading to cooling over Europe. In an AGCM study by Nakamura
et al. (2015), sea ice reduction in BAKA induced a stationary Rossby wave leading to a negative AO/NAO like pattern, inducing
prolonged Arctic cold air advection toward continental mid-latitudes.

Several mechanisms linking Arctic sea ice reduction, and in particular BAKA sea ice reduction, to cold Eurasian winter anom-
aliest have been proposed. A typical proposed chain of events is: negative sea ice anomalies over BAKA in late autumn cause a
larger surface heat flux from the ocean to the atmosphere, hence warming over BAKA; this induces upward propagating waves,
leading to a weaker polar vortex, as well as weaker westerlies; downward propagation of the signal from the stratosphere back
to the troposphere; the weaker polar vortex induces a negative AO/NAO like pattern linked to cold anomalies over Europe (Rug-
gieri et al. (2016), Garcia-Serrano et al. (2015), Kretschmer et al. (2018)).

This potential link is still being widely discussed, as other studies have not been able to identify such a link. McCusker et al.
(2016) compared the trend in BAKA sea ice decline to the trend of Eurasian winter temperatures for two time periods: 1979-1989
and 2002-2012. They found that although the Eurasian cooling over this period was exceptional, the BAKA sea ice loss was
not, hence suggesting that BAKA sea ice is not the main driver of Eurasian cooling. Instead, the observed cooling over Eurasia
was most likely driven by internal atmospheric variability. The same conclusion was reached by Sorokin et al. (2016), based on
ERA-Interim with no apparent correlation between Barents sea ice, turbulent heat fluxes over Barents Sea and the ‘warm-Arctic
cold Continents’ pattern. Using an AGCM, Screen (2017a) reached a similar conclusion analyzing the link between NAO and
Arctic sea ice loss and found that even though Arctic sea ice loss does intensify negative NAO events, this does not have a strong
effect on the winter temperatures over Europe: the winter temperatures remain constant or even warm slightly. This ‘missing’
cooling is the result of the dynamical cooling due to the negative NAO being offset or exceeded by the thermodynamic warming
due to the sea ice loss itself. Ogawa et al. (2018) also used AGCM’s to investigate the impact of recent Arctic sea ice decline
on winter climate, reaching the same conclusion as Screen (2017a) that the observed cooling over Siberia in winter is caused by
internal atmospheric dynamics.

The above clearly shows that there is no consensus among neither observational nor climate model studies as to whether there
is a link between BAKA sea ice reductions and Eurasian wintertime cooling. The discrepancy between observations and model
studies might be caused by an underestimation of the cooling in climate models (Mori et al. (2019)). The discrepancy among
modelling studies might be related to the use of AGCM’s and coupled GCM’s. As sea ice is often prescribed to AGCM’s as new boundary conditions, atmosphere-ocean feedbacks are not included in the model. Further, the model sensitivity to sea ice perturbations may be offset due to circulation biases in the basic state. Deser et al. (2015) showed that including the oceanic feedbacks by coupling the atmosphere to the ocean results in global responses, as opposed to locally, poleward confined responses in AGCM’s. Further, Screen (2018) states that coupled atmosphere-ocean models seem to agree more across models than atmosphere-only models. This implies that coupled climate models are needed to obtain a more complete picture. As opposed to many of the studies presented above using AGCM’s, we aim at using a coupled climate model, as this will capture the atmosphere-ocean feedbacks, thus capturing remote responses as well.

The aim of this study is to answer the following questions:

1. Using a coupled climate model and only modifying sea ice in the Barents-Kara Seas, are we able to find resulting colder winters in Europe?
2. Is the response, if identified, linearly related to the extent of the sea ice cover in Barents-Kara Seas? Or is it non-linear as Petoukhov and Semenov (2010) suggest?

2 Method

2.1 Methods for constraining sea ice

Screen (2018) discussed some of the methods used to modify sea ice in a coupled climate model. Sea ice can be modified by changing the sea ice concentration (SIC) in the model, overwriting the models own SIC using brute force. However, this is neither energy- nor (fresh-)water conserving. This can be improved by changing SIC over time, using assimilation and Newtonian relaxation (e.g. Tietzche et al. (2013)). A different approach of energy and water conserving was used by Petrie et al. (2015) and Semmler et al. (2016). Both studies reduced sea ice thickness just before, or early in, the melt season, which induced a smaller summer sea ice extent. However, this approach only works for short time periods, as the system will quickly return to normal again.

To avoid these constraints, some studies have used a ‘ghost’ flux to perturb sea ice in coupled climate models. Deser et al. (2015) adds to the ice module a seasonally, but not spatially, varying long-wave (LW) radiative flux (LRF), which is computed according to a target sea ice cover. They simulated scenarios with different LRF and from the resulting sea ice covers, estimated which magnitude of LRF results in the target sea ice cover. Oudar et al. (2017) compute the ‘ghost’ flux as the difference in non-solar (LW+turbulent) heat flux between a control simulation and target simulation. That is, they use the non-solar flux generated due to a specific sea ice cover. A slightly different approach is taken by McCusker et al. (2017). Their ‘ghost’ flux is computed as the amount of heat needed to melt (or create) a certain mass of sea ice. This heat is then added to/removed from the ice model.

To form sea ice, heat is also removed from the ocean, in order to cool it down.

Our approach is similar to McCusker et al. (2017): the difference in sea ice concentration in a specific grid cell at each time step is used to compute a ‘ghost’ flux. However, our method differs in two ways: 1) instead of computing the heat needed to melt/form a certain mass of sea ice, we use the difference between the instantaneous SIC and a target SIC ($\Delta SIC = SIC_{\text{model}} - SIC_{\text{target}}$) as a weight on the magnitude of the instantaneous non-solar heat flux received by the ocean ($HF$):

$$ \Delta HF = HF \cdot \Delta SIC \cdot A $$

where $A$ is an empirical constant. We have used a value of 5, as the resulting $\Delta HF$ were too small to make a difference when using a smaller value. Using 5 ensures a large enough adjustment every time step, without causing the model to become unstable.

If $\Delta SIC$ exceeds a threshold value (here set to 5%), the correction term is added to the instantaneous non-solar flux, $HF$. 2)

The heat added to melt sea ice is superimposed at the atmosphere/ocean boundary.

2.2 Experimental setup

In this study we use the fully coupled climate model EC-Earth V3.2. The atmosphere component of EC-Earth used here is the ECMWF’s Integrated Forecast System (IFS) cycle 36r4 with a spectral resolution of T255 (equivalent to 80km) and 91 vertical
levels. The ocean component is the Nucleus for European Modelling of the Ocean (NEMO) version 3.6 on the ORCA1 tripolar grid (1° x 1°) and with 75 vertical levels. NEMO is embedded with the sea ice component the Louvain-la-Neuve sea Ice Model (LIM3). IFS and NEMO are coupled through the OASIS-3 coupler. The older version EC-Earth V2.2 is presented and validated in Hazeleger et al. (2010) and Hazeleger et al. (2012). The older version, V2.2 differs from V3.2 by using IFS cycle 31r1 with horizontal resolution T159, NEMO version 2 and LIM2. These have all been updated since V2.2. One of the main differences is in the sea ice component LIM, as LIM3 has five sea ice thickness categories whereas LIM2 only has one. Validating EC-Earth V3.2 against ERA-Interim, similar to Hazeleger et al. (2012), show a general warm shift and reduction of the biases in most regions in V3.2, except over Sahara where the cold bias in V2.2 seems intensified in winter (DJF) (see the Supplementary figure S1). The systematic errors in the Arctic has shifted from a large cold bias in V2.2 to a slightly warm bias. The bias in summer (JJA) is also smaller in general than in V2.2, with a shift toward a warmer bias. Bias in the tropics have been reduced compared to V2.2. The cold bias over Greenland has decreased, as has the bias over Europe. A band across central Eurasia has a warmer bias in V3.2. The mean sea level pressure bias in V3.2 show similar patterns to that in V2.2 (Supplementary figure S2). In general, the bias shifted towards a more positive bias, i.e. higher pressure. To focus on a few areas, we note the bias is smaller over the North Atlantic in both summer and winter relative to V2.2. Over Sahara has the high pressure bias increased. The Aleutian Low bias has shifted from being positive to negative. Hence, V3.2 have similar bias patterns to those of V2.2, with smaller, but slightly more positive values.

Six simulations were carried out, each 100 years long: one freely running model and five experiments, where sea ice concentrations were nudged. The freely running, unforced model simulation under present day conditions (GHG, aerosols etc) was run after an spin-up period of 350 years, hereafter referred to as CFree. This model simulation is used to generate the model sea ice concentration climatology (CFreeSIC) and the sea ice area climatology (CFreeSIA). There is still a drift (global mean surface temperature (2m) temperature trend of ~0.2°C over 100 years) in CFree even after the spin-up. All model results are therefore linearly detrended before being analyzed. The five perturbed experiments are equal to CFree except the sea ice in BAKA (30-80°E, 65-80°N, see figure 1), where the SIC are nudged toward CFreeSIC to a varying degree. Outside this region there is no nudging and the sea ice can evolve freely. When nudging applied, the SIC in BAKA is only reduced in the winter half year from November through April, as November sea ice have been shown to be correlated to the sign of the NAO (Koenigk et al. 2016)). The rest of the year, SIC is nudged toward CFreeSIC. Following the setup from Petoukhov and Semenov (2010), SIC is step wise reduced from 100% to 20% in steps of 20% in each simulation. This creates five perturbed sea ice covers for BAKA, all originating from the same initial conditions from CFree: C100 nudged toward 100% of CFreeSIC, C80 toward 80% (i.e. C80=0.8.CFreeSIC) and so forth. Comparing the long-term mean surface temperature for C100 and CFree, it is clear that only the local, perturbed region is affected by removing the internal SIC variability (not shown). Inside BAKA, C100 is up to 2°C warmer than CFree for the winter (DJFM) mean, but outside this region the differences are ~ ±0.5 °C. Comparing C100 SIC to the observed March SIC for the period 1979-2009 (OSISAF (2017)) it can be seen that C100 replicates the observed sea ice cover quite well, although with a smaller sea ice extent in the Barents Sea, the Bering Sea and the Sea of Okhotsk, see figure 1. The monthly mean achieved sea ice area (SIA) for BAKA for each of the five perturbation experiments relative to the target SIA for C100 (CFreeSIA) are presented in table 1. Generally, the achieved winter SIA is larger than the target, and the summer SIA is lower, resulting in an annual mean close to the target SIA. The large difference between target and achieved SIA in summer is related to the fact that BAKA is almost ice-free in summer. Therefore, differences between the two concentrations will be relatively larger in summer. The achieved SIA is not equal to the target, as the nudging method compares every grid point to the target and is only activated if the difference is larger than ±5%. Although the target SIA is not reached exactly, table 1 shows a clear reduction going from C100 to C20.

Reducing sea ice in BAKA warms the local ocean underneath, and increases the surface salinity in summer and autumn for all four perturbed runs relative to C100. In winter and spring, the BAKA ocean surface layers are fresher than C100 (not shown).

This is related to the reduced melting/forming of sea ice, leading to less fresh melt water release in summer and autumn, and less brine rejection in winter and spring, i.e. less salt being pushed out of the ice and into the ocean. Outside BAKA, there are no substantially changes to the ocean temperature and salinity profiles. Hence, this method does not induce noteworthy remote ocean impacts.

The atmospheric response of the reduced sea ice cover is assessed as the difference between the four experiments with reduced sea ice (C80, C60, C40, C20) and the control run C100. That is, the climatology of C100 have been subtracted from all experiments, so as to remove the seasonal cycle. Hence, results for C100 are presented as anomalies with the 100-year mean and ∆C20 to ∆C80 as changes of anomalies. As focus is on winter responses, we analyze the three bimonthly periods: early winter (December and January, DJ), mid winter (January and February (JF) and late winter (February and March, FM). By using bi-
Fig. 1: 100-year mean sea ice concentration (SIC; in %) in March for C100. The observed March sea ice edge (SIC>15%) for the period 1979-2009 is shown in white (OSI-450, OSISAF (2017)). Black box indicates BAKA region [30-80°E, 65-80°N], black dashed box indicate Central Europe (CEU) region [-10°E-40°E, 45°N-58°N] (Screen et al. (2015a)) and green box indicate EU region [10°E-30°E, 45°N-55°N] (Petoukhov and Semenov (2010)).

Table 1: Achieved BAKA SIA for each perturbed experiment relative to BAKA CFree\textsubscript{Clim}\textsubscript{SIA} in % (C80 = (SIA\textsubscript{C80}/CFree\textsubscript{Clim}\textsubscript{SIA}) \cdot 100) for each month and the annual mean. 100% is equal to the climatological BAKA SIA in CFree (CFree\textsubscript{Clim}\textsubscript{SIA}), i.e. the target for C100. The target percentage in the winter season for each of the five experiments is shown in column 2.

<table>
<thead>
<tr>
<th>Exp</th>
<th>Target %</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
<th>Annual mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>C100</td>
<td>100</td>
<td>110.0</td>
<td>105.8</td>
<td>103.0</td>
<td>94.4</td>
<td>73.5</td>
<td>30.0</td>
<td>16.1</td>
<td>26.9</td>
<td>53.2</td>
<td>143.8</td>
<td>137.1</td>
<td>113.1</td>
<td>83.9</td>
</tr>
<tr>
<td>C80</td>
<td>80</td>
<td>96.9</td>
<td>95.0</td>
<td>90.6</td>
<td>81.6</td>
<td>55.9</td>
<td>23.9</td>
<td>15.8</td>
<td>20.1</td>
<td>45.7</td>
<td>105.0</td>
<td>113.6</td>
<td>98.2</td>
<td>70.2</td>
</tr>
<tr>
<td>C60</td>
<td>60</td>
<td>78.8</td>
<td>76.8</td>
<td>69.8</td>
<td>68.2</td>
<td>49.2</td>
<td>20.9</td>
<td>11.9</td>
<td>24.5</td>
<td>39.9</td>
<td>82.3</td>
<td>90.0</td>
<td>80.4</td>
<td>57.7</td>
</tr>
<tr>
<td>C40</td>
<td>40</td>
<td>55.8</td>
<td>54.6</td>
<td>48.2</td>
<td>54.1</td>
<td>43.9</td>
<td>17.6</td>
<td>9.41</td>
<td>6.75</td>
<td>15.2</td>
<td>54.7</td>
<td>61.9</td>
<td>56.5</td>
<td>39.9</td>
</tr>
<tr>
<td>C20</td>
<td>20</td>
<td>33.1</td>
<td>32.8</td>
<td>27.8</td>
<td>14.0</td>
<td>5.65</td>
<td>3.68</td>
<td>2.24</td>
<td>1.63</td>
<td>1.73</td>
<td>6.06</td>
<td>19.7</td>
<td>32.4</td>
<td>15.1</td>
</tr>
</tbody>
</table>

monthly periods instead of a mean over all winter months (DJFM), a potential cold signal of shorter duration will not that easily be averaged out by a compensating warmer period. This is essential, since very cold events are not necessarily cold throughout the entire winter. The coldest winters are represented by the 5th percentiles temperatures ($T_{p5}$), which is computed for each grid point as well as for the area mean of Central Europe (CEU, [-10°E-40°E, 45°N-58°N]). They are based on the monthly values of the detrended temperature anomalies for each subseason, i.e. the season JF consists of 200 months (2 months for each of the 100 years).

Statistical significance of the mean and percentiles are assessed by bootstrapping using Monte Carlo simulations with resampling (von Storch and Zwiers, 2003, chapter 5.5). Statistical significance is given at the 95% confidence level. The significance of the percentiles are computed by bootstrapping the percentiles of the C100 experiment, then testing the percentiles of the sea ice reduced experiments toward this.
3 Results

Results are discussed below for all three bimonthly periods (early, mid and late winter), but only results from mid winter are shown. In general, anomalies relative to C100 are shown.

3.1 Mean atmospheric responses

We first focus on examining the change of the mean states as sea ice is reduced. Reducing sea ice in a certain area allows for more heat to escape from the ocean into the atmosphere. Therefore, the surface air temperature above and in the surrounding area is expected to increase. This is confirmed by the surface temperature distribution (figures 2). Comparing to the temperature mean of C100, it is seen that over the BAKA nudging region there is an increase in temperature of 3°C or more. The more the sea ice is reduced, i.e. going from ∆C80 to ∆C20, the larger this area becomes. For all four reductions and for each bimonthly period, the general picture is of a warming Northern Hemisphere (NH), largest increase in temperature over BAKA and adjacent areas of Eurasia and North America. Standing out is the simulation C60 with 60% of climatological sea ice, which shows significantly lower temperatures over an area of eastern Europe between Scandinavia and the Black Sea of about 1°C as well as the North Atlantic (around <0.5°C), as seen in figure 2(c). A smaller, but still significantly cold area over eastern Europe is present in late winter as well (not shown). For smaller sea ice reductions than this (C80), there is a lack of warming, but not statistically significantly different from the control run anywhere over Europe (figure 2(b)). Larger sea ice reductions (C40 and C20), does not exhibit colder areas over Europe, but rather statistically significant warming (fig. 2(d)-(e)). It is interesting to note that the warmest winters appear to occur in C40, not in C20. The non-linearity of the surface temperature with BAKA sea ice reductions for all three bimonthly winter periods is visualized in figure 3, which shows the area mean temperature anomalies (i.e. fig. 2) for two areas over Europe (areas shown in figure 1): CEU (black circles) and EU (red triangles) which is the same area used in Petoukhov and Semenov (2010). The colder temperatures in C60 relative to C80, C40 and C20 are present in all three bimonthly periods and for both areas over Europe. For these area averaged values, only C20 and C40 are significantly different (warmer) from C100. However, the difference between the minimum and the maximum temperature (i.e. C60 and C40) is statistically significant for both EU and CEU in all three subseasons. Averaging over a larger area suppress the relatively small statistically significant colder area over eastern Europe seen in figure 2 for C60.

The mean absolute mean sea level pressure (MSLP) for the control simulation (C100) is shown in figure 4(a). Similar to the observed winter MSLP pattern, two low pressure systems are identified over Iceland and the Bering Sea, while a high pressure system is located over Siberia and central Asia. The mean response to sea ice reductions for all four perturbed experiments are quite similar: a low pressure anomaly appear over the BAKA region and downstream thereof (figures 4(b)-(e)), with increase in strength as sea ice reduces. This tendency seems to saturate around a 40% sea ice reduction (C40), consistent with the maximum warming response in C40 (fig. 2(d)). The low pressure anomaly is consistent with removing sea ice, which warms the surface and the air above, hence leading to expansion and rise of the air (a ‘heat low’). It results in an overall southward displacement of the high pressure system over Siberia in conjunction with the development of the local pressure anomaly over and downstream of the forcing region. The linearity of the MSLP anomaly across reduction scenarios can be seen more clearly in figure 5. It shows the area mean root-mean-square-error (RMSE) of the MSLP for each perturbed experiment relative to C100 for the area north of 50°N, encompassing the MSLP anomaly seen in figures 4(b)-(e). In general, we see an increasing RMSE following the reduction in sea ice, going from 0.7 for C80 to 2.1 for C40 and 2.0 for C20. Hence, the MSLP anomaly in figure 4 becomes increasingly less like the C100 pattern as BAKA sea ice is reduced. Similar to the mean temperature response, the MSLP seems to saturate around C40.

The changes in the pressure systems are reflected in the wind patterns (not shown): the control run C100 shows the dominating westerlies over Europe, and all four perturbed experiments show a cyclonic wind anomaly over BAKA, associated to the low pressure anomaly discussed above. Also, as the low pressure anomaly increases (from ∆C80 through ∆C20), the wind anomaly over Europe increases. The results above indicate a potential link between cold winters and moderate sea ice reductions in BAKA.
Fig. 2: (a) Mid winter (JF) mean absolute surface (2m) temperature (in °C) for C100. The difference in mean JF surface temperature for (b) ΔC80, (c) ΔC60, (d) ΔC40 and (e) ΔC20. Black box indicates BAKA area. Dots indicate significance at 5% level, black dashed box indicate CEU region and green box indicate EU region.
Fig. 3: The area mean of the 100-year mean surface air temperature anomaly (in °C) for two areas over Europe for each of the five perturbed simulations. The two areas CEU (black circles) and EU (green squares) are shown in figure 1. Filled markers indicate temperatures significantly different from C100 at a 5% level. The temperature difference between C60 and C40 (i.e. minimum and maximum) is significantly different at a 5% level for both EU and CEU for all three subseasons.

3.2 Abnormally cold winters

After examining the mean atmospheric responses through all 100 years we will take a closer look at the coldest winters. There are several ways to investigate the response in the occurrence of the coldest winters. Here we first analyze the temperature distribution in each grid point, to identify geographical regions of interest. Afterwards, we focus at larger regions covering Europe.

3.2.1 Grid point wise percentiles

The coldest winters are shown as the 5th percentile temperature ($T_{p5}$) in each grid point in figure 6. Figure 6(a) shows $T_{p5}$ for C100 ($T_{p5}^{C100}$). The difference between the control simulation and the four perturbed experiments are shown in figure 6(b)-(e) for mid winter. Clearly, large parts of the Northern Hemisphere experience warmer cold winters (orange colors), especially over the perturbed region (BAKA). The magnitude and spatial extent of these warmed areas increase as more sea ice is removed in BAKA (i.e. going from $\Delta C80$ to $\Delta C20$). This is similar to the 100-year mean atmospheric response seen in figure 2. However, there are also areas where $T_{p5}^{C20}$ is colder than $T_{p5}^{C100}$. In $\Delta C60$ (fig. 6(c)), Europe experiences a lack of warming, with small areas of statistically significant cooling over Eurasia, including parts of the area over eastern Europe that was significantly cold in the mean response (fig. 2(c)). The temperature anomalies over eastern Europe reach 1-2°C lower than that of the climatological run (C100). The 5% warmest winters demonstrate a similar pattern (not shown), with a lack of warming over Europe in C60. Combining this with the mean temperature response shown in section 3.1 indicates that the temperature distribution for C60 is shifted toward lower temperatures compared to C100. This shows that C60 is statistically significant colder than C100 in some small areas and colder, but not statistically significant colder, in larger areas. This suggests that a moderate reduction of sea ice may link to statistically significant lower temperatures, but only for some small areas of Europe. For C80, there is not significant change over Europe, whereas C40 and C20 show a statistically significant warming over Europe. Quantifying the area averaged coldest temperatures over CEU and EU, the same non-linearity as for the mean response is implied in figure 7, but neither of the four reduction experiments are statistically significantly different from C100. However, the temperature difference between the minimum and the maximum (i.e. C80 and C40) is statistically significant for EU, but not for CEU, for JF and FM, indicating the non-linear behavior.

The analysis in figure 6 is performed at each grid cell separately, meaning that the coldest temperature in neighboring grid points are not necessarily from the same winter months, thus not necessarily caused by the same weather systems. Lining up all the winter months chronologically and extracting the coldest month in each grid point reveals larger coherent areas, as depicted in figure 8. Further, looking at the second, third, fourth (and so on) coldest winter months results in a much messier picture with no large coherent areas showing up (not shown). Therefore, the above figures suggest that there might be a link between reduced BAKA sea ice and Eurasian winter temperatures, but it does not show why they occur.
Fig. 4: (a) Mid winter (JF) mean absolute mean sea level pressure (in hPa) for C100. The difference compared to C100 for (b) ∆C80, (c) ∆C60, (d) ∆C40 and (e) ∆C20. Dots indicate significance at 5% level.
3.2.2 Cold winter months composite of larger regions

Focusing on larger regions, the area mean winter temperature for CEU is used to determine the 5% coldest winter months, in each bimonthly period. These months are then used to construct composites of surface temperature and MSLP. The composite surface temperatures for cold CEU are shown in figure 9. The resulting composites of surface temperature anomalies for C100 demonstrates a cold anomaly of more than -5°C in a large area of Europe and Western Asia, accompanied by a warm anomaly of above 2°C over Greenland (fig. 9(a)). Reducing sea ice in BAKA results in a general warming over most of the Arctic for the cold winter months for all three subseasons (figs. 9(b)-(e)). However, it is worth noting that all four perturbed experiments have a similar, cold response in early and mid winter over the northern part of CEU and Scandinavia, as well as parts of Asia and North America, with respect to C100 (early winter not shown). The southern part of CEU warms relative to C100 for C40 and C20. The area mean temperature response over CEU show no statistically significant change as the BAKA sea ice is reduced (blue circles in figure 7).

The corresponding circulation responses are shown in figure 10. For the 5% coldest winter months in CEU in figure 10(a), the overall MSLP is higher than the time average over the Nordic Seas and Scandinavia in C100, resembling the Scandinavian pattern (Barnston and Livezey (1987)). Reducing the sea ice in BAKA expands this high pressure anomaly northward while strengthening the anticyclonic anomalies, saturating around C40. This implies that as sea ice is reduced, cold winters in CEU are accompanied by an increasingly stronger Scandinavian pattern and hence stronger easterlies bringing cold air from Siberia into Central Europe. The strengthening of the Scandinavian pattern can be visualized by looking at the spatial sum of the MSLP anomalies for the reduced experiments (C20-C80) projected onto the MSLP anomalies for the control simulation (C100).

Equation 2 shows the case for C80

\[ P = \frac{\sum \sum (\Delta MSLP_{C80} \cdot \Delta MSLP_{C100} \cdot \cos \phi \Delta \phi \Delta \lambda)}{\sum \sum (\Delta MSLP_{C100} \cdot \Delta MSLP_{C100} \cdot \cos \phi \Delta \phi \Delta \lambda)} \]  

where, \( \lambda \) and \( \phi \) are the longitudinal and latitudinal coordinates, \( \Delta MSLP_{C80} \) is the temporal mean of the detrended MSLP anomaly (i.e. fig. 10(b)) and \( \Delta MSLP_{C100} \) is the same but for C100. The sum is taken over the region (40°W-60°E, 45°N-90°N), the green box in figure 10(a). The result for each experiment and for each of the 3 bimonthly winter periods can be seen in figure 11. For DJ and JF, \( P \) are generally above 1, indicating that the Scandinavian pattern intensifies when sea ice is removed in BAKA. For C40, the high pressure anomaly over Scandinavia has shifted northward and expanded (fig. 10(d)), leading to a \( P \) value closer to 1 compared to C20, C60 and C80.

This high pressure anomaly over Scandinavia is in contrast to the low pressure anomaly over BAKA observed for the mean response. This imply that even though the mean response is a low pressure anomaly, the 5% coldest winters (10 months out of the 200 months for each bimonthly period) occur when cold air is being advected from the North, associated with the Scandinavian pattern.
Fig. 6: (a) Mid winter (JF) composite of the surface temperature (in °C) for the 5% coldest winters at each grid cell for C100. The difference compared to C100 for (b) $\Delta C_{80}$, (c) $\Delta C_{60}$, (d) $\Delta C_{40}$ and (e) $\Delta C_{20}$. Orange/brown colors indicate warmer 5th percentiles (warmer coldest winter months) and blue colors indicate colder 5th percentiles (colder cold winter months) in the perturbed experiments wrt to C100. Dots indicate significance at 5% level.
Fig. 7: The area and temporal mean surface temperature (in °C) of the 5% coldest winter months in each grid cell (black circles (CEU) and green squares (EU)) and the mean of the 5% coldest winter months in CEU (blue circles). None of the perturbed simulations are significantly different from C100 at a 5% level. The temperature difference between C80 and C40 (i.e. minimum and maximum) is significantly different at a 5% level in JF and FM for EU, but not for CEU.

Fig. 8: The month with the coldest surface air temperature occurring during 100 years at each grid cell for C60. The numbering is constructed by taking the four winter months (DJFM) and lining them up chronologically. Hence, month #1 is January of the first year, #2 is February, #3 is March and #4 is December etc.
Fig. 9: Mid winter (JF) composite of the surface temperature (in °C) for the 5% coldest winters in CEU (black box). (a) Temperature difference in C100 ($T_{C100} - T_{C100,\text{clim}}$) and the response as changes of anomalies in (b) $\Delta C80$, (c) $\Delta C60$, (d) $\Delta C40$ and (e) $\Delta C20$. Orange colors indicate warmer than C100 and blue colors colder.
Fig. 10: Mid winter (JF) composite of mean sea level pressure (in hPa) difference wrt the climatology of C100 for the 5% coldest winters in CEU (black box) for (a) C100, (b) C80, (c) C60, (d) C40 and (e) C20. Green box indicate the region used to compute $P$ in figure 11 [$40^\circ$W-60$^\circ$E, $45^\circ$N-90$^\circ$N]. Black box indicate CEU.
Fig. 11: $P$ of the sea ice reduced MSLP patterns relative to the C100 MSLP pattern in fig. 10(a). $P$ is unitless. The method for computing $P$ is shown in eq. 2. $P=1$ indicate that the Scandinavian pattern in C20 to C80 is equal to the one in C100. $P>1$ indicate a stronger Scandinavian pattern relative to C100, and $P<1$ indicate a weaker Scandinavian pattern.
4 Discussion and conclusion

The link between sea ice reduction in BAKA and cold European winter months have been investigated by step wise reducing sea ice in BAKA in an A-O coupled, global climate model at enhanced resolution. Our setup is based on Petoukhov and Semenov (2010), but differs as they use an AGCM. For the mean temperature responses we find a statistically significant, non-linear response to linear BAKA sea ice reductions, with limited areas of negative temperature anomalies over eastern Europe for moderate reductions and small warm anomalies for minor reductions (80%) and for major reductions (20-40%) (figure 2).

The same non-linear behavior is found when focusing on the coldest winter months in each grid cell, although the regions where this is statistically significant are smaller. Averaging over Central Europe indicate the non-linear behavior, but only C20 and C40 are statistically significantly different from C100, as the areas of significance over CEU are relatively small. This is somewhat similar to what Petoukhov and Semenov (2010) found: a shift from warm anomalies over Europe for small sea ice reductions to cold anomalies for moderate (40-80%) and warm again for large reductions. However, they also saw a clear shift from cyclonic to anticyclonic circulation and back again with the step wise reduction in sea ice. Our results do not show this clear shift. In contrast, the mean negative MSLP anomalies over BAKA intensify with sea ice reduction. The difference between their results and ours could be model related: firstly, they use an AGCM with fixed SST patterns, whereas we use a coupled model. Secondly, our horizontal and vertical model resolution is higher (a horizontal resolution of 0.7° in and 91 vertical levels in T255 compared to 2.8° in T42 and 19 vertical levels). In our setup, both aspects of the model configuration are consistent with a more adequate representation of physical processes. Although AGCM’s have smaller biases relative to observations, due to AGCM’s being forced by observed SST’s, coupled models capture the atmosphere/ocean feedbacks. These feedbacks have been proved to be important for capturing global wide responses to local changes in the climate system (Deser et al. (2015)). We therefore interpret our results to offer a more realistic sensitivity of real-world response to BAKA sea ice modifications. We shall return to this discrepancy later. Despite the partial agreement with the 100-year averages from Petoukhov and Semenov (2010) on the non-linearity of the overall CEU winter temperature dependence to BAKA sea ice change, our stratification into the coldest winters do not show quite the same statistically convincing shift towards pronounced colder winters. The CEU winters in the perturbed simulations are not statistically significantly colder than C100, and the circulation responses is that of an intensification of the Scandinavian pattern, leading to stronger easterlies. The overall shift towards colder winters when sea ice is moderately reduced, implies that the shift in the mean winter temperature is also related to less warm winters occurring (not shown).

Focusing on the 5% coldest winters for CEU relative to C100, our results imply that to obtain equally cold CEU winters, the strength of the Scandinavian pattern associated with cold winters over CEU must intensify with the sea ice reduction in BAKA. Hence, we neither see the non-linear temperature response nor a negative pressure anomaly, as was seen for the mean responses. This suggests that the mean response to BAKA sea ice reductions differs from the response for the coldest winters.

The link between BAKA sea ice loss and cold Eurasian winters have mostly been investigated using observational data sets or AGCM’s, but there are some studies using coupled climate models as well. Currently, there are no consensus among either observational studies, AGCM’s or AOGCM studies. Most studies using coupled AOGCM’s have investigated the link between an Arctic-wide sea ice decline and its effect on climate, not a sea ice decline confined to BAKA, for example by analyzing the CMIP5 ensemble mean or by modifying the sea ice as discussed in section 2.1. To our knowledge, modifying only BAKA sea ice in a coupled climate model have not been done in other studies. As the response to sea ice reduction depends on its spatial location (Pedersen et al. (2016), Screen (2017b)), an Arctic-wide sea ice decline will most likely have a spatially larger response compared to only BAKA sea ice decline. Therefore, comparing our study to those with an Arctic-wide decline, we do not expect equal results.

Screen (2018) compared six coupled GCM’s, all simulating the projected 21st century sea ice decline (Blackport and Kushner (2016), Blackport and Kushner (2017), Deser et al. (2015), McCusker et al. (2017), Oudar et al. (2017)). They find that the circulation response is relatively similar between the six models: an intensification of the Aleutian Low, an increase in sea level pressure over Eurasia, weakening of the Icelandic Low and a reduction of the mid-latitude westerlies. Our results for the coldest winters show the intensification of the MSLP over Eurasia (more Presley over Scandinavia), but not the intensification of the Aleutian Low. This discrepancy is most likely related to the difference in area of sea ice reduction. Neither of these six studies found a significant cooling over Eurasia as a response to Arctic sea ice loss and associated circulation changes. Only Blackport and Kushner (2016), who modified the sea ice albedo to nudge sea ice (which is most effective during summer and not winter), found a weak Eurasian cooling associated with the increased high pressure anomaly off the coast of Eurasia. This response they
found for some, but not all, of their eight simulations, and the response was strongest for their transient, not their equilibrium, simulations. This imply that the cooling over Eurasia was strongest as the climate was adjusting to the new sea ice albedo. The high pressure anomaly and associated weak Eurasian cooling is similar to our findings, although the high pressure anomaly is not located in exactly the same place. Another study that simulated the observed Arctic-wide sea ice loss, but focused on the BAKA/Eurasia link was McCusker et al. (2016). In an ensemble of coupled AOGCM simulations, they replicated the observed BAKA sea ice loss, but not the cooling over central Europe. From this they concluded that the cooling over Eurasia is due to an internally driven trend toward anti-cyclonic circulation over BAKA. They found the same result using AGCM simulations. Their study differs from ours in two ways: first, they used the observed sea ice loss across the Arctic which amounts to about 11% in BAKA SIC from 1979-1989 to 2002-2012, whereas in our study larger sea ice reductions are studied. Secondly, they compared BAKA sea ice loss to Eurasia temperature trends, whereas we focused on the mean response and the 5% coldest winters. Sun et al. (2016) did not find that sea ice loss led to colder continents either. They based this on the ensemble mean of both AGCM and AOGCM model simulations. However, taking the ensemble mean will smooth out the extreme events, which might explain the lack of cooling over the continents. In contrast to these two studies, Sorokina et al. (2016) did not find a link, stating that the observed Eurasian cooling were caused by atmospheric internal variability, not BAKA sea ice reductions.

This conclusion of the ‘missing’ cooling response to a negative NAO was also reached by Screen (2017a). They compared negative NAO events for periods of low Arctic sea ice covers and high Arctic sea ice covers. They suggest, similar to McKenna et al. (2018), that the dynamical cooling related to the negative NAO is overcome by the thermodynamic warming. Finally, observational studies have also divergent results. As discussed in section 1, Outten and Esau (2012), Garcia-Serrano et al. (2015) and Koenigk et al. (2016) all found a link between BAKA sea ice loss and wintertime circulation. Kretschmer et al. (2016) even found that BAKA sea ice reductions was a main driver of the observed wintertime negative AO and associated cooling over Eurasia. Sorokina et al. (2016) did not find a link, stating that the observed Eurasian cooling were caused by atmospheric internal variability, not BAKA sea ice reductions.

The discrepancies between observational studies, AGCM’s and AOGCM’s might be related to the fact that they are observational studies, AGCM studies and AOGCM studies. Mori et al. (2019) suggests that extremes in model simulations may not be able to reach an extreme level comparable to observations. Comparing AGCM’s to reanalysis, Mori et al. (2019) showed that the models systematically underestimated the Eurasian cooling due to a weaker ‘warm Arctic-cold Eurasia’ (WACE) pattern, relative to observations. They attributed the weaker WACE pattern to a too weak response to BAKA sea ice loss. Corrected for this bias by enhancing the WACE pattern, they conclude that ~44% of the central Eurasian cooling observed from 1995-2014 was caused by BAKA sea ice loss. This might explain why some model studies lack a cooling over Eurasia e.g. McCusker et al. (2016).

The discrepancies between atmosphere-only and coupled atmosphere-ocean model studies might be explained by the tug-of-war between thermodynamic warming and dynamical cooling suggested by Screen et al. (2015b), Deser et al. (2016) and Screen (2017a). Smith et al. (2017) found that the response to sea ice reduction in AGCM’s was dominantly a thermodynamic response to local warming, whereas the dominant response in coupled models was the dynamical response related to the AO/NAO. They suggest that the dynamic response does occur in AGCM’s, but somewhat delayed compared to within the coupled models. Thus, a potential explanation for the not missing cooling in our mean results, could be that the dynamical cooling from the circulation pattern is stronger in the coupled models than in AGCM’s. Thus, AOGCM’s can overcome a larger thermodynamic warming.
caused by sea ice reductions, i.e. it can overcome larger sea ice reductions.

The balance between the thermodynamic warming and the dynamical cooling have been proposed to also be related to the location and magnitude of the sea ice loss. Several studies have shown that the atmospheric response to sea ice loss depends greatly on the location of the sea ice loss. Koenigk et al. (2016) used reanalysis data and satellite sea ice data to show that the temperature over Central and Western Europe was influenced by the sea ice variability in the Greenland Sea, but the sign of the NAO was linked to the Barents Sea sea ice (negative NAO following sea ice loss). Pedersen et al. (2016) used an AGCM to show that the location of the NAO is very sensitive to the geographical location of the sea ice loss. The study by Screen (2017b) investigated this geographical dependence further, by dividing the Arctic into 9 regions. It was shown that some regions induce large-scale dynamical changes while other regions only induce a thermodynamic response from the local sea ice loss. One of the regions in which sea ice loss induced large-scale circulation changes in winter was BAKA. Sea ice loss in this region led to reduced NAO.

Additionally, it was shown that the sum of the response from each region is not the same as pan-Arctic sea ice loss: the former leads to cooling over the mid- and high latitudes, while the latter leads to warming. They propose, the regional sea ice loss works on shorter time-scales and induces dynamical cooling, whereas the pan-Arctic sea ice loss is indicative of the longer time-scale sea ice loss resulting in thermodynamic warming winning over the dynamical cooling. As BAKA has highly variable thin sea ice, it is the region currently experiencing the largest sea ice loss and likely to become ice free in the near future (around year 2050), it goes in the category of short time-scales (Onarheim et al. (2018), Stroeve and Notz (2018)). Hence, the response should be dominated by dynamical cooling.

The Arctic sea ice loss up until now has been most pronounced in BAKA, but is projected to cover more regions in the future. This indicates that the importance of the short time-scale regional sea ice loss (leading to dynamical cooling) will diminish as the longer time-scale pan-Arctic sea ice loss (leading to thermodynamic warming) takes over. Hence, the response to the sea ice loss observed until now will most likely be a transient response and not the same response as will be seen for Arctic sea ice loss in the future, i.e. it is a non-linear response, as suggested by several studies including Screen (2017b) and Peings and Magnusdottir (2014). In our study, the region of the sea ice reductions might be too small for the thermodynamic warming to compensate for the dynamical cooling. Whether this will occur for pan-Arctic sea ice loss in a coupled model is an interesting question, but beyond the scope of this study.

While winter sea ice has been fast declining in the BAKA, the Arctic has been loosing winter sea ice elsewhere. We chose not to simulate an Arctic-wide sea ice loss to investigate if the BAKA sea ice loss alone could induce Eurasian cooling. Including the rest of the Arctic sea ice loss would have disturbed this response by including processes and responses from the other Arctic regions. As discussed above, whether or not Eurasian wintertime cooling occurs seems to be a battle between thermodynamic warming and dynamical cooling. As Screen (2017b) suggests, including the pan-Arctic sea ice loss would most likely have increased the thermodynamic warming, resulting in the warming winning over the cooling. Although this would have been more realistic, the balance between warming and cooling might not be. As Mori et al. (2019) showed, climate models tend to underestimate the cooling. This implies that climate models might overestimate the impact from the thermodynamic warming, hence they might not able to simulate the balance between the dynamical cooling and thermodynamic warming correctly. Thus, by reducing sea ice across the Arctic, the warming might overwhelm the already too weak cooling. As BAKA have been shown to be the region with the largest influence on Europe, the overwhelming Arctic-wide warming might be counteracted by ignoring the pan-Arctic sea ice loss, as the response from this should only have a minor impact on Europe. Our choice to not simulate the pan-Arctic sea ice loss is most likely the reason we do not observe the intensification of the Aleutian Low observed for the six coupled models in Screen (2018). Due to the limitations of our study by only simulating BAKA sea ice loss, not Arctic sea ice loss, our results can ‘only’ be used to imply a link between reduced BAKA sea ice and a temporal mean Eurasian cooling.

In addition to the choice of location and extent of sea ice nudging, the method used for nudging sea ice can also affect our results. As described in section 2.2, the sea ice is reduced in each grid cell to a certain percentage of the climatology, i.e. the maximum SIC in C60 is 60%. Another possible method for changing the sea ice cover in a certain region is to change the overall volume of sea ice in each grid cell. This would allow for sea ice to cover a grid cell by 100% which is more physical than the entire region being covered by up to, and not exceeding, for example 60% sea ice. However, this would require removing sea ice in certain regions and not others, i.e. making assumptions about the location of the sea ice reduction. Thus, reducing the sea ice concentration in each grid cell is less realistic, but avoid further assumptions. Such additional sensitivity experiments are however well beyond the scope of the present work.
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Abstract

The ongoing decline of the Arctic sea ice is projected to continue in the future. Potential implications on climate due to the transition from a perennial Arctic sea ice cover, to as seasonal ice cover and finally to an ice-free Arctic Ocean was investigated using a 1350 year (years 1850-3200) long RCP8.5 scenario simulation. This simulation was carried out using the model EC-Earth-PISM: the atmosphere-ocean general circulation model EC-Earth coupled to an interactive Greenland Ice Sheet through the ice sheet model PISM. The overall evolution of the RCP8.5 simulation follows that of the CMIP5 ensemble: a decreasing Arctic Amplification, intensified precipitation patterns and an equatorward shift of the ITCZ, a weakening of the AMOC and a strengthening of the Arctic Ocean stratification. The results indicate a potential shift in trends around the time the Arctic becomes seasonally ice-free and subsequently completely ice-free. However, this coincides with the stabilization of the radiative forcing. Further analysis is required to separate the effects, as well as investigating the potential impact of different sea ice states on climate.
1 Introduction

In the recent past, the climate has changed due to increased anthropogenic emission of greenhouse gases (GHG) (IPCC (2013)). This has manifested itself through increased global air and ocean temperatures, a decline in snow and sea ice, and a rise in global sea level. As the GHG emissions continue to rise, these trends are expected to continue as well. The Arctic sea ice has declined since the start of the satellite records, however the decline is not equally distributed over either time or space. The September sea ice extent have declined by 14% since 1979, but the second half of the period declined 3.5 times faster than the first part (Stroeve and Notz (2018)). The March sea ice loss increased from -2.4% per decade over the period 1979-1999 to -3.4 % per decade from 2000-2018 (Stroeve and Notz (2018)). The sea ice loss manifests it self during winter in the seasonally ice-covered regions, whereas the summer sea ice loss occurs in the perennial sea ice regions (Onarheim et al. (2018)). The Kara Sea is most likely the first part of the Arctic Ocean to become ice free in September and the Arctic as a whole is projected to become seasonally ice-free by the middle of this century (following the RCP8.5 emission scenario; Koenigk et al. (2013)). As the projected global temperature to continues to rise, the Arctic Ocean will most likely become ice-free year round at some point after year 2100. Hence, the climate system will transition from a perennially ice-covered Arctic Ocean over a seasonally ice-free state to a perennially ice-free Arctic Ocean. This might leads to large changes in the climate system. A reduced Arctic sea ice cover will have many different impacts on the climate system. The ice-free Arctic Ocean can absorb more of the incoming solar radiation, leading to a warmer Arctic Ocean. With the sea ice gone, the wind can reach the ocean surface, leading to stronger mixing. Additionally, Brodeau and Koenigk (2015) found that the deep water formation follows the sea ice edge. As this retreats northward, so does the areas of deep water formation, shoaling the mixed layer depth and thus weakening the deep water formation. Above the ocean, will the Arctic Amplification most likely change as well, as its main driver have been shown to be sea ice reductions (Serreze et al. (2009), Screen and Simmonds (2010), Pithan and Mauritsen (2014)). Hence, sea ice has the potential to impact the climate dramatically.

Large temperature and sea ice changes are not unprecedented in the Earths history. Using proxy records from Greenlandic ice cores, several abrupt warming events during the last glacial have been discovered (Dansgaard et al. (1993)). During these events, the temperature over Greenland increased by up to 15°C over decades to centuries (Huber et al. (2006), Kindler et al. (2014)), transitioning from a cold stadial into a warm interstadial. The abrupt warming was followed by a gradual cooling back to the cold stadial. These events are known as Dansgaard-Oeschger (D-O) events. The driver of these D-O events has been difficult to pinpoint due to the limited temporal resolution and spatial coverage of the paleo records. Dokken et al. (2013) hypothesized that a potential driver of the D-O events could be sea ice changes. Comparing the air temperature proxy δ18O over Greenland from the NGRIP ice core during the Marine Isotope Stage 3 (MIS3) with several proxies from a marine sediment core in the Nordic Seas, they found that during the cold stadials, the Nordic Seas were ice-covered, but during the warmer interstadials the Nordic Seas were mostly ice-free. They proposed, that inflowing warm Atlantic Water gradually built up in the Nordic Seas during the cold stadials, weakening the
ocean stratification. At a certain point, the stratification broke down, allowing for warm subsurface water to mix with surface water, leading to a rapid melting of sea ice. The now ice-free ocean released vast amounts of heat to the atmosphere, thus leading to the abrupt temperature increases observed in Greenland. This hypothesis was supported by Sadatzki et al. (2019). Using the same two cores with a different proxy for sea ice they could constrain the timing of the abrupt warming over Greenland relative to changes in sea ice and the oceanic circulation. They conclude that the sea ice variability occurs first, due to increased warm subsurface waters. This is followed by an overturning pulse mixing the entire water column in the Norwegian Sea and reinvigorating the deep-water formation. This releases vast amounts of heat to the atmosphere, subsequently leading to abrupt warming over Greenland.

Proxy records reveal the mixed end-result of all processes that have occurred at a specific time. The records show the relative timing of processes, if they are constrained well enough and the temporal resolution is high enough, but they cannot show a causal relationship. For example, they cannot tell if sea ice reductions are able to cause a temperature change large enough as observed over Greenland, only that a sea ice retreat occurred prior to a temperature increase. To test this, climate models can be used. Guo et al. (2019, manuscript in preparation) simulated the MIS3 period using the coupled general circulation model NorESM. By adding fresh water to the simulation (a hosing experiment), they simulated a sea ice cover down to Bay of Biscay. This represented the cold stadial period. Stopping the input of extra fresh water, the sea ice cover rapidly retreated to a state similar to the present day winter sea ice cover, with an ice-free Nordic Seas, equivalent to the warm interstadial of the D-O events. This rapid sea ice retreat led to increased temperatures over Greenland of approximately 10°C, similar in magnitude to the observed temperature changes in the NGRIP ice core (Huber et al. (2006), Kindler et al. (2014)).

The above imply that large and rapid changes in sea ice cover had large impacts in the past. If a retreat of the Arctic sea ice cover can induce such abrupt and large changes as D-O events, what might occur when the Arctic sea ice completely disappears? And what happens when the Greenland Ice Sheet (GIS) starts to melt? This study aims at investigating these questions by analyzing a RCP8.5 scenario simulation, focusing on the periods just after the Arctic summer sea ice disappears, when the Arctic winter sea ice disappears and when the GIS is disappearing.
2 Experiment and Method

2.1 Experiment

In this study, the model EC-Earth-PISM is used (Svendsen et al. (2015), Madsen et al. (2019, manuscript in preparation)). EC-Earth-PISM combines the global coupled atmosphere-ocean general circulation model EC-Earth V2.3 (Hazeleger et al. (2012)) with the Ice Sheet Model PISM (Albrecht et al. (2012)).

EC-Earth V2.3 consists of the atmospheric component IFS (ECMWF’s Integrated Forecast System; ECMWF (2010)) and the ocean component NEMO2.0 (Nucleus for European Modelling of the Ocean; Madec and the NEMO team (2008)) embedded with the sea ice component LIM2 (Louvain-la-Neuve sea Ice Model; Vancoppenolle et al. (2012)). The horizontal resolution for IFS cycle 31r1 is approximately 80 km (T159L62). NEMO and LIM2 uses the ORCA1 grid (horizontal resolution of 1°x1°) and NEMO has 42 vertical layers. This is the version of EC-Earth used for the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al. (2012)).

EC-Earth-PISM has an interactive Greenland Ice Sheet (GIS) through coupling to the ice sheet model PISM. The GIS has a horizontal resolution of 20 km. This coupling allows for GIS to interact with the atmosphere and the ocean, as well as changing the topography (ice area and volume) of GIS. This allow for GIS to shrink.

EC-Earth-PISM is run using the CMIP5 protocol: starting from a pre-industrial control state, a historical simulation is run until year 2005, followed by the Radiative Concentration Pathway 8.5 (RCP8.5) emission scenario and the Extended Concentration Pathway (ECP8.5; Taylor et al. (2012), Meinshausen et al. (2011)). The whole experiment is simulated for 1350 years, from 1850 to 3200. The radiative forcing for RCP8.5 is shown in figure 1a. RCP8.5 is the high-end emission scenario where the radiative forcing is projected to reach 8.5 Wm$^{-2}$ by 2100, continuing up to 12 Wm$^{-2}$ by year 2250, after which it stabilizes.

2.2 Sea ice states

This study focuses on the climatic impact of five different Arctic sea ice states. As can be seen in figure 1b, the Northern Hemisphere (NH) sea ice area (SIA) is relatively stable from 1850 to the 1970’s. After this, SIA starts to decline more rapidly. EC-Earth-PISM predicts a seasonally ice-free Arctic Ocean by year 2060 and completely ice-free by year 2154. The annual global mean temperature increases rapidly during most of the 1900’s, up until the middle of the 23rd century, after which it stabilizes. This stabilization occurs due to the stabilization of the projected GHG emissions (fig. 1a). The GIS volume is stable until around year 2060 after which it declines linearly (fig. 1b). By the end of the simulation in year 3200, the GIS volume has declined by 62% from 3.59 million km$^3$ to 1.38 million km$^3$.

Five 30-year time slices representing five different Arctic sea ice states are chosen to be investigated (gray boxes in fig. 1b): the pre-industrial period (years 1850-1879, hereafter referred to as P1),
Table 1: 30-year mean of the global mean (2m) surface air temperature (T; in °C) and its change relative to P1, Arctic sea ice area (SIA; in million km²) for March (September), and global mean precipitation (P; mm day⁻¹) for each of the five periods.

<table>
<thead>
<tr>
<th>Period</th>
<th>Years</th>
<th>T (∆T) [°C]</th>
<th>SIA Mar (Sep) [million km²]</th>
<th>P [mm day⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 Pre-industrial</td>
<td>1850 - 1879</td>
<td>12.7 (0)</td>
<td>7.84 (15.4)</td>
<td>2.84</td>
</tr>
<tr>
<td>P2 Present day</td>
<td>1976 - 2005</td>
<td>13.4 (0.61)</td>
<td>6.38 (14.5)</td>
<td>2.85</td>
</tr>
<tr>
<td>P3 Loss of Arctic</td>
<td>2060 - 2089</td>
<td>16.2 (3.56)</td>
<td>0.164 (10.4)</td>
<td>3.00</td>
</tr>
<tr>
<td>summer sea ice</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4 Loss of Arctic</td>
<td>2154 - 2183</td>
<td>20.5 (7.82)</td>
<td>0 (0.418)</td>
<td>3.24</td>
</tr>
<tr>
<td>winter sea ice</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5 Loss of Greenland</td>
<td>3170 - 3199</td>
<td>25.4 (12.7)</td>
<td>0 (0)</td>
<td>3.60</td>
</tr>
<tr>
<td>Ice Sheet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

present day (years 1976-2005, P2), just after the loss of Arctic summer sea ice (years 2060-2089, P3), just after the loss of Arctic winter sea ice (years 2154-2183, P4) and the end of the simulation where the GIS have declined by 62% (years 3170-3199, P5), see Table 1. P3 and P4 are chosen as the first consecutive 30-year period where the Arctic summer and winter SIA is below one million km², respectively. The monthly mean March and September sea ice concentration for the five regimes are shown in figure 2.

2.3 Methods

The results from each of the five periods have been detrended relative to their respective 30-year period due to the rapid increase in global mean temperature for some of the periods (see fig. 1b). Results are shown as the changes relative to the pre-industrial period P1 (e.g. ∆P2 = P2-P1), unless otherwise stated. Additionally, they are shown for the four boreal seasons (winter = DJF, spring = MAM, summer = JJA and autumn = SON).

The 30-year seasonal mean change for temperature and precipitation have been pattern scaled by dividing each parameter in each grid cell by the annual global mean surface air temperature anomaly, i.e. ∆T for the specific time slice (Santer et al. (1990), Mitchell (2003)). The units are then (°C)/(°C) for temperature and (mm/day)/(°C) for precipitation changes. This is done so as to be able to exclude the almost linear change due to the global warming. For temperature, a value smaller than 1 indicates that the temperature change is smaller than that of the global mean average change. Similarly, a value larger than 1 indicates a temperature change larger than the global mean average change. For precipitation, positive values indicate an increase in precipitation per degree global warming, and negative values indicate a decrease in precipitation per degree global warming.
The temporal variability is represented by the change in standard deviation (SD) relative to P1, i.e. $\Delta P_2 = SD_{P_2} - SD_{P_1}$. The standard deviation is computed for monthly means in each season for each 30-year period, hence over 90 months for each season.

Figure 1: (a) Radiative forcing for CMIP5. Figure from Meinshausen et al. (2011). (b) Annual global mean surface (2m) air temperature (red; in °C), annual Greenland Ice Sheet Volume (green; in million km$^3$) and mean NH SIA (in million km$^2$) for March (dark blue) and September (light blue) in the EC-Earth-PISM RCP8.5 simulation. Horizontal line indicate SIA equal to one million km$^2$. The 5 grey boxes indicate the 5 periods defined in table 1. The temperature for year 2571 has been removed, as there was a spurious spike in temperature for this year. The spike occurred due to an error in the forcing setup.
Figure 2: 30-year mean sea ice concentration (in %) for March and September for each of the five periods.
3 Results

3.1 The atmosphere

3.1.1 Changes in surface climate

The 30-year detrended seasonal mean pattern scaled surface air temperature change is shown in figure 3. As the temperature has been pattern scaled, the overall global warming is suppressed in these plots. The most pronounced feature is the large warming of the Arctic relative to the global warming, i.e. Arctic Amplification (AA). Note that the amplified warming is only seen over the Arctic, not the Antarctic. Looking at the pattern scaled temperature, the largest change is seen in winter and autumn, peaking in P3 with up to 6°C/°C warming. Summer experiences the weakest temperature change and no AA, i.e. the temperature change in the Arctic is similar in magnitude to the global mean temperature change. The strength of the warming in winter and autumn is not constant through the five regimes, peaking in P3 just after the Arctic becomes seasonally ice-free. After P3, the annual global mean temperature seems to ’catch up’ with the Arctic temperatures. For P4, just after the Arctic becomes ice-free year round, the Arctic winter temperature is approximately 4°C/°C, and at the end of the simulation when GIS is shrinking, it is approximately 3°C/°C. Another feature to note is that the warming is stronger over land relative to the ocean.

The AA can be visualized more clearly computing the ratio between the mean temperature trend of the Arctic (60-90°N) relative to the global mean temperature. This is shown in figure 4 for periods P2-P5, using P1 as the reference period. From this it does not appear that AA peaks at P3, but rather that it decreases with the decreasing Arctic sea ice cover, going from 4.4 in December in P2 to 2.3 in P5. The temperature change over land areas north of 60°N (e.g. Siberia) is larger in P2 than in P3, hence the discrepancy in AA between figures 3 and 4.

The detrended mean pattern scaled total precipitation change show an increase in precipitation for areas with high precipitation in P1 and a decrease for areas with low precipitation in P1 (figure 5). That is, wet areas get wetter and dry areas get drier. An increase in precipitation is to be expected as a warmer atmosphere can contain more water vapor than cold air. Please note that the largest anomalies appear to occur for present day (ΔP2). This is related to the pattern scaling, as the precipitation is scaled by the global mean temperature anomaly relative to P1, and for P2 that is <1°C (see table 1).

An interesting feature is that Europe is projected to get drier in summer and the Amazones drier in autumn (the end of the dry season June-November).

The green band around Equator in figure 5 indicates that the Intertropical Convergence Zone (ITCZ) sharpens around Equator as the world warms. The same feature (an intensification in precipitation near Equator and a decline in precipitation on the poleward sides) is seen for the zonal area-integrated detrended precipitation in figure 6a, indicating an equatorward shift of the ITCZ. This potential shift is investigated further by locating the latitude of the maximum area-integrated precipitation between 20°S and 20°N (∅max), as well as the the latitude of the precipitation centroid (∅cent), i.e. the latitude where equal amounts of precipitation falls to the north and the south (Frierson and Hwang (2012), 9.
Adam et al. (2016)), see figure 6a. Going from P1 to P5, the location of \( \phi_{\text{max}} \) and \( \phi_{\text{cent}} \) converges toward Equator and each other. Plotting \( \phi_{\text{max}} \) and \( \phi_{\text{cent}} \) for each time regime highlights this (fig. 6b). Going from P1 to P5, \( \phi_{\text{max}} \) moves toward Equator in winter and spring (6b top row). The \( \phi_{\text{cent}} \) is also moving toward Equator in winter, but in spring it is moving away from Equator and toward \( \phi_{\text{max}} \) instead. In summer, \( \phi_{\text{max}} \) is stationary at 8.5\(^\circ\)N until all the Arctic sea ice has melted, after which it starts to move toward Equator (6b bottom left). The same is partly seen for the \( \phi_{\text{cent}} \), after an initial northward shift for P2 and P3. In autumn, the \( \phi_{\text{max}} \) is quite stable, only starting to move equatorward for P5, whereas the \( \phi_{\text{cent}} \) moves northward going from P1 to P5.

The variability of temperature and precipitation is illustrated by the change in standard deviation (SD) for each 30-year period using monthly means, relative to P1 (see section 2.3). For temperature, a pattern of decreased SD at the poles and increased SD in the mid-latitude and tropical continents emerges as the global mean temperature rises (fig. 7). The green areas over the continents imply larger variability in temperatures over land than over the ocean. The decrease in SD is mostly related to the disappearance of the sea ice, reflected by the large decrease in SD in autumn, winter and spring over areas formerly covered by sea ice. The green areas indicating increase in SD over the Arctic Ocean in P2 and P3 reflect the large temperature differences caused by even a small sea ice cover. The decrease in SD over high latitudes migrates down over land regions previously affected by sea ice changes (Eurasia and North America in winter). Summer is dominated by an increase in SD, except for Antarctica and eventually Greenland.

The SD of the precipitation is similar to the mean precipitation change: areas with much precipitation have larger SD as well (compare fig. 8 to fig. 5). Areas with little precipitation have a smaller SD.

### 3.1.2 Change in extremes

Changes in the SD reveal changes in the variability, but not changes in the extremes. Potential changes in extremes are investigated by analyzing the 5th and 95 percentiles of the detrended monthly mean temperatures and precipitation for each season and for four areas: Greenland, Europe, Southeast Asia and South America (areas shown in figure 9a).

As sea ice disappears and the global mean temperature rises, the coldest temperatures over Greenland and Europe become warmer and the warm extremes become colder, i.e. the extremes become less extreme (fig. 9b, black and dark blue lines). This holds throughout the year, except for European summers. Here, the cold extremes become colder and the warm extremes become warmer. For Southeast Asia and South America the trend is the same; extremes become more extreme (fig. 9b, red and green lines).

The precipitation percentiles reveal more extreme precipitation for all four areas for all seasons, both for extreme low and extreme high precipitation (fig. 9c). The largest changes can be seen in Southeast Asia, while the change in Europe is moderate. This indicates large interannual variability in the Asian monsoon. The shift in extremes appears to occur at P3 in summer and at P4 in winter.
3.1.3 Changes in circulation

The change in detrended mean sea level pressure (MSLP) shows two main features (figure 10). The first is a strengthening of the Aleutian Low in winter and spring. This anomaly intensifies from around -2 hPa (P2), over -6 hPa and -10 hPa (P3 and P4), to -17 hPa (P5). The second is a decrease in the MSLP above the Arctic Ocean and an increase of in MSLP north of the Azores High in autumn. This pattern resembles the positive Arctic Oscillation (AO), indicating a shift toward more positive AO. The weaker North-South temperature gradient implied by the weaker AA in figures 3 and 4 suggests changes to the overall atmospheric circulation as well. This can be represented by the stream function $\psi$ reflecting the flow of the air (along the stream lines). $\psi$ is given by equation (1), using the gravitational acceleration $g$, the zonal mean of the meridional velocity $\bar{v}^\lambda$ at the pressure layer $p$ and the latitude $\phi$.

$$g \frac{\partial \psi_p}{\partial p} = \bar{v}^\lambda 2\pi a \cos \phi$$  

The stream functions and the anomalies of P2 to P5 relative to P1 for winter and summer are shown in figure 11. The two Hadley Cells and Ferrel Cells are clearly seen. The strongest Hadley Cell has a rising branch in the tropics in the summer hemisphere and a sinking branch in the subtropics in the winter hemisphere. Several changes occur due to the rising global temperature. First, a weakening of the Hadley Cell. In winter, $\psi$ decreases from approximately $200 \times 10^9$ kg s$^{-1}$ in P1 to $170 \times 10^9$ kg s$^{-1}$ in P5. In summer, $\psi$ decreases from around $240 \times 10^9$ kg s$^{-1}$ in P1 to $200 \times 10^9$ kg s$^{-1}$ in P5. Second, the rising branch of the Hadley Cell is displaced equatorward and the sinking branch widens toward the poles. This contraction around Equator supports the sharpening of the ITCZ seen in figure 6a. The Ferrel Cell, on the poleward side of the Hadley Cells, appear to shift slightly toward the poles. The change in MSLP variability is shown in figure 12. As sea ice disappears, the SD increases over the Arctic and decreases over Antarctica. Additionally, the SD decreases over Europe in autumn and winter. Generally, the SD increases over northern mid and high latitudes, and decreases SD over the southern mid and high latitudes. This is most clear for P4 and P5.
Figure 3: Pattern scaled temperature [°C/°C] for each season (rows) and each time period relative to P1 (columns).
Figure 4: Arctic amplification, relative to P1 (1850-1879) for P2 (dark blue), P3 (light blue), P4 (orange) and P5 (red). AA is computed as: \( \frac{\left(T_{P2}^{\text{Arc}} - T_{P1}^{\text{Arc}}\right)}{\left(T_{P2}^{\text{Glo}} - T_{P1}^{\text{Glo}}\right)} \).
Figure 5: Absolute precipitation for P1 (in mm day$^{-1}$) (left column) and the pattern scaled precipitation (in (mm day$^{-1}$)/(°C)) for P2 to P5 and for each season (four right columns).
Figure 6: (a) Zonal area-integrated detrended precipitation. Circles show the latitude of the precipitation centroid ($\phi_{\text{cent}}$, latitude of the median precipitation) and triangles show the latitude of the maximum precipitation ($\phi_{\text{max}}$). (b) The latitude of the precipitation centroid ($\phi_{\text{cent}}$, circle) and maximum precipitation ($\phi_{\text{max}}$, triangles) for each time slice.
Figure 7: Standard deviation difference of detrended surface air temperatures (in °C) for P2 to P5, relative to P1, for each season (rows) and each time period relative to P1, for each column.
Figure 8: Standard deviation difference of the detrended precipitation (in mm day$^{-1}$) for P2 to P5, relative to P1, for each season (rows) and each time period relative to P1 (columns).
Figure 9: (a) Map showing the four areas Greenland (black), Europe (blue), Southeast Asia (red) and South America (green) used in (b) and (c). The 5th (circles) and 95th (triangles) percentile of the area mean detrended seasonal temperature (b) and precipitation (c).
Figure 10: Mean sea level pressure (in hPa) for P1 (contours) and the changes for P2 to P5 relative to P1 (shading) for each season.
Figure 11: Stream function (in $10^9 \text{kg s}^{-1}$) for P1 (top row) for DJF (left column) and JJA (right column). The four rows below show the stream functions for P2 to P5 (contours) and the difference relative to P1 (shading; in $10^9 \text{kg s}^{-1}$). The interval for the thin contour lines is $10\times10^9 \text{kg s}^{-1}$ and $100\times10^9 \text{kg s}^{-1}$ for the thick contour lines. Positive is counterclockwise flow (solid lines + red shading) and negative is clockwise flow (dashed lines + blue shading).
Figure 12: Standard deviation difference of the detrended mean sea level pressure (in hPa) for P2 to P5, relative to P1, for each season (rows) and each time period relative to P1 (columns).
3.2 The ocean

3.2.1 Temperature, salinity and stratification

During the 1350-year long RCP8.5 simulation, the Arctic Ocean undergoes large changes as well. It transitions from a perennial ice covered ocean (P1 and P2) to an ice-free ocean (P4 and P5). The seasonal mean of the upper 1000m of the Arctic Ocean (see region in figure 13) temperature and salinity profiles are shown in figure 14. Overall, the Arctic Ocean becomes warmer and fresher throughout all seasons, as sea ice retreats. While there still is sea ice in the Arctic, the ocean only warms by 0.1-0.4°C from P1 to P2 in the surface mixed layer (black and dark blue curves in fig. 14, left column). The seasonal cycle is clear with the surface mixed layer being warmer than the underlying thermocline in summer and autumn, and colder in winter and spring. During the seasonally ice-free period, the Arctic ocean surface mixed layer warms by up to 1.0-3.7°C over the course of the year (light blue curve in fig. 14). As the Arctic become ice-free (P4; orange curve), the surface mixed layer temperature increases even further: more than 6.0°C (10.0°C) in winter (summer). For the last period when the GIS is melting (P5) the maximum increase in temperature in winter and spring does not occur at the surface, but at a depth of 500m (red curve in fig. 14). Here, the temperature increases by 12.5°C relative to P1. At the surface, the increase in temperature range from 8.31°C in spring to 14.4°C in summer. The seasonal temperature cycle appear to increase.

A similar change, but opposite in sign, is seen for the salinity. The Arctic Ocean becomes fresher by 1.8-2.3 psu for P2, 1.0-1.01 psu in P3, 1.6-2.1 psu in P4 and as much as 5.2-5.7 psu in P5, relative to P1 (fig. 14, middle column). Unlike temperature, salinity has little seasonal change. The strengthened thermo- and halocline with increasing global temperature indicate a strengthening of the ocean stratification (fig. 14). In cold regions, the stratification is mostly governed by salinity. The stratification is illustrated by the strength of the Brunt-Vaisala frequency $N^2$, with a strong stratification given by a large $N^2$ (Knauss (1997)). The $N^2$ for the Arctic Ocean is shown in the right column of figure 14. Here, the expected strengthening of the stratification is evident.
The same tendency is seen for the Barents Sea, although with significant differences (fig. 15, region shown in green in figure 13). The surface mixed layer in P2 increased by 0.6-1.7°C relative to P1 over the course of the year. This warming continues as the Arctic becomes seasonally ice-free (P3), with the surface mixed layer warming by 4.8-7.6°C through the year (light blue curve in left column of fig. 15). For an ice-free Arctic Ocean (P4), the Barents Sea surface mixed layer temperature increases by 9.2°C in spring to 12.1°C in summer. Finally, for the last period P5, the temperature increases by as much as 15.1°C in summer. Similar to the Arctic Ocean, the maximum temperature increase in winter and spring (~13.7°C) is not at the surface, but at a depth around 250-300m. This warm sub-surface layer is the Atlantic Water (AW). Comparing the depth of the maximum sub-surface temperature for P1 to P5 shows that the depth decreases, implying that the core of the AW shoals (black and red curve in right column of fig. 15).

The salinity profile of the Barents Sea differs from that of the Arctic Ocean, with a less pronounced halocline in the Barents Sea (fig. 15; middle column). The change from the pre-industrial period P1 to present day conditions P2 is a small increase in surface mixed layer salinity (up to 0.09 psu in summer and 0.052 psu in winter) and a small decrease in salinity with depth (up to 0.06 psu). Loosing the Arctic summer sea ice (P3) enhances this trend with a saltier mixed layer. In summer, the salinity increases by 0.66 psu and in winter it decreases by 0.27 psu, relative to P1. The maximum decrease with depth is around 0.14 psu at a depth of 800m. This increasing saline surface mixed layer and fresher sub-surface layer weakens the gradient between the two, i.e. the halocline weakens. This implies that the stratification weakens as well. This destabilizing trend is only seen in the Barents Sea as long as there is sea ice in the Arctic, i.e. P3. When all the sea ice is gone (P4), the upper 400m freshens much more (orange curve in fig. 15). The surface mixed layer salinity decreases by 0.15-0.61 psu, with minimum change in spring and maximum change in summer. In contrast to P2 and P3, the change in salinity is not primarily confined to the mixed layer, but is present throughout the water column. A noticeable exception is the increase in salinity at a depth of 400-500m, indicating the AW layer. During the next 1000 years until P5, the Barents Sea continues to freshen, with the larger surface salinity decrease (2.51-2.94 psu) than in the sub-surface AW layer (0.63 psu). This large decrease in surface mixed layer salinity and smaller decrease (or even increase) in salinity of the AW layer implies a strengthening of the stratification. This is also what is observed in the right column of figure 15.

Deep water formation occurs in areas with large convection, since deep water is formed by dense surface water sinking toward the bottom. Therefore, the mixed layer depth is often used as an indicator of deep water formation, with a deep mixed layer indicating a strong deep water formation. Deep water formation occurs along the sea ice edge in winter, peaking in March. The main location for deep water formation is the Labrador Sea (Knauss (1997)). As the sea ice retreats, the areas with a large mixed layer depth follows the sea ice northward, shoaling on the way (not shown). By P4, the mixed layer depth is shallower than 1000m, indicating a weakening of the deep water formation. This is similar to the findings by Brodeau and Koenigk (2015).
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Figure 14: The upper 1000m of the area mean temperature (left; in °C), salinity (middle; in psu) and Brunt-Vaisala frequency (right; N^2; in hr^{-1}) for the Arctic Ocean. P1 (black), P2 (blue), P3 (yellow), P4 (orange), P5 (red).
Figure 15: The upper 1000m of the area mean temperature (left; in °C), salinity (middle; in psu) and Brunt-Vaisala frequency (right; N²; in hr⁻¹) for the Barents Sea. P1 (black), P2 (blue), P3 (yellow), P4 (orange), P5 (red).
3.2.2 Ocean circulation

The strength of the ocean circulation is quantified by the Atlantic Meridional Overturning Circulation (AMOC) in figure 16. Going from P1 to P5, the AMOC weakens from a maximum of approximately 16 Sv in P1, to around 7 Sv in P5. Coinciding with this is a shallowing of the AMOC. The weakening of the AMOC continues until P4. Between P4 and P5, the AMOC increases slightly in the upper 500m between 10°N and 25°N. A detail worth noting in figure 16 is the increase in strength north of Iceland (∼64°N) in P3. This implies a stronger northward transport across the Iceland-Scotland Ridge for P3. When the Arctic becomes ice-free year round, this transport weakens again. The maximum value with depth of the AMOC between several latitudinal bands are shown in figure 17. The weakening of the AMOC until P4 is seen clearly. The slight recovery of the AMOC after P4 observed in figure 16 is only observed for the two most southern latitudinal bands (30°S-90°N and 20-°). The core of the warm and saline Atlantic Water (AW) was seen at a depth approximately 500m in figures 14 and 15. The warm increase in this layer indicates either an increased northward heat or volume transport. The total volume transport is stable through the 1350 year simulation, but the individual contributions from each of the four gateways Fram Strait (FS), Barents Sea Opening (BSO), Bering Strait (BS) and the Canadian Archipelago (CAA) changes (fig. 18, top panel; gateways shown in fig. 13). The most pronounced changes are through FS and BSO. The northward BSO volume flux increases into the Barents Sea and the FS volume flux increases southward. The volume transport peaks after the Arctic becomes ice-free in summer (P3). After this is stabilizes around 4 Sv for BSO and 3 Sv for FS. Comparing to the AMOC in figure 16, the increase in volume transport through FS and BSO coincidence with the increase in AMOC north of Iceland.

In contrast to the stable volume transport is the increasing total heat transport into the Arctic Ocean in figure 18. This increase continues until after P3, after which it gradually stabilizes around a northward heat transport of 100 TW. The distribution of this increased heat transport between four of the key gateways are shown in the middle row of figure 18 as well. The heat is transported into the Arctic Ocean through FS, BSO and CAA. Just after P3, the FS heat transport reverses from being a heat source to the Arctic Ocean (∼10 TW) to being a heat sink (∼100 TW). This shift could be related to the ocean water reaching the reference temperature (0°C) used to compute the heat transport. That is, the southward volume transport was colder than 0°C for P1, P2 and P3 (fig. 18, middle row). This results in a net heat flux northward. As the ocean warms, the water passing through FS is now warmer than 0°C, resulting in a net southward heat transport. The BSO heat flux into the Barents Sea increases from ∼50 TW to 200-300 TW (fig. 18). This increase stabilizes around P4.

The total southward fresh water export is increasing (bottom row of figure 18). The increased FW export through FS and CAA is countered by an increased northward FW flux through BSO.

The large decrease in salinity by P5 in the Arctic Ocean indicates increased fresh water input into the Arctic Ocean. Fresh water can enter the Arctic Ocean through precipitation, river runoff from land, melt from GIS and fresh water transport into the Arctic Ocean. As was just shown, the latter is not the case, as fresh water is transported out of the Arctic Ocean (fig. 18, bottom). GIS melt water
is most likely not a large contributor, as only melt water from the northern most tip of Greenland will flow into the Arctic Ocean region used here (fig. 13). Of the last two potential candidates, the net fresh water input from the atmosphere, i.e. precipitation-evaporation (P-E) over the Arctic Ocean, is the largest contributor. This is illustrated by the yearly mean fresh water input into the Arctic Ocean from river runoff and P-E in table 2.

Figure 16: 30-year mean of the AMOC (in Sv) for in period.
Table 2: Annual mean river runoff and net freshwater flux (Precipitation-Evaporation; P-E) for the Arctic Ocean (in $10^{15}$ kg year$^{-1}$), for each of the five time regimes. Arctic Ocean region defined in figure 13.

<table>
<thead>
<tr>
<th></th>
<th>River runoff [$10^{15}$ kg year$^{-1}$]</th>
<th>P-E [$10^{15}$ kg year$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.177</td>
<td>1.78</td>
</tr>
<tr>
<td>P2</td>
<td>0.183</td>
<td>1.77</td>
</tr>
<tr>
<td>P3</td>
<td>0.247</td>
<td>2.02</td>
</tr>
<tr>
<td>P4</td>
<td>0.439</td>
<td>2.53</td>
</tr>
<tr>
<td>P5</td>
<td>0.837</td>
<td>3.11</td>
</tr>
</tbody>
</table>

Figure 17: Maximum of AMOC with depth for different latitudinal bands (in Sv). Grey bars indicate the five periods.
Figure 18: Monthly mean transport of volume (top; in Sv), heat (middle; in TW) and fresh water (bottom; in Sv) through Fram Strait (FS), Barents Sea Opening (BSO), Bering Strait (BS) and the Canadian Archipelago (CAA). Positive is into the Arctic Ocean. Grey bars indicate the five periods.
4 Discussion

The high-end emission scenario RCP8.5 presented in this study has been simulated by several other climate models as well, as part of the CMIP5 (Taylor et al. (2012)). Most of these projections run until year 2100, only about 8 model simulations continue on until year 2300. In CMIP5, the coupled atmosphere-ocean version of EC-Earth has been used to simulate RCP8.5 until 2100. However, the model version used for the CMIP5 differs from the model setup presented in the present study (i.e. EC-Earth-PISM), as this is interactively coupled to the Greenland Ice Sheet through the Ice Sheet Model PISM (see section 2.1). The comparison of EC-Earth with and without the coupling to PISM will not be discussed in this study, but we will just briefly mention that the RCP8.5 simulations are relatively similar between the two model configurations (Madsen et al. (2019, manuscript in preparation)). The RCP8.5 simulation of the standard EC-Earth model in the CMIP5 model ensemble has been analyzed and discussed in other studies. Therefore, the focus of our discussion will be on the transitions between sea ice states for key parameters.

4.1 The atmosphere

4.1.1 Temperature and Arctic Amplification

The global mean surface air temperature increased rapidly from present day and until around year 2250 (fig. 1b). This coincided with the rapid sea ice reduction in the Arctic. The temperature stabilized after 2250, as a result of the stabilization of the anthropogenic GHG forcings (figure 1a). In addition to this rapid temperature increase, the main change of the projected temperature change following the RCP8.5 emission scenario was shown to be a stronger warming of the Arctic relative to the global mean temperature. This warming peaked just after the Arctic became seasonally ice-free (P3), after which the meridional north-south gradient slowly weakens (fig. 3). The AA (i.e. the ratio of the mean Arctic temperature change to the global mean temperature change) did not show this peak at P3, but rather a gradual decrease in AA going from P2 to P5 (fig. 4). Several studies have suggested that the AA is driven by sea ice loss, increasing the upward heat flux from the ocean to the atmosphere (Serreze et al. (2009), Screen and Simmonds (2010), Dai et al. (2019)). This explains the observed seasonal asymmetry of the AA, i.e. strongest in winter and weakest in summer. Similar to our findings, Dai et al. (2019) found that as the sea ice disappeared in a GHG-induced warmer climate, the AA weakened. They analyzed CMIP5 model future projections up until year 2300, showing the strongest AA in the 21st and 22nd century. By the 23rd century, most of the Arctic sea ice was gone, resulting in a much weaker AA (equivalent to the summer AA in previous centuries). Further, they performed experiments with GHG induced warming and a fixed Arctic sea ice cover. As the global temperature increased, so did the Arctic temperature, but not amplified. From this they concluded that large AA cannot occur unless there were a sea ice decline. Our simulations continued for another 900 years, showing the same trend toward a weaker AA. However, there was still an increased warming over the Arctic relative to the global mean in P5. The temperature was still ~3-4 times higher in the Arctic compared to the global mean temperature. Despite sea ice loss having been named the
main driver of AA, it can still exist in a world with no perennial sea ice. Langen and Alexeev (2007) showed that in a world with no land or sea ice (an aquaplanet), polar amplification is the preferred state. As the world warms, the temperature at the high latitudes varied less, and the low and mid latitudes had larger variability. This was also reflected in the 5th and 95th percentiles of the temperatures for four areas, showing that in Europe the summers were projected to become more extreme with more extremely cold or extremely warm summers, relative to the respective period. For the rest of the year, and for Greenland, the temperatures became less extreme.

4.1.2 Precipitation and the shift of the ITCZ

The mean precipitation change showed an intensification of precipitation in areas with high precipitation and less precipitation in areas with low precipitation. This wet-gets-wetter and dry-gets-drier pattern is in good agreement with the CMIP5 model changes (IPCC (2013), chapter 12.4.5.2): the contrast between dry and wet regions will increase, mid and high latitudes will generally see an increase in precipitation, especially in winter, and the tropics will see an increase in precipitation in summer. There are some notable exceptions to this, for example the Amazon which appears to be getting drier, not wetter, in the future projections. This is observed both in our model simulation as well as in the CMIP5 ensemble. The change in the extreme precipitation appeared to increase after P3. The shift of the ITCZ toward Equator and the increase in equatorial rain observed in our model simulation are also similar to findings in IPCC (2013). There does not appear to be a clear shift in \( \phi_{\text{max}} \) or \( \phi_{\text{cent}} \) across seasons transitioning through the sea ice states. Overall, \( \phi_{\text{max}} \) or \( \phi_{\text{cent}} \) converged toward Equator and each other.

4.1.3 Atmospheric circulation

The mean change of the atmospheric circulation was a linear-like trend toward a pattern resembling the positive AO in autumn, and an intensification of the Aleutian Low in winter and spring. This pattern is similar to the CMIP5 ensemble, with the largest decreases in MSLP over the Barents Sea, Central Arctic Ocean and Bering Strait and an increase in MSLP over the North Atlantic and western Europe (Koenigk et al. (2013)). They found that the MSLP change pattern is robust across CMIP5 models, the magnitude of the change varies more. The same pattern was observed for an ensemble of CCSM4 simulations of the 21st century with the RCP8.5 scenario (Vavrus et al. (2012)). They also found that MSLP was the variable that varied the most across model ensembles. Both these studies simulated the 21st century. Our results indicate that the pattern they find, intensifies after year 2100.

4.2 The ocean

As the global mean air temperature rises, so does the Arctic ocean temperature (fig. 14). Further, increased precipitation and river runoff increased the fresh water input into the Arctic ocean, leading to a freshening. This is similar to findings in other studies of the RCP8.5 scenario. Koenigk et al.
(2013) analyzed the CMIP5 future scenarios for EC-Earth and found that the Arctic Ocean warms and freshens during the 21st century, the latter due to increased precipitation and river runoff.

Studies have shown that as the Arctic sea ice melts, the Barents Sea become more like the Atlantic Ocean and less like the Arctic Ocean (Aarthun and Eldevik (2012)). This process of a weakening stratification, increased vertical velocity, sea ice decline and shallowing of the AW is referred to as ‘atlantification’. Polyakov et al. (2017) observed increased atlantification in the eastern Eurasian Basin as well. In our results, the Barents Sea did experience this atlantification, for some time. From the pre-industrial period (P1) until the seasonally ice-free Arctic Ocean (P3), the stratification weakened and the AW shallowed. However, after the last Arctic sea ice was gone (P4), the stratification increased again due to the large increase in fresh water. This indicates that the atlantification only endured as long as there was Arctic sea ice. Afterwards, the water column became increasingly stratified again.

4.2.1 Ocean circulation

The AMOC weakened as the Arctic sea ice disappeared (fig. 16). The weakest point of 7 Sv occurred around P4, when the Arctic sea ice was completely gone. After this, the southern part of the AMOC gradually strengthened until the end of the simulation at P5, but not reaching the pre-industrial levels around 16 Sv. The weakening of the AMOC has been observed by other studies as well (Cheng et al. (2013)). In addition to this, our results indicated an increase in the AMOC north of Iceland for P3. This coincided with an increase in volume transport through the Fram Strait and the Barents Sea Opening. However, the total volume transport did not change.

The increased heat transport through BSO into the Barents Sea in the results presented here is similar to results by Koenigk and Brodeau (2014). They found that the heat flux increased the heat content of the Barents Sea until around year 2040, where the heat flux through Frans Josef-Novaya Zemlya shifted from importing heat to the Barents Sea to exporting it. This was not because the current changed direction, but because the reference temperature \( T_{\text{ref}} \) used to compute the heat transport was reached due to the warming of the water, i.e. the northward water flow shifted from being colder than \( T_{\text{ref}} \) to becoming warmer than \( T_{\text{ref}} \). This increased heat flux out of the Barents Sea through the Frans Josef-Novaya Zemlya transect balanced the increased heat flux through BSO and the net heat flux stabilizes, resulting in a net heat transport into the Arctic Ocean.

The above revealed that the largest changes in the ocean stratification occurred after P3, whereas the largest ocean circulation changes occurred before P4.

4.3 Transitions across sea ice states

The five time periods chosen in this study represent five different sea ice states. The global mean air temperature in figure 1b increases rapidly across the three middle regimes, P2-P4. The global mean temperature trend for each 30-year period is shown in figure 19a and for five regions (global mean,
Greenland, Europe, Southeast Asia and South America). This shows, the strongest positive trend occurring in P3. The temperature trend was positive throughout all five periods, except for Europe and South America for P1 and P5. In general, the four regions were close to the global mean trend, except for Greenland. For P2 and P3, the trend was 2.7 and 1.7 times higher for Greenland than the global mean, respectively. Hence, the temperature on Greenland increased 2.7 and 1.7 times faster than the global mean for these two periods. When all the Arctic sea ice was gone (P4), the temperature trend in Greenland was smaller than the global mean. The shift in temperature changes between sea ice states was also observed for the AA, where the AA was strongest for P2-P3. Whereas the temperature rates peak at P3, is it not until after P3 that the temperature and precipitation variability start to increase (fig. 9). An exception to this is Greenland, which continuously decreases (increases) its temperature (precipitation) variability through the five time period. This all implies that the rate of the temperature change depends on the Arctic sea ice state.

The dependence of the Arctic sea ice cover was seen in the ocean as well. Here, some features changed more while the Arctic sea ice retreated (P2 and P3) and some when the Arctic sea ice was gone (P4 and P5). The first covers the atlantification of the Barents Sea. This was manifested through the weakening of the stratification and the shallowing of the AW until P3. After this point, the ocean stratification restrengthened, but the AW continued to shallow. The ocean circulation, represented by the AMOC, is also part of the first group, as it generally weakened until P4, after which the southern part slowly strengthened again. For P3, there was a small increase in northward transport north of Iceland, leading to an increase in volume transport through the Fram Strait and the Barents Sea Opening.

The changes in the temperature and salinity, hence the stratification, of the Arctic Ocean and the Barents Sea were most pronounced after the Arctic sea ice loss (P4). This continued increase in heat was partly due to the increased heat flux, partly due to the now ice-free ocean absorbing more of the incoming solar radiation. The continued freshening was mainly due increased precipitation.

Climate change has occurred before, as discussed in the Introduction. During the last glacial, several abrupt D-O events occurred, increasing the temperature on Greenland by up to 15° within decades (Kindler et al. (2014)). Sadatzki et al. (2019) showed that the D-O events were most likely driven by a rapid retreat of the Nordic Seas sea ice cover, causing a rapid temperature increase. Although the current observed and projected climate changes are caused by a different driver (increasing GHG emissions), there does seem to be some similarities between the two cases. Most pronounced is the rapid temperature increase as the Arctic sea ice retreats (P2 to P4), which in the RCP8.5 simulation stabilizes after all the Arctic sea ice is gone. However, this coincide with the increasing and subsequently stabilizing GHG emission. The 30-year trend of the GHG emissions are shown in figure 19b, illustrating a change in trends similar to that for temperature. McCusker et al. (2017) separated the effects of increased GHG emissions and Arctic sea ice loss. They showed that the mean global temperature change was the sum of the two, with the increased GHG emissions being the largest contributor (0.6-0.7° and 2.7-2.8°, respectively, out of the full effect of 3.6°). This additive behav-
ior was cleanest in winter. This indicates that the observed temperature increase in figure 1b is not solely driven by the sea ice retreat. McCusker et al. (2017) also showed that the climatic effects were insensitive to the background state, i.e. Arctic sea ice changes in a warm and a cold climate had similar effects. This implies that an equal magnitude of sea ice loss could potentially lead to a larger temperature increase today, due to the effect from the increasing GHG emissions, relative to a D-O event during the last glacial.

The location of the sea ice loss has been shown to be important (Pedersen et al. (2016), Screen (2017)). D-O events were triggered by a retreat of the Nordic Seas sea ice cover, whereas the current sea ice loss is located further north in the central Arctic. Areas closest to the sea ice loss is affected the most (Pedersen et al. (2016), Screen (2017)), the resulting effect of the two different sea ice retreats will likely be different.

Figure 19: (a) Trend of the annual mean absolute temperature for each 30-year time regime [°C/decade] for the global mean (purple triangle), Greenland (black), Europe (blue), Southeast Asia (red) and South America (green). (b) Trend of the total anthropogenic GHG forcing for the RCP8.5 scenario for each of the five time periods.
5 Conclusion

This study aimed at investigating the climatic changes due to shifts in the Arctic sea ice state. This was achieved by assessing a 1350 year long simulation following the historical and RCP8.5 trajectories, run using the coupled atmosphere-ocean general circulation model EC-Earth with an interactive Greenland Ice Sheet via the PISM ice sheet model (EC-Earth-PISM). Five 30-year time periods were compared: the pre-industrial period (P1), the present day period (P2), the period just after the Arctic summer sea ice disappeared (P3), the period just after the Arctic winter sea ice disappeared (P4) and the end of the simulation when the GIS have shrunk by 62% (P5). In this simulation, the Arctic sea ice was projected to disappear in September in year 2060 and in March by year 2154. It was shown that the rate of the global mean temperature change was largest between P2 and P4, coinciding both with the largest rate of sea ice loss and increasing radiative forcing. The Arctic Amplification was shown to peak around P2 and P3, gradually weakening afterward, but not disappearing, by P5. Hence, the Pole-Equator temperature gradient decreased as the Arctic sea ice disappeared. The temperature variability generally increased over low and mid-latitudes, while decreasing over high latitudes. An exception to this was Europe in summer, where temperatures were projected to become more extreme for P4 and P5.

The precipitation was projected to increase over wet areas and decrease over dry areas. Additionally, the ITCZ was projected to move toward Equator. The extreme precipitation (both high and low precipitation) increased after as the Arctic Ocean became seasonally ice-free. Especially, the variability of the Asian monsoon and the precipitation over South America increased after the Arctic became ice-free.

The atmospheric circulation changes revealed an intensified Aleutian Low in winter and spring. In autumn, the MSLP changes indicate a shift toward an enhanced positive AO pattern. A positive AO is associated with stronger westerlies, a stronger and less wavy jet stream, a warmer and wetter Northern Europe and a drier Mediterranean region.

The ocean changes were similar to those found by Koenigk et al. (2016): a warmer and fresher Arctic Ocean and increased heat transport into the Arctic Ocean through the Barents Sea. The freshening of the Arctic Ocean was most likely due to increased precipitation, not GIS melt. Further, a weakening of the AMOC was seen. The rate of change of these oceanic parameters was largest around P3 and P4, similar to the atmospheric changes. The ocean circulation stabilized after P4, while the temperature and salinity in the Arctic Ocean continued to increase and decrease, respectively.

Our preliminary results indicate that the sea ice state might impact the rate of some climatic changes. However, the rapid sea ice decline coincides with a rapid increase in global mean temperature and anthropogenic GHG emissions. Separating the influence of the sea ice loss, the increasing temperature and GHG emissions require further analysis. Additional analysis could be to investigate the impacts on Greenland more closely.
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