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Abstract

Air bubbles found in polar ice cores preserve a record of past atmospheric composi-
tion up to 800 kyr back in time. The composition of the bubbles is not identical to
the ancient atmosphere, as it is influenced by processes prior to trapping, within the
ice sheet itself, and during sampling and storage. Understanding of these processes
is essential for a correct interpretation of ice core gas records. In this work we focus
on transport processes in the porous firn layer prior to bubble trapping, and in situ
cosmogenic radiocarbon (14C) production in ice.

First, we present a review of firn air studies. We describe the firn air sampling
process, the relevant physical characteristics of firn, the different mechanisms of air
transport, and the effects of firn air transport on gas records.

Second, we present a characterization of the firn air transport properties of the
NEEM deep drilling site in Northern Greenland (77.45◦N 51.06◦W). The depth-
diffusivity relationship needs to be reconstructed using reference tracers of known
atmospheric history. We present a novel method of characterizing the firn transport
using ten tracers simultaneously, thus constraining the effective diffusivity better
than the commonly used single-tracer method would. A comparison between two
replicate boreholes drilled 64 m apart shows differences in measured mixing ratio
profiles that exceed the experimental error, which we attribute to lateral inhomo-
geneities in firn stratigraphy. We find evidence that diffusivity does not vanish
completely in the lock-in zone, as is commonly assumed. Six state-of-the-art firn air
transport models are tuned to the NEEM site; all models successfully reproduce the
data within a 1σ Gaussian distribution. We present the first intercomparison study
of firn air models, where we introduce diagnostic scenarios designed to probe specific
aspects of the model physics. Our results show that there are major differences in
the way the models handle advective transport, and that diffusive fractionation of
isotopes in the firn is poorly constrained by the models.

Third, we describe an empirical method to calculate the magnitude of diffusive
fractionation (DF) of isotopes in the ice core record. Our method 1) requires little
computational effort, 2) uses only commonly available ice core data, 3) does not re-
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quire knowledge of the (unknown) true atmospheric history, and 4) is arguably more
accurate than a full modeling study. The method consists of an analytical expression
for the DF in combination with a parameterization of gas age at the lock-in depth
based on five modern firn air sites. We test the accuracy and dynamic response
of our method by comparing it to a firn air transport model for two modern, well-
characterized firn air sites. We find an excellent agreement on timescales relevant
for ice core data (≥ 100 years). We apply our method to CH4, CO2 and N2O mixing
ratios found in ice cores, and find that δ13C–CH4 is the only trace gas isotopic signal
for which the diffusive correction should always be applied during transitions. We
apply the DF correction to published δ13C–CH4 records over the last glacial termi-
nation and the 8.2 kyr event. In both cases the DF correction exceeds the analytical
precision of the data during abrupt transitions. We argue that the corrected time
series are more consistent than the uncorrected ones. We show that our method has
an uncertainty of around 15% in the case thermal fractionation-corrected δ15N–N2

data is used, and around 20% when uncorrected δ15N–N2 data is used. We argue
that our empirical method is more accurate than the alternative of a full modeling
study.

Fourth, we describe in detail the development of the CIC firn air model. We
derive expressions for the air velocity in the open porosity, the bubble trapping
rate, and for the pressurization of closed bubbles due to firn compaction. We test
these equations for NEEM and South Pole, and find they predict the total air content
accurately within 3%. We give a complete mathematical description of trace gas mass
transfer in the open porosity, and its numerical implementation using the Crank-
Nicolson method. We present a new way to reconstruct the effective diffusivity profile
with depth. We show how mixing ratios in the closed porosity can be calculated,
and show how the trapping process broadens the age distribution. We find the
additional broadening due to trapping to be negligible at NEEM, because of its high
accumulation and relatively long lock-in zone. At South pole there is significant
broadening due to the lower accumulation rate and short lock-in zone.

Fifth, we combine cosmic ray scaling and production estimates with a 2-D ice
flow line model to study cosmogenic 14C production at the Taylor Glacier blue ice
area, Antarctica. We find that 1) 14C production by thermal neutron capture in
air bubbles is negligible, 2) including ice flow patterns caused by basal topography
can lead to surface 14C activities that differ by up to 25% from activities calculated
using an ablation-only approximation, which is used in all prior work, and 3) at
high ablation margin sites, solar variability modulates the strength of the dominant
spallogenic production by 10%. We introduce two methods to parameterize vertical
strain rates in modeling ice flow, and assess which method is more reliable for Taylor
Glacier. Finally, we present a sensitivity study from which we conclude that uncer-
tainties in published cosmogenic production rates are the largest source of potential
error. The results presented here can inform ongoing and future 14C and ice flow
studies at ice margin sites, including important paleoclimatic applications such as
the reconstruction of paleoatmospheric 14C content of methane.



Resumé

Luftbobler fanget i polare iskerner giver en optegnelse af fortidens atmosfæriske
sammensætning op til 800.000 år tilbage i tiden. Sammensætningen af gassen i
boblerne er ikke identisk med fortidens atmosfære, da den bliver p̊avirket af processer
forud for formationen af boblerne, i isen, og senere ved prøvetagning og opbevaring.
Forst̊aelse af disse processer er afgørende for fortolkning af iskernes gas optegnelser.
I dette studie fokusere vi p̊a transport processerne i den porøse firn før formationen
af boblerne, og in situ kosmogonisk kulstof (14C) produktion i is.

Først præsenterer vi en gennemgang af firn luft undersøgelser. Vi beskriver
prøvetagning af firn luf, de relevante fysiske egenskaber ved firn, de forskellige former
for lufttransport, og virkningerne af firn lufttransport p̊a gas optegnelser i iskerner.

For det andet, præsentere vi en karakteristik af firn lufttransport egenskaber af
NEEM dybe borested i det nordlige Grønland (77,45◦N 51,06◦W). Dybde-diffusivitet
forhold skal rekonstrueres ved hjælp af sporstoffers kendte atmosfærisk historie. Vi
præsenterer en ny metode til at karakterisere firn transport ved hjælp af ti sporstof-
fer samtidigt, og dermed bestemme den effektive diffusivitet bedre end den almin-
deligt anvendte sporing af et enkelt sporestof. En sammenligning mellem to rep-
likere boringer, boret 64 m fra hinanden, viser forskelle i m̊alt mixing-ratio profiler,
forskellen overstiger den eksperimentelle fejl, dette tilskriver vi lateral uensarteth-
eder i firn stratigrafi. Vi finder, at diffusivitet ikke forsvinde fuldstændig i lock-
in zone, som normalt antages. Seks state-of-the-art firn lufttransport modeller er
tunet til NEEM stedet; alle modeller gengive data inden for en 1σ Gauss distribu-
tion. Vi præsenterer det første sammenligningsprogrammer for undersøgelse af firn
luft-modeller, hvor vi indføre diagnostiske scenarier designet til at sonde specifikke
aspekter af den modelleret fysik. Vores resultater viser, at der er store forskelle i
den m̊ade modelleren h̊andterer advective transport, og den diffusive fraktionering
af isotoper i firn er d̊arligt bestem af modellerne.

For det tredje, beskriver vi en empirisk metode til at beregne størrelsen af diffu-
sive fraktionering (DF) af isotoper i iskerne optegnelser. Vores metode 1) kræver lille
beregningsmæssige indsats, 2) bruger tilgængelige iskerne data, 3) kræver ikke kend-
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skab til den (ukendte) sande atmosfærisk historie, og 4) er mere nøjagtig end en fuld
modellering studier. Metoden best̊ar af et analytisk udtryk for DF i kombination
med en parameterisering af gas alder ved lock-in dybden baseret p̊a fem moderne
firn luft sites. Vi tester nøjagtighed og dynamisk respons af vores metode ved at
sammenligne den med en firn lufttransport model for to moderne, velkarakteriseret
firn luft sites. Vi finder en god sammenhæng p̊a tidsskala relevante for iskernedata
(≥ 100 år). Vi anvender vores metode til CH4, CO2 og N2O blandingsforhold fundet
i iskerner, og finder, at δ13C–CH4 er den eneste sporgas isotopiske signal, hvor man er
nødt til at bruge diffusive korrektion under transitioner. Vi anvender DF korrektion
p̊a offentliggjort δ13C–CH4 optegnelser over transitionen fra sidste istid og 8200 års
begivenhed. I begge tilfælde overstiger DF korrektionen den analytiske præcision af
data under de bratte transitioner. Vi hævder, at den korrigerede tidsserier er mere
konsekvent end de ikke-korrigerede. Vi viser, at vores metode har en usikkerhed p̊a
omkring 15% i ved termiske fraktioner korrigeret δ15N–N2 data, og omkring 20%,
ved ikke-korrigerede δ15N–N2 data. Vi argumenterer for, at vores empiriske metode
er mere præcis end den alternative fuld modellering studie.

For det fjerde, en detaljeret beskrivelse af udviklingen af CIC firn luften model
bliver givet. Vi udlede udtryk for lufthastigheden i den åbne firn, boblen formatio-
nen, og for trykket i lukkede bobler p̊a grund af firn komprimering. Vi tester modellen
p̊a NEEM og South Pole, og finde den forudsige præcist det samlede luft indhold
inden for 3%. Vi giver en komplet matematisk beskrivelse af sporgas massetrans-
port i det åbne firn, og dens numeriske implementering ved hjælp af Crank-Nicolson
metoden. Vi præsenterer en ny m̊ade at rekonstruere den effektive diffusivitet profil
med dybde. Vi viser, hvordan blandingsforhold i lukket firn kan beregnes, og viser,
hvordan boble formations processen gør aldersfordeling større. Vi finder en forøgelse
p̊a grund af boble formationen er ubetydelig ved NEEM, p̊a grund af den høje akku-
mulation og lange lock-in zone. P̊a sydpol er der en betydelig forøgelse p̊a grund af
den lavere akkumulation og den korte lock-in zone.

For det femte, kombinerer vi den kosmiske str̊aling skalering og et produktion
skøn med en 2-D is-flyde model for at studere kosmiske 14C produktionen p̊a Taylor-
gletsjeren bl̊a is-omr̊adet, Antarktis. Vi finder, 1) 14C produktion af termisk neutron
capture i luftbobler er ubetydelig, 2) is-flydning for̊arsaget af basal topografi kan
føre til overflade 14C aktiviteter, der varierer med op til 25% fra aktiviteter beregnet
med en ablation-only tilnærmelse, som anvendes i alle tidligere studier, og 3) ved
høje ablation sites, sol variation ændre styrken af den dominerende produktions
mekanisme med 10%. Vi introducerer to metoder til at parametrisere lodret strain
rats i is flyde modellering, og vurdere hvilken metode er mest p̊alidelig for Taylor
Glacier. Til sidst præsenterer vi en følsomhedsanalyse, hvorfra vi konkludere, at
usikkerheder i de offentliggjorte kosmisk c produktions rater er den største kilde til
potentielle fejl kilde. De resultater, der præsenteres her, kan hjælpe igangværende og
fremtidige 14C - is flydnings studier ved isranden, herunder vigtige palæoklimatiske
applikationer, s̊asom genskabelsen af det palæoatmosfærisk indhold af 14C i metan.
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1
Introduction and Motivation

Air bubbles found in polar ice cores preserve a record of past atmospheric compo-
sition. This natural archive has been used to reconstruct the atmospheric evolution
up to 800 kyr back in time (Jouzel et al., 2007). The three major greenhouse gases,
CO2, CH4 and N2O, show variations both on the orbital timescale of glacial cycles
(Loulergue et al., 2008; Petit et al., 1999; Schilt et al., 2010a) as well as on the
millennial timescale of abrupt Dansgaard-Oeschger (DO) events (Brook et al., 1996;
Schilt et al., 2010b; Ahn et al., 2008). Greenhouse gas concentrations first of all
control the radiative surface forcing of the atmosphere; the observed synchronicity
with temperature reconstructions implying an amplifying role to climatic variations
on orbital timescales. Second of all, their atmospheric mixing ratio and isotopic
composition reflect interactions between the different parts of the climate system,
such as biosphere, ocean and atmospheric circulation. Trace gases should therefore
also be thought of as complex climatic proxies, containing valuable information on
the anatomy of past climate change.

Also non-trace gas atmospheric constituents contain valuable (climatic) infor-
mation, where attention has focused mainly, though not exclusively, on their stable
isotopic composition. For example, the deviation of δ18O–O2 from seawater (the
Dole effect) reflects the monsoon intensity (Severinghaus et al., 2009), the Kr/N2

ratio is a proxy for past mean ocean temperatures (Headly and Severinghaus, 2007),
and the evolution of δ40Ar constrains the degassing rate of 40Ar from the Earth’s
crust (Bender et al., 2008).

Much work has also been devoted to the atmospheric radiocarbon (14C) abun-
dance, in particular for CO2. Initial studies mostly focused on the potential for
radiocarbon dating of ice samples (e.g. Fireman and Norris, 1982; Andree et al.,
1984); more recently the 14C abundance of CH4 has been used for paleoclimatic re-
constructions of the (14C-free) marine clathrate contribution to the methane budget
over the last glacial termination (Petrenko et al., 2009).

The composition of air bubbles in polar ice samples is not identical to that of the
ancient atmosphere which the bubbles represent. There are a number of processes
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2 Chapter 1. Introduction and Motivation

by which the gas composition is altered. First, the air is affected by the transport
through the 40-120 m thick porous firn layer, only at the bottom of which the air
is permanently occluded in the ice. The firn layer changes the composition through
gravitational separation (Craig et al., 1988), thermal fractionation (Severinghaus
et al., 2001), smoothing through diffusion and bubble trapping (Spahni et al., 2003),
diffusive isotopic fractionation (Trudinger et al., 1997, this thesis) and molecular size
fractionation at bubble closure (Huber et al., 2006). Second, within the ice sheet or
glacier itself there is the possibility of in situ production. CO2 measurements done
on Greenland ice show anomalous concentration spikes that have been attributed
to in situ production from either organic material or carbonate reactions (Tschumi
and Stauffer, 2000; Guzman et al., 2007). Also for N2O production artifacts are
observed whenever the dust level exceeds a critical threshold; the artifacts have been
attributed to bacterial production at subfreezing temperatures (Miteva et al., 2007).
Cosmic rays produce 14C within the ice itself, mainly through fast neutron spallation
of abundant 16O atoms (Lal et al., 1990). The resulting 14C can end up as either
14CO2, 14CO or 14CH4 (Petrenko et al., 2009). Third, during post-coring storage of
ice samples, diffusion through microcracks and through the ice itself can alter the gas
composition (Kobashi et al., 2008). This effect is only relevant for small diameter
molecules, such as H2, He, O2 and Ar.

Understanding of all the effects that can alter the gas composition of an ice
core sample are essential for a correct interpretation of the data. In most cases
these effects are a nuisance, as they require a correction be made (which introduces
additional uncertainty). In several cases, however, these deviations from the atmo-
spheric signal provide additional information that can be interpreted as a (climate)
proxy. Thermal fractionation signals in δ15N–N2 and δ40Ar are now routinely used
to estimate the magnitude of temperature variations over Greenland (Severinghaus
and Brook, 1999); the magnitude of the close-off fractionation δO2/N2 has been
interpreted as a local summer insolation proxy, allowing orbital tuning of ice core
chronologies (Bender, 2002; Kawamura et al., 2007); it situ cosmogenic 14C can be
used to estimate past accumulation rates in ice cores, and ablation rates at margin
sites and blue-ice areas (Lal et al., 1990, 2000).

In this thesis we will investigate some of the effects that influence the gas com-
position in polar ice and firn samples in detail. In chapter 2 we present a review
of gas transport in the porous firn layer, and all the different processes that affect
the gas composition in ice cores. Chapter 3 presents a characterisation of the firn
air transport at the NEEM deep drilling site in Northern Greenland, as well as the
first intercomparison study of firn air models. Chapter 4 investigates in detail the
mechanism of diffusive isotopic fractionation in the firn, which has received little
attention in the literature so far. In chapter 5 we describe the development of a
new 1-D numerical firn air transport model, the CIC model. Finally in chapter 6
we describe the effect of in situ cosmogenic 14C production on gas records from the
Taylor Glacier blue-ice area in Antarctica.
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2
Overview of firn air studies

C. Buizert1

2.1 Introduction

Firn is the intermediate stage between snow and glacial ice, which constitutes the up-
per 40–120 m of the accumulation zone of ice sheets. Within the firn a vast network
of interconnected pores exists, which exchanges air with the overlying atmosphere.
At the bottom of the firn column, air is permanently trapped within the ice matrix,
storing an atmospheric sample from the time of pore closure. In this way air bubbles
in glacial ice have been used to reconstruct changes in atmospheric composition up
to 800 kyr back in time (Loulergue et al., 2008; Lüthi et al., 2008; Petit et al., 1999).

If one thinks of glacial ice as a flask for storing samples of ancient atmosphere,
then the firn is the valve that gradually closes the flask. But far from an ideal valve,
the firn alters the composition of air as it travels downwards, through e.g. gravita-
tional separation (Craig et al., 1988; Schwander, 1989), diffusive smoothing (Spahni
et al., 2003) and thermal fractionation (Severinghaus et al., 2001). An understanding
of firn air transport processes is therefore essential for interpretation of ice core gas
records. Continued exchange with the atmosphere furthermore keeps firn air at the
firn-ice transition younger than the surrounding ice, resulting in an age difference age
between glacial ice and the air bubbles it contains (Schwander and Stauffer, 1984).

The firn itself also acts as an archive of old air, preserving a continuous record
of atmospheric composition up to a century back in time (Kaspers et al., 2004).
Sampling of firn air allows to reconstruct the recent atmospheric history of many
trace gas species and their isotopic composition.

1This is an invited chapter, to be published as section 19.25 in the Encyclopedia of Quaternary
Sciences, 2nd edition; Editor-in-chief: S.A. Elias; Elsevier Science.
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2.2 Firn air sampling

2.2.1 Firn air sampling device

The primary means of studying firn transport is by sampling of firn air (Schwander
et al., 1993). The principle is illustrated in Fig. 2.1a. The firn air sampling device
(FASD) is lowered into a borehole drilled to the desired sampling depth. By inflat-
ing the bladder, firn air is isolated from the overlying atmosphere. The borehole
is then purged from contamination by pumping on the purge- and sampling lines.
CO2 mixing ratios are monitored on the air flow to assess whether the hole has been
sufficiently purged. A baffle plate (Fig. 2.1b) is often used to separate the purge-
and sampling lines. The purge flow has a higher risk of being contaminated by air

Bladder inflation
Sampling line
Purge lineSnow surface

Firn

Rubber bladder
3-5 m long

Baffle plates
Purge inlet

Sampling inlet

a)

b) Sampling 
inlet

Purge
inlet

Figure 2.1: a) The principle of firn air sampling (not to scale). The FASD is suspended in the
borehole from a steel cable. b) Sampling head of the University of Bern FASD. Photograph courtesy
of Jakob Schwander.
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Figure 2.2: Firn air sampling at NEEM, Northern Greenland, July 2009. Vasilli Petrenko with
the University of Copenhagen shallow electro-mechanical drill (3 inch core) and the CSIRO FASD
bladder assembly. Photograph courtesy of Anne Solgaard.

leaking past the bladder, and is discarded. Air from the sampling line is collected in
flasks, which are shipped to the laboratory for analysis.

In the deep firn, density layering causes air to flow preferentially in the horizon-
tal plane during sampling. Sturrock et al. (2002) observed that the mixing ratios of
CH4, CO2, N2O, H2 and CO do not change systematically with time or air volume
extracted during sampling at each level. They interpret this as evidence that the
air from each sampling depth originates from a narrow horizontal firn layer, rather
than from regions significantly above or below the FASD inlet. In shallow strata with
higher permeability, the collection region is presumably closer to a sphere or ellipsoid.

At several sites, air sampled from the deepest firn strata was found to be slightly
depleted in heavy gases and isotopologues such as δKr/N2, δXe/N2, δ15N2 and δ40Ar
(Severinghaus and Battle, 2006). The authors interpret this as a mass-dependent
collection artifact caused by the large pressure gradients that the sampling procedure
induces in these low permeability layers.
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2.2.2 Overview of firn sampling sites

Firn air has been sampled from sites on both hemispheres, covering a wide range
of climatic conditions. Table 2.1 gives an overview of sampling sites. The Law
Dome DE08-2 site is characterised by a very high accumulation rate, which allows
for reconstructing atmospheric variations with high temporal resolution. At sites on
the Antarctic plateau (Dome C, Dome Fuji, Megadunes, Vostok), on the other hand,
the oldest air can be found.

2.3 Physical firn structure and transport properties

2.3.1 Firn density and porosity

Polar firn is a porous medium that is densified gradually under the weight of overlying
precipitation, until its density ρ approaches the pure ice density ρice of around 920
kg m−3. The interstitial space between ice crystals is referred to as the porosity s,
which is defined as the volume fraction not occupied by ice, or s = 1− ρ/ρice. It can
be divided into open (sop) and closed (scl) porosity; the former refers to pores that
are still connected to the overlying atmosphere, whereas the latter refers to pores
that have already been closed-off. Owing to firn densification the porosity decreases
with depth, and air is gradually occluded in bubbles. At Siple station, Schwander
and Stauffer (1984) found that 80% of the bubble volume is formed in the density
range 795 < ρ < 830 kg m−3. The average density (ρco) at which the bubbles are
closed-off is found in this interval. This mean close-off density was found to be
independent of accumulation rate, and is mostly a function of the site temperature
(Martinerie et al., 1992, 1994):

ρco =

(
1

ρice
+ 6.95 · 10−7T − 4.3 · 10−5

)−1

(2.1)

where T is the mean annual site temperature in K. The mean close-off density in Eq.
(2.1) was determined by total air content measurements in mature ice. It is defined
through the porosity which, at the atmospheric pressure of the site, matches the
measured air content. Apart from temperature, the close-off density (and thereby
the total air content) is also influenced by wind strength (Martinerie et al., 1994)
and insolation (Raynaud et al., 2007).

A second useful definition is the full close-off depth zcod (with corresponding
ρcod), which is the depth where all air is occluded (sop = 0). The full close-off is
deeper than the mean close-off depth of Eq. (2.1). The deepest point at which firn
air can be sampled in the field is around zcod.

Several scl parameterizations exist. Schwander (1989) gives the following em-
pirical relation based on measurements of bubble volume in ice samples from Siple
station, Antarctica:
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Figure 2.3: Firn characteristics at NEEM. a) Firn density and porosity using the parameterizations
of Schwander (1989) (solid line) and Goujon et al. (2003) (dashed line). b) Downward velocity of
firn layers (wice) and of air in the open porosity wair) calculated using Eq. (2.4). c) Zonal division
based on gravitational enrichment of δ15N-N2. Data are corrected for thermal fractionation.

scl =

{
s exp [75(ρ/ρcod − 1)] for ρ ≤ ρcod

s for ρ > ρcod
(2.2)

It must be noted that measurements of bubble volume tend to underestimate closed
porosity, as pores can be re-opened by sample cutting. (Severinghaus and Battle,
2006) adapted Eq. (2.2) for Summit, Greenland, to have a more gradual close-off.

An alternative parameterization is given by Goujon et al. (2003), based on density
and total air content measurements from three Greenland and Antarctic sites:

scl = 0.37s

(
s

sco

)
−7.6 (2.3)

where sco is the mean close-off porosity sco = 1−ρco/ρice. Equation (2.3) is designed
to be consistent with Eq. (2.1), and indicates that 37 % of the porosity is closed for
ρco. Both parameterizations are shown in Figure 2.3a.
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2.3.2 Open porosity air flow and transport properties

In the firn-ice transition air bubbles are trapped and advected downwards with the
ice. Conservation of mass demands an air flow in the open pores to replace the air
thus removed. Assuming the firn to be in steady state with respect to accumulation
and densification, the downward velocity of air in the open pores can be derived from
the porosity ratio and mass conservation (Buizert et al., 2011):

wair =
Aρice

s∗opp0

(
scl(zCOD)pcl(zCOD)

ρCOD
− scl(z)pcl(z)

ρ(z)

)
(2.4)

where A is the accumulation rate in m yr−1 ice equivalent, s∗op the effective open
porosity s∗op = sop exp(Mairgz/RT ), p0 the barometric pressure, pcl(z) the enhanced
pressure in closed bubbles due to firn compaction, Mair the molar mass of air in
kg mol−1, g the gravitational acceleration and R the molar gas constant. The re-
sult is plotted in Figure 2.3b, together with the downward velocity of the ice layers
wice = Aρice/ρ. The ice layers descend faster than the air does; i.e. the air in the
open porosity is moving upwards relative to the ice matrix. This back flow is due to
compression of open pores by the firn densification process (Rommelaere et al., 1997).

Pore geometry and connectivity dictate the firn air transport properties. Gas
diffusivity and permeability in firn samples have been determined using direct mea-
surements (Albert et al., 2000; Fabre et al., 2000; Schwander et al., 1988), and by
modeling of gas transport in reconstructed pore geometries (Courville et al., 2011;
Freitag et al., 2002). However, gas diffusivities determined on individual firn samples
do not represent the transport properties of the firn as a whole (Fabre et al., 2000),
showing that the lateral dimensions of the diffusive path exceed that of a typical firn
sample.

2.3.3 Density layering

Polar firn is a layered medium that exhibits large density variations around the mean
caused by seasonal changes in climatic conditions and precipitation density, as well
as wind and insolation features that are preserved in the densification process. As
high-density layers reach the close-off density first, they can form impermeable layers
that inhibit vertical gas transport (Martinerie et al., 1992). Such sealing layers are
often invoked to explain the presence of a non-diffusive zone, or lock-in zone (LIZ)
just above the bubble close-off depth (Battle et al., 1996; Landais et al., 2006). Firn
air can be pumped from the LIZ, meaning a large (laterally) connected open porosity
still exists in the low density layers.

The high density sealing layers have been linked to winter precipitation through
measurements of water stable isotopes (Martinerie et al., 1992). Recent studies of
firn microstructure indicate a density cross-over around 600-650 kg m−3, suggesting
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that high density LIZ layers originate as low density layers at the surface (Freitag
et al., 2004). Boreholes separated by as little as 65 m were found to have differ-
ent firn air transport properties caused by lateral variability in the firn stratigraphy
(Buizert et al., 2011).

Although the dense layers impede vertical transport, they do not completely seal
off the air below. The air content implied by such fully sealing layers is incompatible
with measurements in mature ice. Furthermore, at many sites firn air transport
models require finite gas diffusivity in the LIZ to reproduce the measured mixing
ratios of trace gases (Severinghaus et al., 2010; Witrant et al., 2011). The back flow
of air due to pore compression can be facilitated by (micro) cracks and channels in
the dense layers.

2.4 Trace gas transport in the firn

2.4.1 Zonal description of transport

The firn column is commonly divided into three zones, based on the gravitational
isotopic enrichment of molecular nitrogen with depth (Sowers et al., 1992). The
zones correspond to different modes of firn air transport, as depicted in Fig. 2.3c.
The convective zone (CZ) refers to the upper few meters of the firn column which are
vigorously ventilated. The air in the CZ is essentially of current atmospheric com-
position, and consequently it has the same δ15N-N2 as the atmosphere (which is zero
by definition). Below the CZ we find the diffusive zone (DZ), where mass transfer
is dominated by molecular diffusion. In diffusive equilibrium gravitational separa-
tion gives enrichment in heavy isotopes with depth, as is evident from the presented
δ15N-N2 measurements. The lock-in depth is defined as the depth at which gravita-
tional enrichment stops. Continued pore compaction leads to a decreasing effective
diffusivity with depth; the lock-in depth corresponds to the point where diffusivity
becomes effectively zero. At this depth the air gets isolated from the atmosphere,
and therefore the lock-in depth determines the age in mature ice. Below the lock-in
depth we find the lock-in zone (LIZ), or non-diffusive zone, where advection with the
ice matrix dominates the transport. Since advection does not discriminate between
isotopologues, gravitational separation does not occur in the LIZ. The existence of
the LIZ has been linked to the formation of high density sealing layers that inhibit
vertical diffusion (section 2.3.3).

2.4.2 Overview of mass transfer mechanisms

2.4.2.1 Diffusion

Spatial variations in gas concentration or partial pressure lead to isobaric mass trans-
fer along the gradient, from regions of higher to lower concentration. In porous
media, such as polar firn or unsaturated soil, two types of diffusion should be con-
sidered. Knudsen diffusion occurs when the pore diameter is sufficiently small, or
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pressure sufficiently low, and molecules collide predominately with the walls rather
than with other gas molecules. The second type is molecular diffusion, which rep-
resents the opposite regime of predominantly inter-molecular collisions. In polar
firn the molecular free mean path of λ ∼100 nm is about four orders of magnitude
smaller than typical pore sizes of ∼1 mm (Freitag et al., 2004; Kipfstuhl et al., 2009).
Consequently, firn air diffusion is of the molecular type. In soils, particle and pore
sizes are generally much smaller and Knudsen diffusion cannot always be neglected.
Fick’s law is commonly used to describe molecular diffusion in firn. The validity of
this approach has been questioned in the case of soil diffusion (Thorstenson and Pol-
lock, 1989), in particular for studies of soil respiration (Freijer and Leffelaar, 1996).
When modeling trace gas transport Fick’s law provides a good approximation; it is
not suited to describe transport of main components of air such as O2.

The effective diffusivity of gas X in the open porosity is given by (Dullien, 1975):

DX = sop
D0
X

τ
= sopγX

D0
CO2

τ
(2.5)

where D0
X is the free-air molecular diffusion coefficient for gas X at the pressure and

temperature of the site, τ is the tortuosity of the pore geometry and γX = DX/DCO2

is the diffusivity of gas X relative to that of CO2. Recommended values for γX , as
well as a review of D0

X measurements and their temperature dependence are given in
Appendix A. Although parameterizations of τ as a function of sop do exist (Schwan-
der et al., 1988), diffusivities measured on firn samples do not represent the diffusive
behaviour of the entire firn (Fabre et al., 2000). Best results are obtained when τ(z) is
reconstructed site-specifically using measurements of reference tracers (section 2.5.1).

Diffusive transport leads to a separation of the gas mixture by gravity, resulting
in a gradual enrichment in both heavy molecules and isotopologues with depth. In
diffusive equilibrium the enrichment relative to the atmosphere is given in delta
notation by:

δgrav =

[
exp

(
gz∆M

RT

)
− 1

]
· 103h ∼=

gz∆M

RT
· 103h (2.6)

where ∆M can be the molar mass deviation from air in kg mol−1 (∆M =
MX − Mair), or the mass difference between two isotopologues when considering
isotopic enrichment. Macroscopic transport processes, such as convection and ad-
vection, can locally drive the air column out of diffusive equilibrium, reducing the
gravitational separation below the equilibrium slope given by Eq. (2.6).

Temperature gradients in the firn also lead to diffusive separation of the gas
mixture. Thermal diffusion results in seasonal isotope fractionation in the firn in
response to the annual temperature cycle (Severinghaus et al., 2001; Weiler et al.,
2009), as well as isotope excursions in the ice core record during abrupt climate
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Figure 2.4: Thermal fractionation by seasonal temperature gradients in the upper firn. Data are
from Severinghaus et al. (2001); temperature measurements and firn air sampling were both done
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changes (section 2.6.2). Thermal diffusion can be described as the tendency of heav-
ier molecules to preferentially diffuse towards colder regions. This is illustrated in
Figure 2.4 for firn air sampled at Siple Dome, Antarctica. The seasonal temperature
minimum around 5 m depth leads to a local enrichment in heavy isotopologues of
N2 and Ar.

2.4.2.2 Convection

In the firn air literature convection is used as a generic term for processes that ven-
tilate the upper firn, such as wind pumping (Colbeck, 1989), pressure variations due
to seasonality and synoptic scale weather systems (Waddington and Cunningham,
1996), and convective flow driven by (seasonal) temperature gradients. Ventilation
affects ice core and firn gas records, as well as post-depositional processes of volatile
chemical species. The CZ is typically 1-15 m deep (Kawamura et al., 2006; Landais
et al., 2006); an unusually thick CZ of 23 m was observed at the Megadunes site
in central Antarctica, caused by a combination of strong winds and an accumula-
tion hiatus giving rise to deep vertical cracks that act as conduits for air exchange
(Severinghaus et al., 2010). CZ thicknesses are listed in Table 2.1. Typically, deep
convective zones are found at sites with low accumulation rates (e.g. Vostok) or
high wind speeds (e.g. YM85). A clear negative correlation between accumulation
rate and estimated CZ thickness was found along the EPICA Dome C deep ice core
(Dreyfus et al., 2010).
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The CZ thickness can be determined empirically using the barometric line fitting
method (Bender et al., 1994), in which the barometric slope is fit to isotopic data
in the lower DZ, where the gravitational separation is undisturbed by temperature
gradients and ventilation. The intercept with the depth-axis gives the CZ thickness,
as shown in Figures 2.3c and 2.4.

In numerical modeling of firn air transport, convection can be included in several
ways. The most rudimentary way is to use the bottom of the CZ as the upper
boundary, and assume the air above to be of atmospheric composition. A more
advanced approach is to include an eddy diffusion term that equally affects all gases
and isotopologues (Kawamura et al., 2006):

Deddy(z) = D0
eddy exp

(
− z

H

)
(2.7)

where D0
eddy is the eddy diffusivity at the surface and H is a characteristic depth

scale. The eddy diffusion terms prevents gravitational separation by overwhelming
molecular diffusion.

2.4.2.3 Advection

The bulk motion of air in the open porosity (section 2.3.2) gives rise to downward
advective mass transfer of trace gases. Firn air models deal with advection in different
ways. It can be included by dividing the firn column into boxes of equal air content,
and shuffling them downwards after a given time interval has elapsed (Schwander
et al., 1993). An advantage of this approach is that it minimizes numerical diffusion
artifacts. Alternatively, advection can be included as a continuous flux using a
calculated air velocity in the open pores (Rommelaere et al., 1997; Sugawara et al.,
2003). A third approach is to work in a Lagrangian reference frame that moves
downwards with descending ice layers (Trudinger et al., 1997). It must be noted
that this approach overestimates the advective transport, unless the backflow due to
pore compaction is explicitly taken into account.

2.4.2.4 Dispersive mixing

Equation (2.4) describes the average air velocity; in reality a non-uniform velocity
distribution exists between air expelled upwards by pore compaction, and air in
isolated pockets which is advected downwards at the velocity of descending ice layers.
Furthermore, atmospheric pressure variations and firn densification induce pressure
gradients in the firn, which force viscous air flow. All these macroscopic flow patterns
lead to dispersive mixing throughout the firn column, although it is overwhelmed
by molecular diffusion in the DZ. Soil air studies have shown that viscous flow from
atmospheric pressure fluctuations can induce mixing down to tens of meters, and
that the dispersive flux can exceed the diffusive one (Massmann and Farrier, 1992).
Firn air models do not explicitly include these flow patterns, and dispersive mixing
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Figure 2.5: a) Tuning procedure for transport modeling. Dashed lines show model solutions using
the diffusivity parameterization of Schwander et al. (1988); solid lines show the optimized fit using
CO2 as a reference tracer. The northern hemisphere CO2 seasonal cycle is clearly visible in the
upper firn at NEEM. b) CO2 age distributions for selected depths at South Pole. c) Comparison
of NEEM and South Pole age distributions at the close-off depth (78 and 122 m, respectively). Top
bars show the 95% age interval and mean CO2 age.

is mostly neglected. Some studies include dispersion phenomenologically through
an eddy diffusion term in the deepest firn (Buizert et al., 2011; Severinghaus et al.,
2010).



2.5. Dating of firn air and reconstructing recent atmospheric
composition 17

2.5 Dating of firn air and reconstructing recent atmo-
spheric composition

2.5.1 Reconstructing the effective diffusivity

Numerical firn air transport models are essential for dating and interpretation of firn
air records. The largest uncertainty in the transport description is how the effective
diffusivity of gases changes with depth (Eq. 2.5). Best results are obtained when the
diffusivity profile is reconstructed through an inverse method (Rommelaere et al.,
1997; Trudinger et al., 1997). The method consists of forcing a firn air model with a
reference tracer of know atmospheric history (usually CO2 or CH4), and optimizing
the fit to the measurements through adjusting the diffusivity profile. The procedure
is illustrated in Figure 2.5a for South Pole (SPO) and NEEM. The dashed line shows
the modeled CO2 mixing ratio using the tortuosity parameterization of (Schwander
et al., 1988). The solid lines show the fit to the data after the optimization procedure.

Several studies have used multiple reference tracers simultaneously to improve
the diffusivity reconstruction (Buizert et al., 2011; Trudinger et al., 2002).

2.5.2 Age distribution

Firn air does not have a single age, but is a mixture of air with different ages. Figure
2.5b shows for SPO how the CO2 age distribution G(z, t) progresses with depth. The
mean age Γ(z) of the gas mixture (first moment of the distribution) increases with
depth, as the gases need time to be transported into the firn. Diffusion broadens
the distribution with depth. Figure 2.5c compares age distributions at the bottom
of the firn column for NEEM and SPO. The latter has a longer firn column and low
accumulation rate, resulting in older air at the bottom of the firn as well as a wider
distribution.

The gas age distribution, which is different for each gas, provides a complete
description of the firn transport properties. Age distributions can be calculated by
forcing a numerical firn air transport model at the atmospheric boundary with a
rectangular pulse of short duration. Alternatively, they have been inferred exper-
imentally by measuring the spread of the ∆14C-CO2 “bomb spike” caused by at-
mospheric testing of thermonuclear weapons, which peaks in the early to mid 1960s
(Levchenko et al., 1996).

The gradual nature of the trapping process further broadens the age distribution.
Air bubbles found at a single depth have not all been formed at the same time, and
represent a mixture of ages. Within the LIZ, where the majority of bubbles form,
gas diffusivities are small and air in the open pores is advected downwards at nearly
the same velocity as the ice (Figure 2.3b). Consequently the broadening due to
trapping is small compared to the diffusive broadening described above (Blunier and
Schwander, 2000).
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2.5.3 Firn air dating with δ18O of CO2

An alternative firn air dating method based on the isotopic composition of CO2 has
been presented by Clark et al. (2007). Atmospheric δ18O-CO2 is relatively stable
over time (Allison and Francey, 2007). Within the firn, atomic oxygen exchange
with water molecules gradually alters the oxygen isotopic composition of CO2, until
equilibrium with the strongly depleted δ18O of glacial ice is reached (Siegenthaler
et al., 1988). This principle is illustrated in Figure 2.6 for SPO firn.

Depending on the site temperature, the time required for the magnitude of the
exchange to reach half its final magnitude (t1/2) ranges from tens to hundreds of years
depending on temperature (Assonov et al., 2005). Knowing the rate of O-exchange,
the amount of time the CO2 has been in contact with the ice (i.e. the age) can be
calculated. The main advantage of the technique is its applicability to warm sites
with summer melt layers that complicate conventional dating. The drawback is that
t1/2 and the equilibrium fractionation must be well known. Clark et al. (2007) solve
this issue by using the ∆14C-CO2 signal, which peaks around 1963, as an absolute
age marker to calibrate t1/2.
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2.5.4 Reconstructing recent atmospheric composition

The firn air itself preserves a continuous record of atmospheric composition which
can be sampled to reconstruct trace gas mixing ratios and isotopes for the recent
atmosphere. Each firn air sample represents a mixture of gas ages, and consequently
mixing ratios measured in the firn cannot be directly mapped onto a timescale.

Once the firn air transport is well characterized using reference tracers, the for-
ward diffusive problem is well described by the modeled age distribution alone. Sub-
sequently the most probable atmospheric history of a trace gas of interest can be
reconstructed from firn air measurements through an inverse method (Rommelaere
et al., 1997; Sugawara et al., 2003; Trudinger et al., 2002). For a more rudimentary
dating, mixing ratios of a trace gas of interest can also be directly compared to ref-
erence gas measurements at identical sampling depths (Montzka et al., 2004).

Firn air has thus been used to reconstruct the recent atmospheric mixing ratios
and/or isotopic composition of e.g. carbon dioxide (e.g. Etheridge et al., 1996),
methane (e.g. Bräunlich et al., 2001), ethane (Aydin et al., 2011), nitrous oxide (e.g.
Ishijima et al., 2007), carbon monoxide (Assonov et al., 2007), several halocarbons
(e.g. Butler et al., 1999; Sturges et al., 2001a) and carbonyl sulfide (e.g. Sturges
et al., 2001b).

2.6 Effects of firn air transport on ice core and firn gas
records

The firn layer complicates the interpretation of ice core records, as it alters the
atmospheric composition prior to bubble closure. At the same time the peculiarities
of firn air transport give rise to additional signals which can be used for dating
and climate reconstruction. In this section we discuss the consequences of firn air
transport for the interpretation of ice core and firn air records.

2.6.1 Delta age and gravitational fractionation

Continued exchange with the atmosphere keeps firn air at the lock-in depth younger
than the surrounding ice, resulting in an age difference ∆age between glacial ice and
the air bubbles it contains (Schwander and Stauffer, 1984). This is arguably the
most important artifact of the firn layer. Accurate ∆age estimates are pivotal in
investigating the relative timing of abrupt changes in temperature and greenhouse
gas concentrations (Barnola et al., 1991; Fischer et al., 1999), inter-hemispheric syn-
chronization of ice core records (Blunier and Brook, 2001; Morgan et al., 2002) and
deriving consistent ice core timescales (Lemieux-Dudon et al., 2010). Figure 2.7
shows age estimates as a function of accumulation rate and temperature, assuming
stationary conditions. The figure also indicates modern day conditions of several firn
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Figure 2.7: Contour plot of age estimates as a function of temperature and inverse accumulation rate
(i.e. the number of annual layers per meter ice). Indicated are modern day conditions of several ice
coring sites. Density profiles were calculated using the steady state Herron-Langway model (Herron
and Langway, 1980). Following Blunier and Schwander (2000), we assume gas lock-in at a density
of 14 kg m−3 below the mean close-off density of Eq. (2.1). The age of the air was parameterized
following Schwander et al. (1997).

sampling and ice coring sites.

The ∆age is fixed at the lock-in depth, where gas diffusion effectively ceases and
the stagnant air is advected downwards with the ice. The modern day ∆age can
be estimated with an accuracy of a few years for sites that are well characterized
using reference tracers; the largest uncertainty being the fraction of bubbles formed
above the lock-in depth. To estimate ∆age back in time, a combination of several
methods can be used. First, past changes in lock-in depth can be estimated from
accumulation and temperature variations, using firn densification models (Barnola
et al., 1991; Goujon et al., 2003). Second, climatic changes recorded in both the gas
record and in precipitation stable isotopes allow determination of ∆depth (Figure
2.8), which in turn constrains ∆age (Caillon et al., 2001, 2003; Severinghaus et al.,
1998). Third, records of e.g. CH4 or δ18O-O2 from other, well dated ice cores, can be
used for synchronization of chronologies (Capron et al., 2010; Loulergue et al., 2007).

The lock-in depth calculated by densification models can be compared to mea-
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surements of the gravitational enrichment in δ15N-N2, which records the diffusive
column length. Note that the diffusive column length does not directly give the
lock-in depth, as the thickness of the CZ is unknown. Models predict a deeper lock-
in depth during colder glacial conditions, implying a larger δ15N-N2. This is indeed
observed in Greenland ice cores (Schwander et al., 1997). Antarctic ice cores (with
the exception of the coastal Byrd site) show a pronounced model-data mismatch
with lower δ15N-N2 (i.e. shorter diffusive column) during glacial conditions (Landais
et al., 2006). An increased CZ thickness is often invoked to explain the mismatch,
where the Megadunes site, with an unusually thick convective zone of > 23 m, could
provide a modern analog for central Antarctic glacial conditions (Severinghaus et al.,
2010).

Measurements of gravitational enrichment in δ15N-N2 are also used to correct
gas records for the effect of gravity.

2.6.2 Thermal fractionation and gas thermometry

Thermal diffusion causes isotopic fractionation in the presence of temperature gra-
dients (section 2.4.2.1). Seasonal temperature variations and the associated isotope
effect occur only in the upper firn (Figure 2.4). They could potentially affect the
deep firn (and thereby the ice core record) through seasonality in transport prop-
erties, such as convective mixing and temperature dependent diffusion coefficients.
No evidence for such rectifier effects was found (Severinghaus et al., 2001); seasonal
thermal fractionation should have little or no impact on the ice core record.

Climate-induced changes in mean annual surface temperature, on the other hand,
can cause isotopic signals in the ice core record if the temperature change is suffi-
ciently large and rapid. This principle is illustrated in Fig 2.8 for the GISP2 core in
central Greenland. Abrupt warming events during the last deglaciation are accom-
panied by positive δ15N and δ40Ar excursions as the deep, colder firn gets enriched
in heavy isotopes relative to the warmer surface. As the temperature sensitivity
of δ15N and δ40Ar/4 is different, the signals can be used in combination to infer
the amplitude of the temperature change (Landais et al., 2004; Leuenberger et al.,
1999; Severinghaus and Brook, 1999). The excursions furthermore provide clear time
markers in the gas record that can be used to determine ∆age more accurately than
densification models allow. The method does not work well for Antarctica where
temperature changes are more gradual.

2.6.3 Molecular size fractionation at close-off

Within the LIZ a systematic enrichment is observed for gas species with a small
molecular diameter, such as He, Ar, Ne and O2 (Huber et al., 2006; Severinghaus and
Battle, 2006). This has been explained by the preferential exclusion of these species
from closing bubbles, causing them to accumulate in the open porosity. Closed bub-
bles are pressurized through continued firn compaction, which increases gas partial
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Figure 2.8: GISP2 oxygen isotopes of precipitation with 200-yr running average (upper curve,
left axis) and transient thermal fractionation signals in N2 and Ar caused by rapid warming over
Greenland (lower data, right axis). Data from (Severinghaus et al., 1998) and (Severinghaus and
Brook, 1999). The depth difference between the observed warming in the ice and gas records
constrains ∆age.

pressures in the bubbles relative to the open porosity. This gradient drives selec-
tive permeation of gas through the ice lattice. Huber et al. (2006) find a strong
dependence of the fractionation magnitude on the collision diameter of the molecule,
suggesting a critical size of 3.6 Å. Recently Battle et al. (2011) reported that the O2

excluded from the closing bubbles is isotopically depleted in δ18O-O2, showing the
permeation through the ice lattice to be mass dependent. The mechanisms causing
close-off fractionation are similar to those responsible for post-coring gas loss during
ice sample storage (Bender et al., 1995).

The close-off fractionation is shown in Figure 2.9 for SPO firn. The enrichment
is strongest in the LIZ where the vast majority of bubbles are occluded, and the
low effective diffusivity prevents diffusion of the signal. Note that a gradient exists
in the DZ, indicative of an upward diffusive gas flux. Hereby some O2 (Ne) is lost
to the atmosphere, leading to a correspondingly depleted δO2/N2 (δNe/N2) in gas
bubbles.

It has been found that δO2/N2 can be used as a local summer insolation proxy,
allowing orbital tuning of ice core chronologies (Bender, 2002; Kawamura et al.,
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Figure 2.9: Molecular size fractionation during bubble close-off, data and model output are from
Severinghaus and Battle (2006). a) Enrichment in O2 and Ne vs. N2, expressed in delta notation
using the modern atmosphere as the reference. Data are corrected for the effect of gravity. Note
the slope in the DZ, indicative of a diffusive upward flux. b) After δO2/N2 has been corrected for
the atmospheric trend (mostly due to anthropogenic influence), there is a linear relation between
δNe/N2 and δO2/N2, indicating their preferential expulsion from closing bubbles occurs with a
constant ratio.

2007). This is thought to be controlled by a chain of events. Summer insolation
influences physical properties of surface ice grains, which in time will determine
physical properties of deep firn strata after densification and metamorphism. Ben-
der (2002) suggested that physical properties of grains near the firn-ice transition
directly influence the magnitude of the O2/N2 fractionation. More recently, Fujita
et al. (2009) proposed a model in which deep firn air transport is modulated, thus
controlling the amount of O2 lost to the atmosphere. Note that, though measured
in the gas phase, δO2/N2 dating constrains the ice age and not the gas age.



24 Chapter 2. Overview of firn air studies

LIZ
DZ

−0.15 −0.1 −0.05 0

70

60

50

40

30

20

10

0

ε
DF

 / δ13CO
2
 (‰)

D
ep

th
 (

m
)

 

 
CIC
CSIRO
INSTAAR
LGGE−GIPSA
OSU
SIO
Equation (8)

Figure 2.10: Isotopic diffusive fractionation in the NEEM firn for a hypothetical atmospheric CO2

scenario. See Buizert et al. (2011) for details and model acronyms.

2.6.4 Isotopic diffusive fractionation

A secular variation in the atmospheric mixing ratio of a gas species results in isotopic
fractionation in the firn, even in the absence of a changing atmospheric isotopic com-
position (Trudinger et al., 1997). As an example, consider a rise in atmospheric CO2.
The lighter 12CO2 isotopologue diffuses faster into the firn than 13CO2, giving rise to
isotopic depletion with depth. This diffusive fractionation εDF can be approximated
by

εDF =

{
k
C

(
Di
Dj
− 1
)

Γ(z) for z ≤ zlid

εDF(zlid) for z > zlid

(2.8)

where C is the atmospheric mixing ratio (ppm), k the rate of increase (ppm yr−1),
Di (Dj) the diffusion coefficient of the minor (major) isotopologue, Γ(z) the mean
gas age (yr), and zlid the lock-in depth.

Figure 2.10 shows the diffusive fractionation calculated with Eq. (2.8) and six nu-
merical firn air models for a hypothetical exponential CO2 increase of k/C = 2.5·10−3

(equivalent to k = 1 ppm yr−1 at C = 400 ppm), while keeping δ13CO2 fixed at 0
h. Within the DZ, the profiles agree well. Within the LIZ the model solutions
diverge, as the models use different parameterizations of LIZ transport. More work
is needed to elucidate the nature of LIZ transport, and thereby the true magnitude
of the diffusive fractionation.
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Firn air and ice core records need to be corrected for the effect of diffusive frac-
tionation, although often the effect will be small. Some corrections for the recent an-
thropogenic increase found in literature are 0.1 hfor δ13CO2 at Law Dome (Francey
et al., 1999) and 1.2 hfor δ13CH4 at WAIS-Divide (Mischler et al., 2009). The ef-
fect is larger for CH4 as the relative mass difference between the isotopologues, and
thereby the ratio of diffusivities, is larger.

2.6.5 Smoothing by diffusion and bubble trapping

The firn causes smoothing of the atmospheric signal, limiting the temporal resolu-
tion at which atmospheric variations are recorded in the ice. One can think of the
firn as a low-pass filter to the atmospheric signal; high frequency variations, such as
the annual cycles of trace gases, are not preserved. Spahni et al. (2003) studied the
attenuation of the rapid CH4 excursion associated with the 8.2 kyr event, and found
it to be attenuated by about 13% in the GRIP core, and 44% in the EPICA Dome
C core. The low accumulation rate and deeper lock-in depth at the latter site are
responsible for the stronger attenuation.

By taking the Fourier transform of the age distribution, we can evaluate how
atmospheric variations at different time scales are attenuated by the firn column
(Figure 2.11). As the bubble trapping occurs predominately throughout the LIZ,
the age distribution halfway the LIZ is taken as a measure of the signal recorded
in the air bubbles. Additional smoothing by the trapping process is not accounted
for. Atmospheric variations on time scales of several hundreds of years or longer are
recorded with their full amplitude; variations faster than ∼50 years are attenuated
so strongly they cannot be observed within the measurement noise. Variations at
intermediate time scales (such as the aforementioned 8.2 kyr event) are recorded with
reduced amplitude. In theory, the true atmospheric history could be reconstructed
from high resolution records with deconvolution techniques also used for water stable
isotope records (Johnsen, 1977).

2.7 Summary

Firn air studies are important for interpretation of ice core gas records and recon-
structing recent atmospheric variations. Following δ15N-N2 gravitational enrichment,
the firn column is divided in the convective, diffusive and lock-in zones, where gas
transport is dominated by surface ventilation, diffusion and advection, respectively.
Transport properties are determined by pore geometry and connectivity, as well as
density layering. Diffusivity measurements on finite samples do not represent the
entire firn, and diffusivity needs to be reconstructed using reference tracers. Grav-
itational separation, ∆age, diffusive smoothing and diffusive isotopic fractionation
are firn effects that need to be considered when interpreting ice core records. Ther-
mal fractionation and close-off fractionation give rise to new proxies that can be used
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for temperature reconstruction and dating.
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3.1 Introduction

The compacted snow (firn) found in the accumulation zone of the major ice sheets
acts as a unique archive of old air, preserving a continuous record of atmospheric
composition from the present up to a century back in time (Battle et al., 1996).
Sampling of this archive has allowed for reconstruction of the recent atmospheric
history of many trace gas species (e.g. Butler et al., 1999; Sturrock et al., 2002; Aydin
et al., 2004; Montzka et al., 2004; Assonov et al., 2007; Martinerie et al., 2009) and
their isotopologues (e.g. Francey et al., 1999; Ferretti et al., 2005; Bernard et al.,
2006). Because of its temporal range it naturally bridges the age gap between direct
atmospheric observations and the ice core record (Etheridge et al., 1998). Firn air
analysis has some significant advantages over the ice core technique. First, firn air
can be sampled directly using a pumping line (Schwander et al., 1993), making an
ice extraction step unnecessary. Second, large sample sizes can be obtained making
this method very suited for studying e.g. recent changes in the isotopic composition

1This chapter has been published as C.Buizert et al.: Gas transport in firn: multiple-tracer
characterisation and model intercomparison for NEEM, Northern Greenland., Atmos. Chem. Phys.
Discuss. 11:15975-6021 (2011).
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of trace gases (Sugawara et al., 2003; Röckmann et al., 2003; Ishijima et al., 2007).
Third, because bubble occlusion introduces additional smoothing, firn air records
can achieve higher temporal resolution than ice cores (Trudinger et al., 2004).

Another important motivation for studying firn air is the interpretation of ice
core records. All air found in glacial ice has first traversed the firn, and has thus
been affected by its transport properties and the bubble close-off process. Some
of the most commonly described artifacts of firn air transport are: gravitational
fractionation (Craig et al., 1988; Schwander, 1989), thermal fractionation in the
presence of temperature gradients (Severinghaus et al., 2001), diffusive smoothing
of rapid atmospheric variations (Spahni et al., 2003), molecular size fractionation
during bubble close-off (Huber et al., 2006; Severinghaus and Battle, 2006), diffusive
isotopic fractionation (Trudinger et al., 1997) and ∆age, the finite age difference
between gas bubbles and their surrounding ice (Schwander et al., 1997). In certain
cases the peculiarities of firn air transport actually give rise to new proxies, e.g. for
temperature (Severinghaus and Brook, 1999; Landais et al., 2004; Dreyfus et al.,
2010) and local summer insolation (Kawamura et al., 2007).

Diffusion is the dominant mechanism by which variations in atmospheric compo-
sition are transferred into the firn. The effective diffusivity decreases with depth as
the pore space decreases; unfortunately diffusivities measured on small firn samples
do not adequately describe the behaviour of the whole firn (Fabre et al., 2000). Con-
sequently the diffusivity profile with depth needs to be reconstructed for each firn air
site independently through an inverse method (Rommelaere et al., 1997; Trudinger
et al., 2002; Sugawara et al., 2003). The procedure consists of forcing a firn air trans-
port model with the atmospheric history of a selected reference gas, often CO2, and
subsequently optimising the fit to measured mixing ratios in the firn by adjusting
(“tuning”) the effective diffusivity profile.

With few exceptions, the firn air modeling studies found in literature tune their
effective diffusivity profile to a single tracer. For the NEEM firn air site in Northern
Greenland we have chosen to tune the effective diffusivity to an ensemble of ten
tracers, namely CO2, CH4, SF6, CFC-11, CFC-12, CFC-113, HFC-134a, CH3CCl3,
14CO2 and δ15N2. The studies by Trudinger et al. (1997, 2002, 2004) also use a
wide variety of tracers, including halocarbons, greenhouse gases and radiocarbon
(∆14CO2), to characterise firn air transport. The main difference with these works
is that we show how multiple tracers can be combined in a methodical tuning process.
By systematically analysing all the uncertainties, both in the data and in the atmo-
spheric histories of the references gases, we assign a unique weight to each data point
in the tuning procedure. Using these uncertainty estimates we define an objective
root mean square deviation (RMSD) criterion that is minimised in the tuning. We
introduce tracers that have not previously been used in firn air studies, and provide
atmospheric reconstructions for these species with realistic uncertainty estimates.

Our approach has several advantages. A central difficulty in reconstructing the
diffusivity profile is that the problem is under-determined, with (infinitely) many
solutions optimising the fit (Rommelaere et al., 1997). By adding more tracers, each
with a unique atmospheric history, the diffusivity profile is constrained more strongly.
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The final reconstructed profile is a trade-off between the demands of the different
tracers. Second, many trace gases of interest, such as halocarbons, have a free air
diffusivity that differs from CO2 by up to a factor of 2. It is not a priori clear whether
a profile tuned to CO2 alone provides a good solution for these gases. The tracers in
this study have a wide range of free air diffusivities, where the fastest tracer (CH4)
has a free air diffusivity that is three times that of the slowest one (CFC-113). Third,
when using ten tracers the available dataset is much larger, with several data points
at each sampling depth. This makes the final result more robust, i.e. less susceptible
to effects of outliers and analytical biases. Finally, our method is less sensitive to
errors in the reconstructed atmospheric history of individual reference gases. Our
analysis shows that uncertainties in the atmospheric reconstruction are the largest
source of potential error.

Apart from presenting a new methodology for characterising firn air sites, this
work will also serve as a reference for other studies using NEEM firn air. The
modeling in a number of forthcoming publications in this issue will be based on the
diffusivity reconstructions presented here.

We further present a model intercomparison between six state of the art one-
dimensional firn air transport models. All the models are tuned to the same dataset,
using the same physical firn parameters, such as porosity, free-air diffusion coeffi-
cients, etc. To diagnose model performance we introduce four synthetic scenarios
that are designed to probe specific aspects of the model physics.

For many sections in this work more information is available in the Supplement.
Because of the vast amount of material we have chosen to structure it the same as this
work for easy referencing. Sections marked with an asterisk (∗) in this work have a
corresponding section in the Supplement where additional information can be found.
The Supplement also includes all the firn air data and atmospheric reconstructions
used in this study.

3.2 Methods

3.2.1 NEEM 2008 firn air campaign∗

The firn air used in this study was sampled during 14–30 July 2008 from two bore-
holes near the NEEM deep ice core drilling site, Northern Greenland (77.45◦N
51.06◦W). The sampling site was 1.5 km outside of the main camp and chosen to
avoid contamination by going upwind of the prevailing wind direction. The two bore-
holes, S2 and S3, were separated by 64 m. Firn air was sampled by drilling through
the firn layers to the desired depth, and lowering the firn air sampling system into
the borehole. The sampling system consists of a purge and sample line, running
through an inflatable bladder to seal off the firn air from the overlying atmosphere
during sampling. S2 was sampled using the firn air system of the University of Bern
(Schwander et al., 1993); S3 with the US firn air system (Battle et al., 1996). For
this reason the boreholes are referred to as the “EU” and “US” holes, respectively.
The CO2 mixing ratio was monitored on the purge line with LICOR (US site) and
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Figure 3.1: (a) Firn density ρ (left axis), and the open and closed porosity sop and scl, respectively
(right axis). Black dots show firn density measurements in 0.55 m segments, the red line is the fit
used in this study. (b) Gravitational enrichment as shown by δ15N2, corrected for thermal effects
(Severinghaus et al., 2001). The blue line shows the barometric slope ∆Mg(z − 4.5)/RT , where we
use ∆M = 1 × 10−3 kg mol−1. Convective zone (CZ), diffusive zone (DZ) and lock-in zone (LIZ)
are indicated by changes in shading.

MAIHAK (EU site) CO2 analysers to assess whether the firn air being pumped had
been purged of modern air prior to sampling. A site map and a complete list of
sampling depths can be found in the Supplement.

3.2.2 Physical characterisation of NEEM firn air site∗

We use the assumption commonly made in firn air modeling that the firn density
profile is in steady state, and that the site has been climatically stable over the
study period. For the firn density profile ρ(z) we use an empirical fit to the NEEM
main ice core density measurements averaged over 0.55 m segments (S. J. Johnsen,
personal communication, 2009). For each of the three stages of the densification
process (Arnaud et al., 2000) we use a combination of quadratic and exponential
functions to fit the data, where care is taken that the derivative is continuous over
the transitions between the stages. The fit is generated on a ∆z = 0.2 m grid, which
is the spatial resolution used in this study. The density data and fit are shown in
Fig. 3.1a. Following the temperature relationship given by Schwander et al. (1997),
a solid ice density ρice = 0.9206 g cm−3 is used.
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We use an accumulation rate of A = 0.216 m yr−1 ice equivalent, as derived from
the 2007 NEEM S1 shallow core (D. Dahl-Jensen, personal communication, 2010).
Since the model runs cover the period 1800–2008 CE, we used the average rate over
the same period as a best estimate. This long-term average is slightly lower than
our best estimate for the current day accumulation of 0.227 m yr−1.

The total porosity s = 1 − ρ/ρice is divided into open and closed porosity (sop,
scl) using the parameterisation of Goujon et al. (2003):

scl = 0.37s

(
s

sco

)−7.6

(3.1)

where sco is the mean close-off porosity. The deepest point at which firn air could be
sampled successfully was z = 77.75 m. The depth of total pore closure (sop = 0) was
determined experimentally in the field by drilling the EU hole to a depth of z = 83 m,
and subsequently raising the bladder in 0.5 m steps. The deepest point at which air
could be pulled was z = 79 m, though the flow was insufficient for sampling. To be
consistent with this observation we use sco = 9.708× 10−2 in Eq. (3.1), which leads
to total pore closure (sop = 0) at depth z = 78.8 m, as shown in Fig. 3.1a.

We use an annual mean site temperature of −28.9 ◦C as obtained from bore-
hole thermometry on the EU hole, and assume an isothermal firn for this modeling
exercise. Atmospheric pressure is 745 hPa.

Traditionally the firn column is divided into three zones, based on the gravita-
tional enrichment with depth (Sowers et al., 1992). For NEEM the δ15N2 together
with the zonal division is shown in Fig. 3.1b. Using the barometric line fitting method
(Kawamura et al., 2006), we obtain a convective zone (CZ) thickness of 4.5 m. The
zone below is called the diffusive zone (DZ), as diffusion dominates the transport
at these depths. The lock-in depth is defined as the depth at which gravitational
enrichment stops, which happens at z = 63 m. Below we find the lock-in zone (LIZ),
where advection with the ice matrix dominates the transport. This is also the region
where the majority of the bubble occlusion occurs, as can be seen from the scl curve.

3.2.3 Gas measurements∗

A total of 345 samples were taken from the boreholes, with atmospheric samples
taken at three occasions during the sampling period. Different flask types were used
(SilcoCan, stainless steel flasks and glass flasks); for the tracers used in this study
no effect of flask type could be found in data comparison. We use firn air data from
six different laboratories; an overview is given in Table 3.1.

Where applicable, data from IUP were corrected for known calibration offsets to
place all data on the NOAA scales used in the atmospheric reconstructions. After the
calibration correction no systematic offsets were observed between the different labo-
ratories. As discussed below, there are significant offsets between the two boreholes,
and data from the holes are not combined but treated separately. The ∆14CO2 data
and atmospheric reconstruction were both converted to a (mass conserving) ppm
scale to allow 14CO2 to be modeled like a regular tracer. Wherever multiple data



38 Chapter 3. Multiple-tracer characterisation for NEEM

Table 3.1: Overview of firn air data used in this study. Acronyms represent: the School of En-
vironmental Sciences at the University of East Anglia (UEA; Laube et al., 2010), NOAA Earth
System Research Laboratory, Boulder CO (NOAA; Conway et al., 1994; Dlugokencky et al., 1994),
the Institut für Umweltphysik at the University of Heidelberg (IUP; Levin et al., 2010, 2011),
the Commonwealth Scientific and Industrial Research Organisation, Marine and Atmospheric Re-
search (CSIRO; Francey et al., 2003), the Australian Nuclear Science and Technology Organisation
(ANSTO; Smith et al., 1999), and Scripps Institution of Oceanography at the University of Califor-
nia, San Diego in collaboration with the National Institute of Polar Research, Japan (SIO/NIPR;
Severinghaus et al., 2003).

Tracer EU borehole US borehole

CO2 NOAA, CSIRO, IUP NOAA, IUP
CH4 NOAA, CSIRO NOAA, IUP
SF6 NOAA, IUP, UEA NOAA, IUP
CFC-11 UEA -
CFC-12 UEA -
CFC-113 UEA -
HFC-134a UEA -
CH3CCl3 UEA -
∆14CO2 ANSTO -
δ15N2 SIO/NIPR SIO/NIPR
δ86Kr ∗ SIO/NIPR SIO/NIPR
∗ Used for gravitational correction only

points were available for a certain depth, they were averaged in the following order:
first replicate measurements from one laboratory were averaged, then the resulting
values from the different labs were averaged. In this way one composite dataset was
created that contains 204 data points for the 10 tracers on the EU hole, and 77 data
points for the 4 tracers on the US hole. The δ15N2 profile is the same for both holes,
and a combination of EU and US depths are used in the final dataset. This gives a
final dataset of 260 data points.

3.2.4 Reconstruction of atmospheric histories of selected tracers∗

A best-estimate atmospheric history was reconstructed for each of the reference
tracers used in the tuning. Additionally we reconstructed a δ13CO2 history which
was used to convert the ∆14CO2 reconstruction to a ppm scale (Stuiver and Polach,
1977). Four different types of data were used in the reconstructions:

- Direct atmospheric measurements from sampling networks or archived air.
Northern hemisphere high latitude stations (i.e. Alert, Summit and Barrow) are used
whenever available. When using data from other stations a correction should be made
to account for the latitudinal gradient. This is done whenever the gradient could be
reliably determined. We used station data from the NOAA-ESRL network for CO2,
CH4, SF6 and HFC-134a (Conway et al., 1994; Dlugokencky et al., 1994; Geller et al.,
1997; Montzka et al., 1996); from ALE/GAGE/AGAGE for CFC-11, CFC-12, CFC-
113 and CH3CCl3 (Prinn et al., 2000, 2005; Cunnold et al., 1997; Fraser et al., 1996);
from CSIRO for δ13CO2 (Francey et al., 2003). All ALE/GAGE/AGAGE data were
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converted to NOAA calibrations scales; all δ13CO2 data are kept on the CSIRO cal-
ibration scale. Furthermore we used the SIO Mauna Loa record for CO2 between
1958–1985 CE (Keeling et al., 2009), and the Cape Grim air archive for δ13CO2

between 1978–1991 (Francey et al., 1999). The 14CO2 history between 1963–1993 is
based on Fruholmen, Norway, for its proximity to Greenland (Nydal and Lövseth,
1996); data from other stations were used to complete time coverage (Manning and
Melhuish, 1994; Levin and Kromer, 2004; Levin et al., 2008).

• High resolution firn air/ice core measurements from the high accumulation Law
Dome sites, Antarctica. The reconstructions of CO2 before 1958, and CH4

before 1983 are based on Etheridge et al. (1996, 1998) and MacFarling Meure
et al. (2006); δ13CO2 before 1976 is based on Francey et al. (1999).

• Dendrochronologically-dated tree-ring measurements of radiocarbon. The re-
construction of atmospheric 14CO2 before 1955 is based on Reimer et al. (2004).

• Emission-based estimates using a 2-D atmospheric transport model that in-
cludes latitudinal source and sink distribution (Martinerie et al. (2009) and
references therein). This has been used to complete time coverage for SF6 and
halocarbons before the onset of direct atmospheric measurements.

All the atmospheric reconstructions start in the year 1800 and have monthly resolu-
tion. We use 2008.54 (mid July) as the decimal sampling date in the models. Where
applicable the reconstructions were converted to the most recent NOAA scale to be
consistent with the data.

3.2.5 Gravitational correction∗

The gravitational fractionation of gases in the firn column with depth, δgrav(z), is
well established both theoretically and experimentally (Craig et al., 1988; Schwander,
1989; Sowers et al., 1992). All data used in this study, with the exception of 15N2,
have been corrected for the effect of gravity prior to the modeling. Consequently
the models are run with either the molecular weight of all gases set equal to that
of air (M = Mair) or gravity set to zero (g = 0). Since the correction is based on
actual measurements of δ86Kr (86Kr/82Kr), this procedure ensures that the effect
of gravity is included correctly. When, on the other hand, the effect of gravity is
handled by the model, errors can be introduced when the modeled δgrav(z) deviates
from the true observed values. The empirical correction can potentially also be used
to correct for mass-dependent sampling artifacts (Severinghaus and Battle, 2006).

3.2.6 Differences between the EU and US boreholes

Though the boreholes are separated by a mere 64 m, within the lock-in zone we find
differences in the mixing ratio profiles for CO2, CH4 (Fig. 3.2) and SF6 (not shown)
that exceed the estimated uncertainty of the combined sampling-measurement pro-
cedure (indicated with errorbar, see Sect. 3.2.7 for details). Note that we cannot
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Figure 3.2: Comparison of (a) CO2 and (b) CH4 data in the lock-in zone of the two boreholes.
Data from three laboratories are averaged; the 1σ uncertainty bar is a combination of analytical
and sampling uncertainties as specified in Sect. 3.2.7. Curves are modeled profiles using the CIC
model, see Sect. 3.3.3.

make the same comparison for the other gas species since only data from the EU
hole are available. We attribute these differences to lateral inhomogeneity in the
firn stratigraphy, possibly originating from surface wind features that have been pre-
served in the densification process. Because of these differences we have chosen to
model both holes separately.

For SF6 we furthermore observe a ∼ 0.25 ppt offset in the 5–50 m depth range,
contrary to the CO2 and CH4 profiles that agree well between the holes at these
depths. This excludes differences in age distribution of the air as the origin. Al-
ternative explanations we considered, such as incomplete flask flushing, sample con-
tamination, procedural blanks and bladder outgassing, could all be excluded. Since
we found no objective reason to reject data from either hole, we account for the
discrepancy by assigning an additional errorbar to the SF6 data from both holes in
this depth range (see below).
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Table 3.2: Relative contributions to the total uncertainty, averaged over the firn column (EU bore-
hole).

Tracer Analytical Reconstruction Contamination Sampling Other

CO2 0.02 0.47 0.00 0.17 0.15a, 0.19b

CH4 0.08 0.85 0.01 0.05 -
SF6 0.07 0.54 0.04 0.08 0.27c

CFC-11 0.11 0.81 0.04 0.04 -
CFC-12 0.35 0.48 0.06 0.11 -
CFC-113 0.55 0.38 0.04 0.03 -
HFC-134a 0.29 0.63 0.04 0.04 -
CH3CCl3 0.10 0.73 0.00 0.17 -
∆14CO2 0.14 0.80 0.00 0.00 0.06a

δ15N2 0.91 - 0.05 0.04 -
a In situ artifacts
b Undersampling of seasonal cycle
c EU-US borehole SF6 offset

3.2.7 Full uncertainty estimation∗

Having accurate uncertainty estimates is essential for our multiple-tracer methodol-
ogy. A unique uncertainty estimate has been assigned to each of the 260 individual
data points used in this study based on the following seven potential sources of un-
certainty: (1) analytical precision as specified by the laboratories. (2) Uncertainty
in atmospheric reconstructions. (3) Contamination with modern air in the deepest
firn samples; the estimates are based on HFC-134a, SF6 and CFCs, which should be
absent in the deepest samples. (4) Sampling effects estimated from inter-laboratory
and inter-borehole offsets. (5) Possibility of in-situ CO2 artifacts (e.g. Tschumi and
Stauffer, 2000) and CO2 enrichment due to close-off fractionation (Huber et al., 2006;
Severinghaus and Battle, 2006). (6) Undersampling of seasonal cycle in the monthly
atmospheric reconstruction (CO2 only). (7) Large unexplained EU-US borehole dif-
ference in the diffusive zone (SF6 only).

The errors are assumed to be independent of each other. The uncertainties in
the atmospheric reconstructions are converted from a time scale to a depth scale by
running them through the CIC firn air model (Sect. 3.3.2). Details are given in the
Supplement. The relative contribution of the seven sources, averaged over the firn
column, is given in Table 3.2. For most tracers the atmospheric reconstruction is the
largest contributor to the total uncertainty, followed by the analytical precision.

3.3 Modeling firn air transport at NEEM

3.3.1 Tuning of the diffusivity profile∗

How the diffusive transport changes with depth needs to be reconstructed through
an inverse method for each firn air site independently. The procedure consists of
forcing the transport models with the atmospheric history of one or several selected
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reference tracer(s), and subsequently optimising the fit to the measured mixing ratios
in the firn by adjusting the effective diffusivity values at each depth (Rommelaere
et al., 1997; Trudinger et al., 2002; Sugawara et al., 2003).

Here we will use diffusion as a generic term for mass transfer processes that are
driven by a concentration gradient, and well described by Fick’s law. The diffusivity
profile we reconstruct is composed of two parts:

Molecular diffusion is a microscopic process originating in the thermal motion of
the molecules constituting the firn air. The effective molecular diffusion coefficient
of gases in the open porosity decreases with depth as the diffusive path becomes
increasingly tortuous due to the densification process (Schwander et al., 1988). The
diffusion coefficient of gas X at depth z is given by

DX(z) = sop
D0
X

τ(z)
= sopγX

D0
CO2

τ(z)
(3.2)

where D0
X is the diffusion coefficient in free air, τ(z) is the tortuosity at depth z,

and γX = DX/DCO2 is the ratio of diffusion coefficients (Trudinger et al., 1997).
It is clear from Eq. (3.2) that the molecular diffusivity profiles for the different gas
species scale linearly with each other. The γX used in this study are based on
measurements by Matsunaga et al. (1993, 1998, 2002a,b), or a theoretical formula
(Chen and Othmer, 1962) for gas species where no experimental data are available
(Supplement).

Eddy diffusion refers to mass transfer caused by air flow patterns in the open porosity
which the models cannot resolve directly, and are instead parameterised through the
inclusion of a diffusion coefficient Deddy(z). Unlike molecular diffusion, Deddy is
equal for all gases as the process is macroscopic in origin. The first contribution
to Deddy is convective mixing in the top few meters due to seasonal temperature
gradients and wind pumping (Colbeck, 1989; Severinghaus et al., 2001; Kawamura
et al., 2006). Some of the models also include a Deddy term in the deep firn to
represent dispersive mass transfer. The classical example of dispersive mixing is
Taylor dispersion, where (viscous) shear flow in a circular tube enhances the effective
diffusivity of a solute (Aris, 1956). Viscous flow can be induced in the deep firn by
low frequency pressure fluctuations at the surface (Schwander, 1989), as well as air
expulsion due to pore compaction (Rommelaere et al., 1997). In soils, viscous flow
induced by atmospheric pressure fluctuations has been shown to be an important
transport mechanism (Massmann and Farrier, 1992). Pore compaction causes a non-
uniform velocity distribution between air expelled upwards, and air remaining behind
in the pores. This spread in velocities results in additional (dispersive) mixing.

The extensive uncertainty analysis we introduced in Sect. 3.2.7 assesses how re-
liable each data point is, and consequently how much weight should be assigned
to it in the tuning procedure. This allows us to combine multiple tracers in the
tuning, and the final reconstructed diffusivity profile is a trade-off between the con-
straints placed by the different tracers. All models in this study tuned their effective
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Table 3.3: Overview of firn air transport models. See text for explanation.

Model Coordinates Advection Convection Time stepping Tuning

CIC static flux exponential Crank-Nic. automated
CSIRO moving coordinates exponential Crank-Nic. automated
INSTAAR static flux exponential explicit manual
LGGE-GIPSA static flux tuned implicit automated
OSU static boxes exponential Crank-Nic. manual
SIO static boxes exponential explicit automated

diffusivity profiles to minimise the root mean square deviation

RMSD =

(
1

N

N∑
i=1

(mi − di)2

σ2
i

) 1
2

(3.3)

where the di are the data for a given borehole (all tracers), mi are the linearly
interpolated modeled values at the same depths, and σi give the total uncertainties.
The index i runs over all data points, where N = 204 for the EU hole, and N = 77
for the US hole.

3.3.2 Model description∗

Six 1-D firn air transport models are tuned to the NEEM 2008 firn air data in the
way outlined above. The models (in alphabetical order) were developed at the Cen-
tre for Ice and Climate (CIC), Commonwealth Scientific and Industrial Research
Organisation (CSIRO, Trudinger et al., 1997), Institute of Arctic and Alpine Re-
search (INSTAAR), Laboratoire de Glaciologie et Géophysique de l’Environnement
and Grenoble Image Parole Signal Automatique (LGGE-GIPSA, Witrant et al.,
2011), Oregon State University (OSU) and the Scripps Institution of Oceanography
(SIO, Severinghaus and Battle, 2006).

Table 3.3 summarises a selection of relevant model characteristics. The second
column indicates the kind of coordinate system used by each model. The CSIRO
model is unique in using a coordinate system that moves downwards with descending
ice layers (Lagrangian coordinates), giving a downward ice velocity wice = 0 relative
to the reference frame. The other models use a static (Eulerian) coordinate system
where the surface stays at z = 0 and the ice layers move down at a finite velocity
wice = Aρ/ρice. The choice of coordinate system has consequences for the way ad-
vection of air with the ice matrix is handled (third column). In the CSIRO model
the moving coordinate system automatically leads to advective transport without
the need to include it explicitly. The models expressed in Eulerian coordinates use
either an advective flux as described by Rommelaere et al. (1997), or use boxes of
air that are shifted downwards at regular time intervals (Schwander et al., 1993).
Convection (fourth column) is handled in two different ways. The LGGE-GIPSA
model uses a Deddy term that is tuned by the RMSD minimisation algorithm, in
combination with zero gravitational fractionation for z < 4 m. The other models use
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the parameterisation of Kawamura et al. (2006) where a Deddy term is included that
falls off exponentially with depth. The fifth column of Table 3.3 indicates whether
the time stepping used in solving the diffusion equation was either explicit (Eu-
ler forward), implicit (Euler backward) or mixed implicit-explicit (Crank-Nicolson
method). Finally, some of the models were tuned through manual adjustments of the
diffusivity profile, while others used an automated control method (e.g. Rommelaere
et al., 1997; Trudinger et al., 2002).

3.3.3 Fit of modeled profiles to the data∗

The modeled profiles for all 10 tracers from the EU borehole are shown in Fig. 3.3,
profiles from the US borehole can be found in the Supplement.

For CO2 (Fig. 3.3a) we find a pronounced mismatch for z > 70 m which is re-
produced consistently by all models and in both boreholes. The atmospheric recon-
struction is based on the Law Dome record (Etheridge et al., 1996), and consequently
the largest source of uncertainty is the interhemispheric CO2 gradient. To explain
the observed mismatch with an error in the atmospheric history would require a
6 ppm interhemispheric gradient in the 1950s, which can be ruled out (Keeling et al.,
2010). Also contamination with modern air can be ruled out for these flasks, based
on measurements of halocarbons. We cannot, however, exclude in-situ production
of CO2 from e.g. organic material or (bi)carbonates found in Greenland ice (e.g.
Tschumi and Stauffer, 2000). There might also be a small close-off fractionation of
CO2, of order 1 h or less, based on its effective molecular diameter (Huber et al.,
2006; Severinghaus and Battle, 2006).

Both CH3CCl3 and 14CO2 (Fig. 3.3d–e) have a peak within the LIZ. The peak
height and position, which are sensitive to the shape and magnitude of the diffusivity
profile, provide an important constraint in the tuning procedure. It is exactly at
these peaks that the divergence between the models is most easily visible. It must
be noted, however, that equally large model differences are found for other tracers as
well (e.g. CO2 and HFC-134a). Furthermore, models that fit the peak height exactly
do not necessarily provide the best overall fit to the data.

To quantitatively assess how well the modeled profiles fit the data, we make a
histogram of (mi − di)/σi where the index i goes over all 204 data points of the EU
borehole. The σi are the unique uncertainties we assigned to each data point. This is
shown in Fig. 3.4 together with a Gaussian distribution of width σ = 1 and a surface
area equal to that of the histogram. The figure furthermore shows the RMSD from
the data as given by Eq. (3.3). For all models we find a distribution that is more
narrow than the Gaussian distribution, meaning that within the assigned uncertain-
ties all data from the borehole can be modeled consistently. The good agreement
gives confidence in the correctness of our reconstructed atmospheric histories, which
will be of use in future firn air studies. For the US hole the RMSD ranges between
0.60–1.06.

Two models stand out as having a larger RMSD of 0.92 (CSIRO and OSU).
For the CSIRO model this is caused by the absence of a back flow due to pore



3.3. Modeling firn air transport at NEEM 45

LIZDZ
0 10 20 30 40 50 60 70

300

320

340

360

380

 

 

CIC
CSIRO
INSTAAR
LGGE−GIPSA
OSU
SIO

1200

1400

1600

1800

0

2

4

6

0

20

40

60

80

100

LIZDZ
0 10 20 30 40 50 60 70

400

450

500

550

Depth (m)

LIZDZ
0 10 20 30 40 50 60 70

0

50

100

150

200

250

0

100

200

300

400

500

0

20

40

60

80

0

10

20

30

40

50

LIZDZ
0 10 20 30 40 50 60 70

0

0.05

0.1

0.15

0.2

0.25

0.3

Depth (m)

C
O

2 (
pp

m
)

C
H

4 (
pp

b)
S

F
6 (

pp
t)

C
H

3C
C

l 3 (
pp

t)
14

C
O

2 (
10

−
12

 p
pm

)

C
F

C
−

11
 (

pp
t)

C
F

C
−

12
 (

pp
t)

C
F

C
−

11
3 

(p
pt

)
H

F
C

−
13

4a
 (

pp
t)

δ15
N

2 (
‰

)

a

b

c

d

e

f

g

h

i

j

Figure 3.3: (a–j) Modeled profiles for all 10 tracers from the EU borehole. With the exception of
(j) data are gravity corrected and the models are run with gravity turned off. Errorbars correspond
to full 1σ uncertainty as defined in Sect. 3.2.7.
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Figure 3.4: (a–f) Histogram of (mi − di)/σi for the firn air transport models in this study using
the EU borehole data. The black curve gives a Gaussian distribution of width σ = 1, normalised to
have equal surface to the histogram. The RMSD is calculated using Eq. (3.3).

compression in the transport description (Sect. 3.4.4.4). For the OSU model we
attribute the larger RMSD to the tuning procedure for the molecular diffusivity,
which has fewer degrees of freedom than the procedures used by the other models
(Supplement).

Differences in RMSD give information on the performance of models, or model
configurations, relative to each other; the RMSD as defined by Eq. (3.3) should not
be interpreted in an absolute sense.

3.4 Model intercomparison and discussion

3.4.1 Diffusivity profiles∗

All the models are tuned separately to optimise the fit to the data. Figure 3.5a
shows the reconstructed molecular diffusivity profiles for CO2. The spread between
the solutions is caused by two factors. First, it reflects differences in model physics,
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Figure 3.5: (a) CO2 molecular diffusivity profile with depth DCO2(z) for the EU borehole. (b)
Semi-log plot of the total CO2 diffusivity profile Dtotal(z) = DCO2(z) + Deddy. (c) Plot of
Deddy(z)/Dtotal(z). Eddy diffusion near the surface corresponds to convective mixing; in the LIZ
some of the models include dispersive mixing. The CSIRO model has zero eddy diffusivity in the
LIZ; the line is not visible as the LGGE-GIPSA model is plotted on top of it.

which are compensated for by adjustments to the diffusivity profile. Second, it relates
to the degree in which the inverse problem of diffusivity reconstruction is under-
determined. By using 10 different tracers the problem is more strongly constrained
than in the case of using only CO2, but the solution is not unique.

A second important observation is that all models require a non-vanishing diffu-
sivity on the order of 2×10−9m2s−1 within the LIZ (see Fig. 3.5b). This contradicts
the notion that diffusivity vanishes completely in the LIZ due to the presence of im-
permeable layers, which is frequently expressed in firn air studies (e.g. Battle et al.,
1996; Trudinger et al., 2002; Assonov et al., 2005). Our findings confirm a recent
study at Megadunes, Antarctica, that also reports a finite (eddy) diffusivity in the
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LIZ (Severinghaus et al., 2010). We believe this result to be robust, since it is re-
produced by all six firn air models. In particular, the well reproduced height of the
14CO2 bomb spike, which falls entirely within the LIZ, provides strong evidence for
finite LIZ diffusion at NEEM; letting diffusivity go to zero leads to a 14CO2 peak
that is too narrow and overshoots the measured values by ∼ 7σ.

How the LIZ diffusivity is parameterised, however, varies strongly among the
models as shown in Fig. 3.5c. The models use either molecular diffusion, dispersive
mixing (eddy diffusion) or a mixture of both. To fit the δ15N2 data, most models
require some dispersive mixing in the LIZ, since molecular diffusion alone would lead
to continued gravitational fractionation. The LGGE-GIPSA model circumvents this
problem by using a combination of Fick’s and Darcy’s transport to describe almost-
stagnant transport in the lower zones (Witrant et al., 2011), which allows for using
purely molecular diffusion in the LIZ. The SIO model uses the ratio of eddy to molec-
ular diffusion in the LIZ as a tuning parameter in the RMSD minimisation, and finds
that the fit is optimised for 27 % eddy diffusion (Supplement). Models that repro-
duce the observations equally well can have completely different parameterisations,
so our analysis does not tell us which scheme is more likely to be correct. These
model differences do have important consequences for the modeling of isotopic ratios,
as is discussed below.

3.4.2 Gas age distributions∗

Firn air does not have a single age, but rather a distribution of ages (Schwander
et al., 1993). The modeled gas age distribution, also referred to as Green’s function,
transfer function, response function or age spectrum, provides a complete description
of the model transport properties (Rommelaere et al., 1997). Figure 3.6 compares
CO2 age distribution densities for the models at the lock-in depth (z = 63 m) and
at the bottom of the LIZ (z = 78 m, close to the deepest EU hole sample at z =
77.75 m). The most relevant characteristics of the age distributions are summarised
in Table 3.4. As a measure of the relative spread in model results, we list the 2σ
standard deviation divided by the mean (µ).

The LIZ lies between the two depths depicted here. From the closed porosity
parameterisation (Eq. 3.1), we find that ∼ 95 % of the air is trapped in this zone. The
gas age distribution found in NEEM ice below the full close-off depth (sop = 0) will
be intermediate to these two end members, with a tail of older air trapped already
in the DZ. Interestingly, at the lock-in depth (z = 63 m), estimates of both the
age and the distribution width show a spread of around 25 % between models that
reproduce the data equally well. Clearly these properties are not as well determined
as one would expect based on the similarity between the modeled curves alone. On
traversing the LIZ to z = 78 m the relative spread in modeled ages is reduced; the
absolute spread grows slightly to about 5 yr, though. The spread in distribution
widths remains large.

For the US borehole the spread in the calculated mean ages at z = 63 m is even
up to 40 %. This larger spread is due to the fact that we have only 4 tracers on the
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Figure 3.6: EU borehole modeled CO2 age distribution densities for (a) depth z = 63 m (lock-in
depth) and (b) depth z = 78 m (bottom of LIZ). On the horizontal axis are calendar years C.E.;
decimal sampling year is 2008.54 (i.e. mid July). Age distributions are calculated by applying a
surface forcing which is unity for 0.2 ≤ t < 0.4 yr, and zero elsewhere.

US borehole, and therefore the mean ages are less strongly constrained by the data.

We can use the gas age distributions to calculate the NEEM modern day ∆age,
i.e. the difference between gas age and ice age below the firn-ice transition. From
annual layer counting and matching of reference horizons to the NGRIP GICC05
timescale (Rasmussen et al., 2006), the ice at depth z = 63 (78) m is estimated to
be 190.6 (252.5)± 1 yr old (S. O. Rasmussen, personal communication, 2011). To
calculate the true ∆age we would require the gas age in the closed porosity. With the
model results of Table 3.4 we can only calculate ∆ageop, i.e. the difference between
ice age and gas age in the open pores. By averaging results from the six firn air
models we find a ∆ageop of 181± 2 and 183± 2 yr at z = 63 and 78 m, respectively.
In the LIZ, ice and air are aging at roughly the same rate with depth. An estimated
4-5 % of the air is already trapped above 63 m, which biases our air age estimate
young. This air fraction can introduce an error of at most 8 yr. Based on these
considerations, our best estimate of the true ∆age is 182+3

−9 yr (181+3
−9 yr) for the EU
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Table 3.4: Mean age, Median age, Full Width at Half Maximum and Spectral Width (∆, Eq. (1)
in Trudinger et al., 2002) at the lock-in depth (z = 63 m) and at the bottom of the LIZ (z = 78 m).
All values given in years. The 2σ standard deviation divided by the mean µ gives a measure of the
spread in the model results.

Model Mean Median FWHM ∆

z = 63 m

CIC 9.2 7.4 7.9 4.5
CSIRO 10.3 8.8 9.3 4.2
INSTAAR 8.7 7.0 7.4 4.2
LGGE-GIPSA 11.1 8.1 9.1 6.8
OSU 7.9 6.5 7.0 3.7
SIO 9.0 7.2 7.6 4.5
2σ/µ 0.25 0.22 0.23 0.47

z = 78 m

CIC 70.9 69.4 30.1 9.8
CSIRO 67.6 66.0 24.8 8.3
INSTAAR 68.3 66.1 37.1 12.4
LGGE-GIPSA 72.8 70.4 36.8 12.5
OSU 67.5 65.7 33.3 10.8
SIO 69.5 67.7 32.2 10.5
2σ/µ 0.06 0.06 0.28 0.30

(US) borehole.

3.4.3 Borehole comparison

Here we compare the reconstructed diffusivity profiles and gas age distributions for
the EU and US boreholes. Figure 3.7a shows the total diffusivity with depth for CO2

on a semi-log scale, where we have averaged over the solutions from the different firn
air models. We observe that the largest divergence between the boreholes occurs in
the LIZ. Also the gas age distributions show divergence mainly in the LIZ. Figure 3.7b
shows the age distributions at two depths, where again the curves represent an
average over model output from the different firn air models. At the lock-in depth
(z = 63 m) the age distributions of both boreholes are still very similar. After
traversing the LIZ (z = 76 m, chosen to be near the final sampling depth on the US
hole), we find that the firn air in the US hole has undergone more diffusive mixing,
leading to a broader distribution width.

Polar firn is a layered medium that exhibits density variations with depth caused
by seasonal variations in local climatic conditions and deposited snow density (e.g.
Hörhold et al., 2011). Snow drift and redeposition at the surface lead to lateral inho-
mogeneities in the firn stratigraphy. The borehole comparison suggests that firn air
transport in the LIZ is very sensitive to these lateral variations, whereas transport in
the DZ is not. This is not unexpected since the formation of the LIZ has been linked
to the degree of layering (Landais et al., 2006). If the amplitude of density varia-
tions is sufficiently large, the high-density layers will reach the close-off density before
the low-density layers do, thus creating sealing layers that impede vertical diffusion
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Figure 3.7: Comparison between the EU and US boreholes. (a) Semi-log plot of the total CO2 dif-
fusivity profile Dtotal(z) = DCO2(z) +Deddy averaged over all six firn models. (b) Age distributions
at depths z = 63 m (lock-in depth) and z = 76 m (bottom of LIZ) averaged over five firn models.
The CSIRO model is excluded in the age distribution comparison as the US age distribution at
z = 76 m is unreliable (Supplement).

and prevent further gravitational fractionation of the gas mixture (Martinerie et al.,
1992; Schwander et al., 1993; Sturrock et al., 2002). Earlier we presented evidence
for finite vertical mixing in the LIZ despite the presence of such impeding layers.
The amount of vertical mixing is expected to depend on the horizontal extent of the
sealing layers, as well as the position of (micro)cracks and passageways. This could
lead to a strong lateral variation in LIZ diffusion as observed. Note that such lateral
processes cannot be represented adequately in one-dimensional transport models.

3.4.4 Synthetic diagnostic scenarios∗

To diagnose model properties further, we developed four synthetic scenarios that
probe specific aspects of the model physics. We present the individual scenarios
below, and discuss the model differences they reveal.
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Figure 3.8: Model comparison using the four diagnostic scenarios and diffusivity tuned to the EU
borehole data. (a) Scenario I: diffusive fractionation for a hypothetical monotonic CO2 increase.
(b) Scenario II: attenuation of a 15 yr period sinusoidal CO2 forcing with depth. (c) Scenario III:
gravitational enrichment for gas X with D0

X = 0.025D0
CO2

. Data show gravitational enrichment
of 15N2 corrected for the effect of thermal diffusion. See Supplement for details. (d) Scenario IV:
mean age of gas Y when using advective transport only (D0

Y = 0, i.e. diffusion is absent). With the
exception of S-III all scenarios were run with the effect of gravity turned off.

3.4.4.1 Scenario I: diffusive fractionation

For gas species whose atmospheric mixing ratios change over time, the disequilibrium
in the firn leads to an isotopic fractionation with depth, even in the absence of
changes in atmospheric isotopic composition (Trudinger et al., 1997). As a scenario
we use a monotonic CO2 increase of ∼1 ppm yr−1 without seasonal cycle, chosen
to resemble the current anthropogenic increase (Keeling et al., 2010). The surface
isotopic ratio is kept fixed at δ13CO2 = 0. Because the 13CO2 isotopologue has a
lower diffusivity, it is transported less efficiently into the firn, leading to a depletion
in 13CO2 with depth. Ice core and firn air records need to be corrected for the effect
of diffusive fractionation (DF). For example, the (site specific) corrections for the
recent anthropogenic increase are ∼0.1 h for δ13CO2 at DE08, Law Dome (Francey
et al., 1999), and 1.2 h for δ13CH4 at WAIS-Divide (Mischler et al., 2009).

Figure 3.8a shows the modeled isotopic signal with depth for the different mod-
els. Results in the DZ are consistent, however they diverge strongly once the LIZ
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is reached. For δ13C of CO2, the observed range between the different model so-
lutions in the deepest firn is 0.05 h, which is around 40 % of the total DF signal.
For isotopologues of CH4 the DF is larger, because of the larger relative mass dif-
ference between the isotopologues. Based on the observed DF model disagreement
we estimate an uncertainty of 0.5 h for both δ13C and δD of CH4. For δD of CH4

this uncertainty is smaller than the typical measurement uncertainty, as well as the
atmospheric signal observed in the firn (Bräunlich et al., 2001; Mischler et al., 2009).
However, for both δ13CO2 and δ13CH4 the model disagreement exceeds the typical
instrumental precision. At this moment we have no objective way of determining
which of the models predicts the DF correctly. This additional uncertainty should
therefore be recognised when interpreting ice core and firn gas isotopic records of
periods with rapid atmospheric variations. Sites with a thick LIZ, combined with
a low accumulation rate, allow for reconstructing atmospheric mixing ratios further
back in time. However, a thick LIZ also means a larger uncertainty in DF (and
thereby isotopic reconstruction) due to the poorly constrained LIZ transport.

Molecular diffusion leads to DF between isotopologues because their diffusion
coefficients are different. Advection, convection and dispersive mass transfer do
not discriminate between isotopologues, and consequently do not fractionate the
gas mixture. The observed model disagreement originates in the way in which LIZ
transport is parameterised (Fig. 3.5c). The CIC and OSU models both smoothly go
from purely molecular diffusion in the DZ to purely eddy diffusion in the LIZ. Once
the molecular diffusion reaches zero, the DF ceases to increase with depth giving a
horizontal line. The LGGE-GIPSA model on the other hand uses molecular diffusion
all the way down to the close-off depth, giving a continued fractionation with depth.
One way the DF uncertainty could be incorporated in future studies is by testing
different parameterisations for LIZ diffusion, or by using transfer functions generated
by different models.

The Law Dome-based records of δ13CO2 (Francey et al., 1999) and δ13CH4 (Fer-
retti et al., 2005) were both corrected for the effects of DF. The correction should
not be affected much by our findings here for several reasons. Most importantly, the
accumulation rate (and therefore the advective flux) at the Law Dome DE08 and
DE08-2 sites is very large. This will strongly reduce DF in the LIZ as described
above. Furthermore the LIZ is relatively thin (Trudinger, 2001). The study by
Ferretti et al. (2005) combines ice core samples from the aforementioned high accu-
mulation Law Dome sites with firn air measurements from the DSSW20K site, which
has a rather low accumulation rate (∼ 0.16 m yr−1 ice equivalent). After DF correc-
tion the results agree well. In other published firn air and ice core isotopic records
that cover the recent anthropogenic increase (e.g. Bräunlich et al., 2001; Sugawara
et al., 2003; Röckmann et al., 2003; Sowers et al., 2005; Bernard et al., 2006; Ishijima
et al., 2007; Mischler et al., 2009) the uncertainty in the reconstruction due to the
DF correction might have been underestimated.
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3.4.4.2 Scenario II: attenuation of a sine wave with depth

Rapid atmospheric variations are attenuated in the firn, and recorded in the ice with
a reduced amplitude (Spahni et al., 2003). To compare the firn smoothing effect
between the models, we force them with a sinusoidal atmospheric variation in CO2

that has a 15 yr period. Due to diffusion, the amplitude of the signal decreases with
depth in the firn. For mathematical convenience we impose two separate atmospheric
scenarios:

[C1](t, z = 0) = 1 + sin (2πt/15)

[C2](t, z = 0) = 1 + cos (2πt/15)

where t is the time in years. Note that both signals are attenuated to the same
degree, and that the π/2 phase angle between them is preserved. To get the signal
amplitude with depth, we combine them in the following way:

|[C](t, z)| =
√

([C1](t, z)− 1)2 + ([C2](t, z)− 1)2 (3.4)

The outcome is shown in Fig. 3.8b. We observe that signal attenuation in the
LIZ is stronger than in the DZ. This is because transport in the DZ is efficient; the
mean CO2 age at the lock-in depth is around 9 yr, which is less than the period of
the atmospheric oscillation. The mixing ratios in most of the DZ will be “in phase”
with the atmospheric signal, giving little attenuation. By comparison, air in the LIZ
is nearly stagnant. It takes around 70 yr to be transported over 15 m, corresponding
to almost 5 periods of the sinusoid. As air of different ages (i.e. different phases of
the atmospheric cycle) gets mixed, the signal amplitude is reduced.

Within the DZ the models agree well. In the LIZ there are two intervals (65 < z <
68 m and 74 < z < 78 m) where the CSIRO model has significantly less attenuation
with depth. These intervals correspond to the depths where the reconstructed CSIRO
diffusivity goes to zero (Fig. 3.5b). On the US borehole this effect is even more
pronounced (Supplement).

Earlier we touched upon the question of whether or not there is continued dif-
fusion in the LIZ; our diffusivity reconstructions indicate that there is at NEEM.
Scenario II shows that this remnant LIZ diffusivity causes very strong attenuation
of the atmospheric signal. Therefore, the question of LIZ diffusivity has impor-
tant consequences for the temporal resolution at which we can hope to reconstruct
atmospheric variations back in time using ice cores.

3.4.4.3 Scenario III: balance of transport fluxes

The total gas flux is the sum of the advective, diffusive and convective fluxes. Within
the DZ, molecular diffusion overwhelms the other transport mechanisms; in this
scenario we bring the different fluxes into balance by considering a hypothetical
gas X with a very small diffusion coefficient D0

X = 0.025D0
CO2

, and a mass MX =
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Mair +1×10−3 kg mol−1. The relative strength of the different mechanisms is shown
by the gravitational enrichment with depth.

Figure 3.8c shows the model output together with the true gravitational enrich-
ment as measured for 15N2. In thermodynamic equilibrium the enrichment is given
by the barometric equation: δgrav(z) = [exp(∆Mgz/RT )− 1] ≈ ∆Mgz/RT (Sowers
et al., 1992). The advective and convective fluxes drive the air column out of equi-
librium reducing δgrav(z) below the barometric case. For gas X the diffusive flux is
not large enough to oppose the other two, leading to a final δgrav which is about half
that of 15N2. In this way the enrichment with depth represents the balance between
diffusion on one hand, and advection and convection on the other.

The differences in implementation of the convective mixing are clearly visible.
The LGGE-GIPSA model uses no gravitational enrichment in the top 4 m, followed
by a tuned eddy diffusion. The convective mixing in the other models, which all use
the parameterisation by Kawamura et al. (2006), penetrates much deeper into the
firn. In the DZ there are also clear differences; here the gravitational slope mostly
represents the balance between diffusion and advection. The CSIRO has a stronger
advection term due to the absence of pore compression back flow (see below); this is
reflected in a more reduced slope. A higher advective flux can partially be compen-
sated in the diffusivity tuning by a lower diffusivity, and vice versa. This explains
why the diffusivity profile reconstructed through the CSIRO model is slightly lower
than those of the other models (see Fig. 3.5a).

3.4.4.4 Scenario IV: advection with the ice matrix

Bubble trapping removes air from the open pores, which is subsequently advected
downwards with the ice matrix. A downward flux of air in the open pores compen-
sates for this removal. In the last scenario we study hypothetical gas Y , which is
not subject to diffusion or convection, and is transported into the firn by this advec-
tive flux alone. Both eddy and molecular diffusion are set to zero. Its atmospheric
history is a linear decrease by 1 ppm yr−1, until it reaches zero at the final model
date. This leads to a mixing ratio of gas Y in the firn that equals the age of the
air at each depth. The results are shown in Fig. 3.8d. In the absence of diffusion
most models find an age of around 900 yr at the bottom of the firn column. The
CSIRO model stands out with a much lower gas age. Differences in total air flux,
and thereby the total air content in mature ice, affect the advective transport. Also,
artificial numerical diffusion in the models reduces the calculated gas ages.

There are significant differences in the way advective transport is treated by
the models. The key difference is whether or not the model includes an upward
air flow relative to descending ice layers to account for compression of open pores
(Rommelaere et al., 1997; Sugawara et al., 2003). This term is neglected in the
CSIRO model (Trudinger et al., 1997), which leads to a gas age that equals the ice
age. Note that the observed difference is not related to the choice of reference frame
(static vs. moving). In the LIZ air transport is dominated by advection, so this is
where we expect to see the effect of the back flow most clearly. Indeed we see that in
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the LIZ the CSIRO model diverges most strongly from the other models, e.g. in the
total reconstructed diffusivity (Fig. 3.5b) and the diffusive smoothing of scenario II
(Fig. 3.8b).

Neglecting the back flow term corresponds to a physical model of the firn where
all the air is transported downwards with the ice layers. This would be possible if
e.g. the denser firn layers succeed in completely sealing off the air below (Martinerie
et al., 1992; Schwander et al., 1993). In the case such impermeable layers are present
in the LIZ, pressure will build up in the pore space below. At some of the Law
Dome sites (e.g. DSSW20K) outgassing was observed from freshly drilled boreholes,
which could be caused by the venting of such pressurised pores to the atmosphere.
However, at these sites the effects of wind pumping could not be excluded as the
origin of the observed air flow. At NEEM, no outgassing from pressurised pores was
observed. More evidence for the absence of sealing layers comes from the observation
of diffusive mixing in the LIZ, as discussed above. Furthermore, the total air content
implied by the assumption of fully pressurised pores in the LIZ is incompatible with
observed air content in mature ice (Martinerie et al., 1992).

For these reasons we believe that at the NEEM site the back flow due to pore
compression can not be neglected when describing the firn air transport. This makes
the assumptions in the CSIRO model less valid, explaining why it obtains a higher
RMSD than most other models (Fig. 3.4). Preliminary tests show that by including
the advective back flux in the CSIRO model the RMSD reduces to 0.74 (Trudinger
et al., 2011).

3.5 Summary and conclusions

We presented a new multi-tracer method for characterising the firn air transport
properties of a site. We applied the method to NEEM, Northern Greenland, by
tuning six firn air models to an ensemble of ten tracers. The firn air models used in
this study were able to fit the data within a 1-σ normal distribution, meaning that
the site can be modeled consistently within the estimated uncertainties. Each of the
reference tracers constrains the firn profile differently through its unique atmospheric
history and free air diffusivity, making our multiple-tracer characterisation method
an improvement over the commonly used single-tracer tuning.

Six different firn air transport models were tuned to the NEEM site in this
fashion, allowing a direct model comparison. We find that all the models require
a non-vanishing diffusivity in the lock-in zone to reproduce the measured profiles
of the reference gases. This is contrary to the commonly held notion that diffusive
mixing is absent in the lock-in zone. A comparison between replicate boreholes
located 64 m apart suggests that this lock-in zone diffusion is sensitive to lateral
inhomogeneities in firn stratigraphy. Furthermore, we find that despite the fact that
the models reproduce the measured profiles equally well, the gas age distributions
they calculate can differ substantially. Often-used quantities, such as the mean age
and distribution width, differed among the models by up to 25 %. The modern day
∆age was calculated to be 182+3

−9 yr.
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Finally we introduced four diagnostic scenarios that are designed to probe specific
aspects of the model physics, from which we can draw two main conclusions. First,
we studied the consequences of the different ways in which the models implement
advection, in particular whether they include a back flow term to account for pore
compression. Including the back flow term significantly improves the fit to the data,
suggesting this term can not be neglected, as is done in the CSIRO model. Second,
we find that the effect of isotopic diffusive fractionation is poorly constrained by
the models. Near the close-off depth, the calculated diffusive fractionation differs by
40 % between the models. These differences are related to the way in which lock-in
zone diffusion is parameterised. Molecular diffusion leads to continued fractionation,
whereas dispersive transport (eddy diffusion) does not. Further work is needed to
elucidate the true nature of lock-in zone diffusion. Meanwhile, when interpreting
firn air and ice core isotopic records, an additional uncertainty needs to be included
to account for the model discrepancy found here.
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4
Diffusive fractionation in the firn

4.1 Introduction

The different isotopologues of a trace gas have different masses, and therefore a
different free air diffusion coefficient. This difference in diffusivity can lead to an
isotopic signal in the firn, even in the absence of changes in the atmospheric iso-
topic composition of the trace gas (Trudinger et al., 1997). This so-called diffusive
fractionation (DF) is shown schematically in Fig. 4.1 for a theoretical monotonic
atmospheric CO2 increase. The heavier 13CO2 isotopologue diffuses more slowly into
the firn, leading to a depletion with depth relative to the lighter 12CO2 isotopologue.
The resulting isotopic fractionation εDF is shown in the right panel. Note that DF
only occurs when the atmospheric mixing ratio of a trace gas is changing with time;
if constant we will get εDF = 0 throughout the firn column.

Both firn and ice core gas records have to be corrected for the effect of DF.
For example, the (site specific) corrections for the recent anthropogenic increase are
∼0.1 h for δ13CO2 at DE08, Law Dome (Francey et al., 1999), and 1.2 h for
δ13CH4 at WAIS-Divide (Mischler et al., 2009). When the transport properties of
a firn site are well characterized using reference tracers, the DF is automatically
included when modeling firn air transport. However, in section 3.4.4 we showed that
the magnitude of the DF differs substantially between different firn air models.

Ice core records of e.g. δ13C–CO2 or δ13C–CH4 should in principle be corrected
for the effect of diffusive fractionation. A complete description of the problem would
require two things. First, using a dynamical firn densification model the firn density
profile and close-off depth need to be reconstructed back in time (Goujon et al.,
2003; Barnola et al., 1991). This requires accurate estimates of past accumulation
rates and temperature. Second, the movement of trace gases in the porosity needs
to be modeled using a firn air transport model. As the diffusivity–depth relationship
is unknown, a parameterization of the firn tortuosity has to be applied (Schwander,
1989). The parameterisation is based on measurements on finite-size firn samples,
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Figure 4.1: The principle of diffusive fractionation in the firn, gravity turned to zero for clarity. The
left panel shows schematic mixing ratio profiles for 12CO2 and 13CO2 isotopologues for a hypothetical
monotonous atmospheric increase in mixing ratio. The right panel shows the diffusive fractionation
given as [13CO2]/[12CO2] − 1.

which do not accurately represent the transport properties of the entire firn pack
(Fabre et al., 2000). Consequently, the fit to experimental data obtained with diffu-
sivity parameterizations is generally not very good (section 2.5.1).

In this chapter we will derive an analytical expression for the DF, which shows
what parameters control the magnitude of this effect. Using modern, well-characterized
firn air sites, we find an empirical expression for the gas age at the lock-in depth.
On combining these two results we have a convenient framework to estimate εDF for
the ice core record. This approach has several advantages:

1. It requires little computational effort.

2. It requires only commonly available ice core data, namely trace gas mixing
ratios and the diffusive column height (DCH) estimated from δ15N–N2.

3. It is not subject to the uncertainties inherent to estimating the accumulation
rate, temperature, close-off depth and depth-diffusivity relationship back in
time.

4. It does not require knowledge of the true atmospheric variations; rather it uses
the mixing ratios as recorded in the ice core after diffusion in the firn column.

5. With the exception of modern, well-characterized firn air sites, our method
arguably gives more accurate results.
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To test the accuracy and dynamic response of our method we compare it to a
full firn air transport model forced with atmospheric signals at different time scales.
Finally we show the magnitude of εDF for measured ice core trace gas records.

4.2 Analytical description of diffusive fractionation

Let Ci(z, t) and C(z, t) denote the mixing ratio of the rare and abundant isotopo-
logue, respectively. We let Rstd = (Ci/C)std = 1, so that δ = Ci/C−1. We introduce
∆C = Ci − C. Using this notation we get εDF = Ci/C − 1 = ∆C/C.

We assume a simple atmospheric forcing of the form:

C(0, t) = Ci(0, t) = C0 + kt (4.1)

where k is the atmospheric growth rate, and k � C. This atmospheric history is
unique in having the property:

C(z, t) = C(0, t− Γ(z))

Ci(z, t) = C(0, t− Γi(z)) (4.2)

where Γ is the age of the air with depth. What Eq. (4.2) says is that the mixing
ratio at each depth is identical to that at the surface, with a delay given by the gas
age Γ(z). Note that the gas ages are isotopologue specific. This formulation allows
us to write the diffusive fractionation as:

εDF =
∆C

C
=

k(Γi − Γ)

C0 + k(t− Γ)
≈ k∆Γ

C
(4.3)

with ∆Γ the age difference between the isotopologues.

As diffusive fractionation mostly occurs in the DZ, we will neglect the effect of
advection. The fractionation that occurs as the gases diffuse down becomes:

∂

∂z
εDF =

∂

∂z

Ci − C
C

=
C ∂
∂zCi − Ci

∂
∂zC

C2

=
Ci

J
D − C

Ji
Di

C2
(4.4)

where in the last step we have used the fact that the diffusive flux J = −D dC
dz . We

can rewrite Eq. (4.4) as:

∂

∂z
εDF =

1

C

(
Ci/C

D
− Ji/J

Di

)
J (4.5)
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because Ci
C ≈

Ji
J ≈ 1 we can simplify to:

∂

∂z
εDF =

1

C

(
1

D
− 1

Di

)
J =

1

C

(
D

Di
− 1

)
∂C
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(4.6)

using the fact that ∂C
∂z = −k ∂Γ

∂z , we find:

∂

∂z
εDF = − k

C

(
D

Di
− 1

)
∂Γ

∂z

and

εDF(z) ≈ − k
C

(
D

Di
− 1

)
Γ(z) (4.7)

From Eq. 4.7 we can draw a number of interesting conclusions:

• It is not the increase k itself that matters, but rather the relative increase k/C.
For an exponential atmospheric increase (constant k/C), the DF in the firn is
constant with time.

• The DF scales linearly with (D/Di − 1). This quantity is shown in Table 4.1
for several trace gases relevant to ice core studies. The effect is largest for
light gases such as methane and H2. Because the molecules are relatively light
(MCH4 = 16.04 kg mol−1 and MH2 = 2.02 kg mol−1), the isotopic substitution
of 13C (D, i.e. 2H) for 12C (H) makes a large difference for the mass ratio, and
thereby the diffusivity ratio.

• The DF scales linearly with the age of the gas. The gas age at the firn-ice
transition, where the air is trapped, depends strongly on the length of the firn
column. The DF is larger in the deep firns of the Antarctic plateau than in
the shallow firns of the (warmer) Antarctic coastal and Greenlandic sites.

• As both isotopologues diffusive through the same firn column, the exact shape
of the depth-diffusivity profile (i.e. the tortuosity) does not matter. The ratio
of molecular diffusivities is constant throughout the firn column.

The result of Eq. 4.7 is valid only in the diffusive zone (DZ) where advection is
negligible. In the lock-in zone (LIZ) advection dominates the transport. Advection
does not discriminate between isotopologues, giving no continued fractionation with
depth. For this reason the fractionation εDF along the firn whole column is well
approximated by

εDF =

 −
k
C

(
D
Di
− 1
)

Γ(z) for z ≤ zlid

− k
C

(
D
Di
− 1
)

Γ(zlid) for z > zlid

(4.8)

with zlid the lock-in depth which separates the DZ and LIZ.
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Table 4.1: Diffusivity ratios of isotopologues following Buizert et al. (2011) and Trudinger et al.
(1997). If the atom mass is not specified, is represents the average weight (i.e. the sum of the
isotopic masses multiplied by their relative abundance).

Isotopologue ratio a
(
D
Di

− 1
)

b
(
D
Di

− 1
)

HH/HD 20.50 × 10−2 -

12CH4/13CH4 1.95 × 10−2 1.79 × 10−2

CH4/CH3D 1.96 × 10−2 -

12CO/13CO 0.89 × 10−2 -
C16O/C18O 1.74 × 10−2 -

12CO2/13CO2 0.44 × 10−2 0.42 × 10−2

CO2/14CO2 0.87 × 10−2 0.83 × 10−2

C16O16O/C18O16O 0.88 × 10−2 -

14N14NO/15N14NO 0.44 × 10−2 -
NN16O/NN18O 0.88 × 10−2 -
a Buizert et al. (2011)
b Trudinger et al. (1997)

In deriving Eq. 4.8 we made some assumptions and simplifications. To verify
its correctness we now compare the analytical result to the modeled DF at NEEM
for six firn air transport models (synthetic scenario I in section 3.4.4). The scenario
consists of a hypothetical monotonic CO2 increase following:

[12CO2] = [13CO2] = 225 exp
[
2.5× 10−3(t− 1800)

]
ppm (4.9)

with t the time in years C.E. Equation (4.9) corresponds to a constant k/C =
2.5× 10−3. The final decimal model date is 2008.54, corresponding to the sampling
date at NEEM. For the mean age Γ(z) we use the first moment of the NEEM CO2

age distribution G(z, t) calculated with the CIC firn air model:

Γ(z) =

∫ ∞
0

G(z, t)× t dt (4.10)

The modeled solutions are compared to the analytical result in Fig. 4.2. We find
that within the DZ the models and the analytical result agree very well. Within the
LIZ the model solutions diverge strongly, as discussed in detail in section 3.4.4. The
analytical solution falls within the spread observed among the models. From this
we can conclude that Eq. 4.8 gives an accurate prediction of the diffusive isotopic
fractionation in the firn.

4.3 Parameterizing gas age at the lock-in depth

Equation (4.8) in principle allows us to calculate εDF in the ice core record in or-
der to correct isotopic measurements. The values of C and k can be derived from
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Figure 4.2: Isotopic diffusive fractionation in the NEEM firn for a hypothetical atmospheric CO2

scenario. See section 3.3.2 for model acronyms and details.

Table 4.2: Overview of firn air sites used in the gas age parameterization. See Table 2.1 for more
details.

Site p T A DCH Year
(hPa) (◦C) (cm ice yr−1) (m) sampled

NEEM 745 -28.9 22 59.8 2008
NGRIP 691 -31.1 19 66.5 2001

Berkner Island 895 -26 13 50.0 2003
Dome C 658 -54 3.2 93.0 1999
South Pole 681 -51 8 115.0 1995

measured trace gas mixing ratios, the mean age Γ is the only unknown. Here we
derive a parameterization of Γ(zlid), i.e. the mean gas age at the lock-in depth.
Since the vast majority of the air is occluded within the LIZ (∼ 95% at NEEM),
the value of εDF at the lock-in depth gives a good estimate of εDF recorded in the ice.

We tuned the CIC firn air model (Chapter 5) to five modern firn air sites rep-
resenting both hemispheres and a wide range of climatic conditions. The sites are
summarized in Table 4.2. For each site we reconstructed the diffusivity-depth profile
using reference tracers of known atmospheric history (see Sections 2.5.1, 3.3.1 and
5.6). For this purpose the lock-in depth is chosen as the depth where the tortuosity
of the pore geometry reduces the effective diffusivity by three orders of magnitude
below the free air diffusivity; this is generally equal to the depth where gravitational
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Figure 4.3: Gas age at the Lock-in depth zlid for 5 different firn air sites (50 ≤ DCH ≤ 115 m), and
three different gases (SF6, CO2 and CH4 with γX = 0.554, γX = 1 and γX = 1.367, respectively).
The Lock-in depth is defined as the depth where the effective diffusivity is reduced by three orders
of magnitude below the free air diffusivity, DX(zlid) = D0

X × 1 · 10−3. The diffusive column height
(DCH) is derived from the δ15N–N2 in the LIZ, DCH = ln

(
δ15N/103 + 1

)
×RT/∆Mg.

enrichment ceases, but easier to calculate consistently or in the absence of δ15N–N2

data. The mean age of the air Γ(zlid) is calculated using Eq. 4.10.

The modeled gas age for three gases (SF6, CO2 and CH4) is shown in Fig. 4.3
as a function of the diffusive column height (DCH). We find that the gas age follows
a linear relationship given by

Γ(zlid) = 1.0789× DCH2

D0
X

+ 2.554 (4.11)

Note that the calculated age will be given in years when diffusivity D0
X is expressed

in m2 yr−1, and in seconds when D0
X has units of m2 s−1. The intersect with the

age-axis at 2.554 yrs is perhaps unexpected, as the age should go to zero in the
limits D0

X →∞ and DCH→ 0. A deviation from Eq. (4.11) is indeed observed for
highly-diffusive gases (γX > 5), making the trend curve down towards the origin.
The range of diffusion coefficients used in the fit (0.554 ≤ γX ≤ 1.367) is suitable for
all atmospheric trace gases, with the exception of the very fast diffusing species He
and H2. Sites with a DCH close to zero have not been found in the accumulation
zones of the major ice sheets. The range of the DCH at the sites (50 ≤ DCH ≤ 115)
represents the spread found in nature. Equation (4.11) should be used with caution
outside of the DCH and γX ranges indicated here.

There are good reasons for using the DCH rather than the lock-in depth itself
in the age parameterization. First, the DCH can directly be obtained from mea-
surements of δ15N–N2 or δ40Ar. The lock-in depth, on the other hand, needs to be
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Figure 4.4: Accuracy and dynamic response of the method compared to the CIC firn air model for
the NEEM site in Greenland. The upper panels show the atmospheric forcing in black, and the
corresponding signal recorded in the ice core in blue (green) for CO2 (CH4). The middle (lower)
panels give the DF for δ13CO2 (δ13CH4), where the CIC output is given as a solid curve. The
shading represents the spread in LIZ model solutions observed in the NEEM model intercomparison
of Fig. 4.2. The dashed black line shows the result from Eqs (4.7) and (4.11). (a) Response to a
linear ramp from c0 = 190 (400) to c1 = 270 (700) for CO2 (CH4) Duration indicated above. (b)
Response to a Gaussian perturbation of indicated 2σ width.
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Figure 4.5: Accuracy and dynamic response of the method compared to the CIC firn air model for
the South Pole site in Antarctica. The upper panels show the atmospheric forcing in black, and the
corresponding signal recorded in the ice core in blue (green) for CO2 (CH4). The middle (lower)
panels give the DF for δ13CO2 (δ13CH4), where the CIC output is given as a solid curve. The
shading represents the spread in LIZ model solutions observed in the NEEM model intercomparison
of Fig. 4.2. The dashed black line shows the result from Eqs (4.7) and (4.11). (a) Response to
a linear ramp from c0 = 190 (0.4) ppm to c1 = 270 (0.7) ppm for CO2 (CH4) Duration indicated
above. (b) Response to a Gaussian perturbation of indicated 2σ width.
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reconstructed using firn densification models, which are laborious, have inherent un-
certainties, and show a pronounced mismatch with experimental data for the glacial
period in Antarctic ice cores (Landais et al., 2006). Second, due to vigorous ventila-
tion, air at the bottom of the CZ is effectively of modern composition, i.e. has a gas
age of zero. The gas ages within the DZ, and therefore the gas age at zlid depends
mostly on the DCH.

The age parameterization of Eq. (4.11) can also be used when modeling ∆age
back in time with densification models. The ice age is calculated with the firn densi-
fication model, yet to obtain ∆age the gas age should be subtracted. As the details
of the diffusivity-depth profile are unknown, Eq. (4.11) can be used to calculate the
age based on the DCH alone.

4.4 Diffusive fractionation in the ice core record

4.4.1 Comparison to the CIC firn air model

To test the accuracy and dynamic response of our method we compare it the out-
put of the full CIC firn air model for a number of scenarios. First, we use a ramp,
where the atmospheric mixing ratio increases linearly from c0 = 190 (0.40) ppm
to c1 = 270 (0.70) ppm for CO2 (CH4). These values were chosen to represent
the glacial-interglacial natural variability range of both gases. To test the dynamic
response of our method the duration of the ramp is varied over three orders of mag-
nitude from 1, 10, 100 to 1000 years. Second, we use a Gaussian bell curve, where
the atmospheric mixing ratio changes from c0 to c1. The 2σ width is varied from 1,
10, 100 to 1000 years.

The results for NEEM and South Pole are shown in Figures 4.4 and 4.5, respec-
tively. The upper row of panels each time shows the atmospheric forcing in black,
with the CO2 (CH4) signal as recorded in the ice core in blue (green). Note that the
blue line line is often not visible as the green line is plotted on top of it. The middle
(lower) row of panels shows the resulting DF for δ13CO2 (δ13CH4). The CIC model
result is plotted as a solid line, with a shaded area around it representing the DF
model spread observed in the NEEM model intercomparison study (section 3.4.4).
We let the model calculate the mixing ratios in the closed bubbles (section 5.7). Our
empirical method, consisting of Eqs. (4.7) and (4.11), is plotted as a dashed black
line. In Eq. (4.7) we use k = dC/dt and C from the signals that would be recorded
in the ice core, rather than the original atmospheric forcing. This is more realistic,
as this would be the data available from real ice cores.

We find that our method agrees very well with the full model results over a
wide range of time scales as well as for completely different firn air sites. For rapid
signals (1,10 years) there appears to be a timing difference of a few years between our
method and the full model results. Note that these rapid cases are mostly academic,
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as such rapid variations are not observed in the ice core record. For processes on
longer, more realistic time scales (100, 1000 years) the timing offset is negligible.
As noted above, in our empirical method we use the smoothed concentrations as
recorded in the ice rather than the original atmospheric variations. As it turns out,
this gives better results. The reason is that the DF signal and the trace gas mixing
ratios are smoothed to the same degree by both firn diffusion and bubble trapping.
This is a major advantage of our new method; in a full model effort to calculate
εDF, one would first need to reconstruct the original atmospheric variations (Spahni
et al., 2003; Köhler et al., 2011).

Apart from the minor timing issue for rapid variations, our method gives results
that fall within the shaded areas that represent the model uncertainty. Generally
our method gives a slightly lower isotopic fractionation than the CIC model does.
This is to be expected from the firn column comparison shown in Fig. 4.2.

4.4.2 DF in the ice core gas record

We will now apply our method to ice core measurements, and calculate εDF for past
atmospheric variations. The results are shown in Figs. 4.6 and 4.7, for Greenland
(GISP2 and NGRIP) and Antarctica (EPICA Dome C), respectively. For Greenland
we consider fractionation of CH4 isotopologues only. Due to the presence of CO2

artifacts, there is no reliable northern hemisphere CO2 record from Greenland (e.g.
Tschumi and Stauffer, 2000).

The fractionation εDF is calculated in three steps. First, we calculate the DCH
from the gravitational signal shown in Fig. 4.6c (4.7d). Second, we insert the DCH
in Eq. (4.11) and obtain the mean gas age at the lock-in depth, shown in Fig. 4.6d
(4.7e). Last, this mean age Γ is used in Eq. (4.7) together with the derivative of the
measured mixing ratios to calculate εDF. The result is shown in Fig. 4.6e (4.7f-g),
note that the scale has been inverted. The εDF calculated for CH4 applies to both δD
and δ13C , since they have essentially the same isotopologue diffusivity ratio (Table
4.1). In section 4.5 we will discuss the uncertainties of the method, as well as the
implications of our results.

4.4.3 Correcting δ13C–CH4 data for DF

Finally we look at published records of δ13C–CH4 over the last glacial termination
(Fischer et al., 2008) and the 8.2 kyr event (Sowers, 2010), and correct them for the
effect of DF. For the last termination the results are shown in Fig. 4.8c, with the
original (uncorrected) data in blue and the DF corrected data in orange (with er-
rorbar). Note that the isotopic scale has been inverted. During each rapid variation
in atmospheric CH4 concentration (indicated by the grey bars) we find a substantial
DF signal. For these three transitions the correction ranged from 0.30–0.53 h, more
than double the analytical precision of 0.15 h in the study. The errorbars on the



74 Chapter 4. Diffusive fractionation in the firn

10 12 14 16

10 12 14 16

32 34 36 38 40 42 44 46 48

32 34 36 38 40 42 44 46 48

−45

−40

−35

N
G

R
IP

 δ
18

O
 ic

e

300

400

500

600

700

800

C
H

4 (
pp

b)

0.3

0.4

0.5

0.6

0.7

   
   

   
   

   
 / 

δ gr
av

 (
‰

)

8

10

12

14

16

18

C
H

4 L
ID

 a
ge

 (
yr

)

0.4

0.2

0

−0.2

−0.4

−0.6

−0.8

−1

δ13
C

 o
r 

δD
 o

f C
H

4 (
‰

)
δ15

N
2

Age (kyr B2k)

a)

b)

c)

d)

e)

 DO:  5  6  7  8  9  10  11  12

 YD  B−A

Figure 4.6: Diffusive isotopic fractionation for CH4 in Greenland. Ages are before the year 2000
C.E. (B2k). a) Precipitation δ18O as a proxy for site temperature from the NGRIP ice core on
the GICC05 time scale (NGRIP community members, 2004). b) Composite record of northern
hemisphere CH4 mixing ratio based on GRIP, GISP2 and NGRIP ice core samples (Blunier et al.,
2007). c) In red the measured δ15N from NGRIP (30–48 kyr B2k; Huber et al., 2006) and GISP2
(10–16 kyr B2k, Severinghaus and Brook, 1999). In black the estimated gravitational signal δgrav

for NGRIP (30–48 kyr B2k, modeled; Huber et al., 2006) and GISP2 (10–16 kyr B2k, done by
hand). d) Calculated age Γ(zlid) using Eq. (4.11). e) Calculated DF signal εDF from Eq. (4.7).
Note that the signal is (nearly) identical for δD and δ13C of CH4.

corrected data include the uncertainty in our method, which we estimate below. As
we do not know the original atmospheric δ13C–CH4, we can not provide conclusive
proof for the correctness of our method. Having said this, we do believe that the cor-
rected dataset is more consistent with the CH4 mixing ratios. The Younger-Dryas to
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Preboreal (YD-PB) transition at 11.7 kyr BP shows a remarkable isotopic excursion
in the uncorrected dataset. After the correction this prominent feature has disap-
peared, giving an intuitively more realistic monotonic rise in δ13C–CH4. Also the
transition into the Bølling interstadial (14.8 kyr BP) arguably looks more realistic
after DF correction, with the isotopes following the atmospheric CH4 signal more
closely.

The 8.2 kyr event is an abrupt climate event within the climatically stable
Holocene, which brought dry and cold conditions to large regions of the Northern
hemisphere (Alley and Ágústsdóttir, 2005). It has been attributed to a freshening
of the North Atlantic by an outburst flood, slowing down the meridional circulation
that transports heat northwards from lower latitudes. The 8.2kyr event shows a very
prominent and abrupt CH4 response, with a drop in CH4 mixing ratios of around 90
ppb after correction for diffusive smoothing in the firn (Spahni et al., 2003). This
rapid variation leads to a large εDF, as shown in Fig. 4.9c, again with the original
(uncorrected) data in blue and the DF corrected data in orange (with errorbar). The
DF correction is on the same order of magnitude as the analytical precision, which
is around 0.3 h for this study. We reject one datapoint as an outlier (shown in
grey). Including this datapoint would imply that in less than 30 years the isotopic
composition jumped by nearly a permil and back again; such a rapid variation is
incompatible with the diffusive smoothing of the firn, and cannot be of atmospheric
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Figure 4.9: DF correction of δ13C–CH4 data over the 8.2 kyr event. a) High resolution GISP2 CH4

and b) δ15N–N2 data from Kobashi et al. (2007). The plotted δgrav signal (in black) is a quadratic
fit to the reconstructed δgrav based on δ15Nexcess = δ15N−δ40Ar/4. c) δ13C–CH4 data from Sowers
(2010) before (blue), and after DF correction (orange, with error bars).

origin.

After correction we observe an enrichment in δ13C–CH4 for the duration of the
event, which hints at reduced wetland emissions in a colder/dryer Northern hemi-
sphere climate. The δ13C–CH4 signal appears to have the right order of magnitude:
∼0.6 h for a 75 ppb drop in CH4, compared to a 1.5 h signal for the 180 ppb drop
from the Allerød to the YD. Both these NH cold spells are thought to be triggered
by the same mechanism, and we could expect to see a similar response in the CH4

isotopic composition. Again, we cannot verify the correctness of our DF correction
method, as we do not posses knowledge of the true atmospheric history. However, an
enrichment of more modest amplitude that persists throughout the event seems more
plausible than the two separated, high amplitude excursions found in the uncorrected
time series.

4.5 Discussion

4.5.1 Relevance of the DF correction

In principle, all ice core records of trace gas isotopic composition should be corrected
for the effect of DF. Whether this correction is relevant depends on the magnitude of
εDF compared to 1) the analytical precision of the ice core measurements of trace gas
isotopes, 2) the magnitude and uncertainty of the applied gravitational correction,
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Table 4.3: Typical magnitude of εDF compared to other factors; results from Greenland and EDC are
combined. The columns give typical εDF values for trace gas increases in the recent anthropogenic
era, over the glacial terminations TI–TIII , and over Dansgaard-Oeschger (DO) cycles. For compar-
ison, we give the typical analytical precision of the ice core analysis, the gravitational correction,
and the isotopic range of the atmospheric signal (maximum value minus minimum value).

εDF Anthr. εDF TI−III εDF DO Analytical δgrav
† Atm. signal

(h) (h) (h) (h) (h) (h)

δ13C–CH4 1.2a 0.4–1.0 0.2–0.4 0.18b–0.3c ∼ 0.45 ± 0.01 ∼ 5c

δD–CH4 1.2a 0.4–1.0 0.2–0.4 2.1b–4.2d ∼ 0.45 ± 0.01 ∼ 20e–40d

δ13C–CO2 0.12f 0.01–0.017 < 0.005 0.025g–0.1h ∼ 0.45 ± 0.01 ∼ 1.3h

δ15N–N2O 0.12i 0.01–0.03 0.005–0.018 0.5b,j ∼ 0.45 ± 0.01 ∼ 4j

δ18O–N2O 0.24i 0.02–0.06 0.01–0.035 0.69b–2j ∼ 0.9 ± 0.02 ∼ 8j

† Typical value. The stated uncertainty is the upper end of the δ15N2 analytical uncertainty. In
case of poor depth coverage of δ15N2 data the uncertainty will be higher.

a Modern day WAIS–Divide, Mischler et al. (2009)
b Sapart et al. (2011)
c Fischer et al. (2008)
d Sowers (2006)
e Bock et al. (2010)
f Modern day Law Dome, Trudinger et al. (1997)
g Francey et al. (1999)
h Lourantou et al. (2010)
i Modern day NGRIP Ishijima et al. (2007)
j Sowers et al. (2003)

and 3) the amplitude of atmospheric variations. This is summarized in Table 4.3,
where we list typical values of εDF for the anthropogenic increase, for the last three
glacial terminations, and over Dansgaard-Oeschger (DO) cycles. The values for N2O
isotopologues are calculated in the same way as for CO2 and CH4, using the EPICA
Dome C N2O mixing ratios by Schilt et al. (2010).

For all gases the largest fractionation is obtained for the current anthropogenic
increase, showing the profound impact mankind has on the chemical composition of
our atmosphere. For δ13C of both CO2 and CH4 the diffusion correction can cer-
tainly not be neglected, as it exceeds the typical analytical precision. For the other
isotopologue ratios it must be kept in mind that the analytical precision is listed for
ice core gas extractions; for firn air samples the precision is much better. For all the
listed isotopologues, diffusion correction should be applied for the anthropogenic in-
crease. Note that these recent atmospheric variations are reconstructed from firn air
or shallow ice core samples; in these cases there is no need for the method developed
here, as regular firn air models can be applied (with their effective diffusivity tuned
to reference tracers).

On comparing the different gases, it is clear that for methane the diffusive effect is
strongest. The reason is twofold. First, because of the small molecular mass, isotopic
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substitution has a large impact on the molecular mass and thereby the molecular
diffusivity. This enhances DF, as is evident from Eq. (4.7). Second, because of its
short atmospheric lifetime of around 8 years (Lelieveld et al., 1998), the CH4 mixing
ratio can change very rapidly. The methane record shows the most abrupt changes
of all atmospheric trace gases. The magnitude of εDF is identical for both δD and
δ13C of CH4, yet the relevance is different to both signals. For δ13C the calculated
εDF for both glacial terminations and the DO cycles exceed the typical analytical
precision. The correction is comparable to, or larger than, the gravitational correc-
tion that is routinely applied to the data. Therefore DF correction of δ13C–CH4 is
recommended for samples that lie within climatic transitions. For δD–CH4 the situ-
ation is different. Although εDF has the same magnitude, it is smaller than both the
analytical measurement precision and the large amplitude of atmospheric variations
observed in the ice core record (Bock et al., 2010; Sowers, 2006). For these reasons
one could justify omitting the DF correction for δD–CH4.

Nitrous oxide provides a simple case. With the exception of the anthropogenic
signal, the DF correction is more than an order of magnitude smaller than the analyt-
ical precision. In most cases εDF is smaller than the uncertainty in the gravitational
correction. The effect of DF can safely be ignored for N2O records. The case of CO2

is similar. However, because the analytical precision is so much better for δ13CO2,
one could consider applying the DF correction during the deglaciations, which are
accompanied by a strong CO2 increase.

In summary, δ13C–CH4 is the only trace gas isotopic signal for which the DF
correction should always be applied during transitions, as there the εDF exceeds the
typical experimental precision. For δD–CH4 and δ13C–CO2 the magnitude of εDF

gets to about half the analytical precision only during glacial terminations; one could
consider DF correction during these special intervals. In all other cases the effects
of DF can safely be neglected.

We believe that the method presented here also has merits in cases where εDF is
very small. Calculating the magnitude of the DF correction is reduced from a mod-
eling project to a back-of-the-envelope calculation. This will enable experimentalists
to quickly asses whether they need to worry about DF correcting their data or not.

4.5.2 Accuracy of our method

Here we will estimate the uncertainty in our method. We distinguish three major
sources of uncertainty:

1) The DCH estimate based on δ15N–N2 data. The analytical precision
of the δ15N measurements is on the order of 0.005–0.01 h (Dreyfus et al., 2010);
since the depth coverage is not always equally good for each ice core, we estimate the
uncertainty at 0.02 h. More problematic is the possibility of thermal fractionation
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in the firn column caused by temperature gradients (Severinghaus et al., 2001). In
Greenland, rapid variations in surface temperature give rise to transient excursions
in δ15N–N2 that do not reflect changes in the DCH (Severinghaus and Brook, 1999).
This is shown in Fig. 4.6c, where we plot measured δ15N–N2 data in red, and a
reconstructed gravitational signal δgrav representing the DCH in black (Huber et al.,
2006). In Antarctica temperature variations are too gradual to impose large gradi-
ents in the firn. However, during glacial conditions the reduced downward advection
of cold ice (due to low accumulation), in combination with the thermal heat flux
from the bed and an increased thermal insulation provided by the deep glacial firn
column, can lead to a temperature gradient of up to a few K between the surface and
the close-off depth (Goujon et al., 2003). We estimate the error due to the thermal
fractionation δtherm from the difference between the apparent and true DCH in the
Huber et al. (2006) study, i.e. the red and black curves in 4.6c. We disregard the
rapid isotope excursions that are easily identified as thermal signals, and take the
root mean square (RMS) of the remaining δtherm dataset. This way we obtain an
uncertainty estimate of 0.032 h due to thermal fractionation, leading to a total
uncertainty on δgrav of 0.038 h. Note that this uncertainty can be reduced by ei-
ther more advanced experimental methods that require additional δ40Ar and δKr/Ar
measurements (Severinghaus et al., 2003), or modeling of heat diffusion in the firn
and ice (e.g. Goujon et al., 2003).

2) The uncertainty in firn air model calculations of εDF. Figure 4.2 shows
the disagreement among six firn air models on the magnitude of DF in the LIZ; a
disagreement originating from our limited understanding of LIZ transport. This un-
certainty also influences the accuracy of our method. The observed model divergence
in εDF increases with depth in the LIZ. Therefore the disagreement is much larger
in the open pores than in the closed pores, as the trapping process averages over
the entire LIZ. We estimated the 1σ standard deviation in the closed pores in the
following way. First we take the standard deviation of the six modeled profiles at
each depth. We multiply these standard deviations by the trapping rate of Eq. (5.8),
and integrate this over the firn column. This way we obtain σ = 0.013 h compared
to a total trapped εDF = −0.115 h; i.e. a relative uncertainty of 0.11 (i.e. 11%).

3) The age parameterization of Eq. (4.11). Our lock-in depth age param-
eterization provides a surprisingly good fit to the modeled ages, with a coefficient
of determination R2 = 0.994. On average the difference between the modeled ages
and those predicted by Eq. (4.11) is 0.77 year; a relative error of 0.04. However,
Antarctic glacial conditions lie outside the climatic range of modern day firn sites
on which the parameterization is based. In particular, the hypothesis of a deepened
convective zone during Antarctic glacial conditions could significantly influence the
firn transport properties (Landais et al., 2006). It must be noted that the CZ thick-
ness has very limited impact on Γ(zlid), as we discussed earlier in section 4.3. Since
Eq. (4.11) provides a good fit over a wide range of climatic conditions, we believe
that even under Antarctic glacial conditions the error in the age estimation will be
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small compared to the uncertainties listed under points 1 and 2 above.

Using standard error propagation methods, and assuming all errors to be un-
correlated, we get a relative error of around 0.2 (i.e. 20%) in εDF, at a typical
value δ15N–N2 = 0.4 h. If more accurate DCH estimates are available (from either
heat diffusion modeling or additional δ40Ar or δKr/Ar data) the uncertainty in the
methed reduces to around 15%.

For the recent anthropogenic increase the DF correction can be performed with
greatest accuracy, as one can use a firn air transport model with the effective
diffusivity-depth relationship tuned to reference tracers of known atmospheric his-
tory. In this case the only major uncertainty is the LIZ model disagreement as shown
in Fig. 4.2.

In the ice core record the alternative to our DF correction method is a full
modeling study, in which the coupled heat diffusion and firn densification is modeled
for the past firn column, after which the DF can be calculated in this reconstructed
firn column using a firn air transport model. This approach would only be more
accurate for point 1) above, since the modeled temperature gradient in the firn allows
for estimating the true DCH by correcting δ15N data for thermal fractionation.

Apart from the more accurate DCH estimate, a full modeling approach is subject
to many other uncertainties that do not matter to our approach. We list them below,
without attempting to estimate their magnitude:

• The firn densification model requires past accumulation and temperature esti-
mates as an input, both of which have their uncertainty.

• There is an inherent uncertainty to the densification modeling; e.g. different
models can produce close-off depth values that differ by several meters. Un-
der Antarctic glacial conditions, densification models systematically predict a
deepening of the firn column, whereas δ15N–N2 data show a shortening of the
DCH (Landais et al., 2006). The hypothesis of a deepened glacial CZ is often
invoked to explain this mismatch, which would require a CZ thickness of up to
40 m at Dome Fuji (Severinghaus et al., 2010).

• The close-off and lock-in depths need to be estimated from the density profile.
The former is estimated using the parameterization by Martinerie et al. (1994),
which is often (slightly) in disagreement with field data from firn sampling
campaigns; the latter is often estimated by the ad-hoc assumption that the
lock-in density simply lies 14 kg m−3 below the close-off density (Schwander
et al., 1997; Blunier and Schwander, 2000).

• The effective diffusivity-depth relationship is generally unknown. The best
available parameterization by (Schwander, 1989) often gives unsatisfactory re-
sults to field data (Fig. 2.5a).



82 Chapter 4. Diffusive fractionation in the firn

• The true atmospheric mixing ratios are unknown; the ice core record is a
convolution of the atmospheric signal with the firn and bubble trapping transfer
functions. The rapid variations that cause the strongest DF are attenuated in
the firn (Spahni et al., 2003; Köhler et al., 2011). By contrast, our empirical
method works best when using the mixing ratios as recorded in the ice core
(Figs. 4.4 and 4.5).

Considering the above we contend that, compared to a full model approach, our
DF correction method is certainly more accurate whenever good DCH estimates
are available, and probably more accurate whenever the DCH is based directly on
δ15N–N2 data uncorrected for thermal fractionation.

4.6 Summary and Conclusions

Fist, we derived an analytical expression for diffusive isotopic fractionation in the
firn column. Second, based on data from five modern firn air sites we derived a
parameterization of the mean gas age at the lock-in depth. By combining both
results we obtain a convenient empirical framework for correcting ice core data for
the effect of diffusive fractionation. The age parameterization can also be used to
improve estimates of ∆age back in time.

We test the accuracy and dynamic response of our method by comparing it to
a firn air transport model for two modern, well-characterized firn air sites. We
find an excellent agreement on timescales relevant for ice core data (≥ 100 years).
We apply our method to CH4, CO2 and N2O mixing ratios found in ice cores.
We find that δ13C–CH4 is the only trace gas isotopic signal for which the diffusive
correction should always be applied during transitions, as there the εDF exceeds the
typical experimental precision. For δD–CH4 and δ13C–CO2 the magnitude of the
diffusive fractionation gets to about half the analytical precision only during glacial
terminations; one could consider data correction during these special intervals. In
all other cases the effects of DF can safely be neglected.

We apply the DF correction to published δ13C–CH4 records over the last glacial
termination and the 8.2 kyr event. In both cases the DF correction exceeds the ana-
lytical precision of the data during abrupt transitions. We argue that the corrected
time series are more consistent than the uncorrected ones.

We show that our method has an uncertainty of around 15% in the case thermal
fractionation-corrected δ15N–N2 data is used, and around 20% when uncorrected
δ15N–N2 data is used. We argue that our empirical method is more accurate than
the alternative of a full modeling study.

Our method requires little computational effort and only commonly available ice
core data. If offers experimentalists a convenient framework for assessing whether
their data should be corrected for the effects of diffusive fractionation.
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5
The CIC firn air model

5.1 Introduction

In this chapter we describe the CIC firn air transport model in detail. In chapter 3 we
evaluated the performance of the model for the NEEM site in Northern Greenland,
and compared it to other published firn air models. In the comparison we found the
performance to be comparable to, or in some cases better than, other published firn
air models.

One of the major differences with other published models (Trudinger et al., 1997;
Rommelaere et al., 1997; Sugawara et al., 2003; Severinghaus et al., 2001), is that
we derive analytical expressions for the air velocity, bubble pressure and trapping
rate. The expressions are used to include mass conservation in a rigorous way, and
to predict the air content of ice below the firn-ice transition. We furthermore intro-
duce a new method to reconstruct the effective diffusivity of the firn using reference
tracers of known atmospheric history, and a new way to track the mixing ratio of
trace gases in the closed porosity.

The CIC firn air model is a finite difference 1-D diffusion model coded in MAT-
LAB. It uses implicit Crank-Nicholson time stepping to solve what is essentially an
advection-diffusion-reaction equation, with radioactive decay and bubble trapping
taking the place of the chemical reaction by removing trace gas molecules from the
open pore space. The model uses a stationary reference frame with z = 0 at the
surface. The firn column is assumed to be isothermal and in steady state with regard
to ice flow and densification rates.

The model includes four types of transport in the open porosity. The first type
is molecular diffusion, which is included through the effective molecular diffusion
coefficient DX, where the X denotes the trace gas under consideration. The second
type is gravitational settling, which tends to enrich the firn in heavier molecules with
depth (Sowers et al., 1992). The third type is advection, which we include through
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an average downward velocity of the air in the open pores wair. The fourth type
of transport is an eddy diffusion. It describes mass transfer caused by macroscopic
flow patterns in the open porosity which the model cannot resolve directly, and are
instead parameterised through the inclusion of an eddy diffusion coefficient Deddy.
Two effects were included as an eddy diffusivity. First, we use the parameterisation
by Kawamura et al. (2006) to describe wind pumping and convection in the top
firn layers (Colbeck, 1989). Second, we include dispersive mixing in the LIZ. Using
a molecular diffusivity in the LIZ instead would lead to continued gravitational
enrichment with depth, which contradicts observations.

The effects of thermal diffusion (Severinghaus et al., 2001) and close-off fraction-
ation (Severinghaus and Battle, 2006; Huber et al., 2006) are not included in the
model.

5.2 Bulk motion of air in open and closed porosity

To describe the transport of trace gases in the firn, we start by considering the bulk
motion of air. Air is transported in both the closed and open porosities. The air
flux in the closed pores consists of downward transport of (closed) bubbles by the
ice matrix at velocity wice = ρice/ρ, where A is the accumulation rate in m yr−1 ice
equivalent and ρ (ρice) is the density of firn (ice). The air flux in the open pores is
determined by the downward velocity wair of air in the open pores.

The fluxes in open and closed pores are then given by

φop = s∗opwair (5.1)

φcl = scl
pcl

p0
wice = scl

pcl

p0
A
ρice

ρ
(5.2)

where the fraction pcl/p0 is the enhanced pressure in the closed porosity relative to
the surface pressure due to compression of bubbles during firn densification, and s∗op

is the effective open porosity

s∗op = sop exp

(
Mairgz

RT

)
(5.3)

i.e. the rescaled porosity to account for the barometric increase in pressure with
depth.

A schematic of the bulk air motion is given in Fig. 5.1 for a depth interval between
z and z + ∆z. The quadrangles depict the closed and open porosities, which are
respectively increasing and decreasing with depth. Arrows 1,2 give bulk air transport
in the closed pores, arrows 3,4 in the open pores, and arrow 5 denotes the trapping
process. Conservation of mass, with the assumption of steady state, demands that
the air fluxes φ1 + φ3 = φ2 + φ4, where the subscript numbers refer to the arrows in
Fig. 5.1. This can be generalized to hold for all z:

φop(z) + φcl(z) = φcl(zCOD) + φop(zCOD) = φcl(zCOD) (5.4)
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Figure 5.1: Schematic of air bulk motion in the firn. Shown is a section of the firn column between
z and z + ∆z. The total porosity decreases, and the closed porosity scl increases in the interval.
Arrows give air fluxes.

where zCOD is the full close-off depth where all the air is occluded in bubbles
(sop(zCOD) = 0). What Eq. (5.4) says, is that at each depth the total flux of
air must be equal. At the full bubble close-depth zCOD only closed porosity remains,
and hence the the total air flux is given by φcl(zCOD).

Combining Eqs. (5.1), (5.2) and (5.4) we can solve for the air velocity in the
open pore space:

wair =
Aρice

s∗opp0

(
scl(zCOD)pcl(zCOD)

ρCOD
− scl(z)pcl(z)

ρ(z)

)
(5.5)

We see that wair depends on the accumulation rate and the firn structure. In the
previous chapter we introduced different parameterizations of the closed porosity;
the only unknown variable in Eq.5.5 is the compression taking place in the closed
bubbles pcl/p0. We will derive an expression for bubble compression in section 5.3
below.

The velocity calculated with Eq. (5.5) is shown in Fig. 5.2b, together with the
velocity of the ice layers. The ice layers are moving downward at a higher velocity
than the air in the open pores. In a Lagrangian reference frame moving down with
the ice layers, it will appear as if the air is moving upward. This relative upward
motion of the air is caused by pore compaction due to continued firn densification,
which squeezes the air upwards out of the pores. It is important to emphasize that
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Figure 5.2: a). Closed and open porosity in NEEM firn using the parameterization of Schwander
(1989). b) Ice velocity and open pore air velocity calculated with Eq. 5.5 using the closed pore
pressure estimate of Eq. 5.12.

the upward motion is only relative to the ice layers; in a stationary reference frame
the air is moving downwards.

Finally we will derive the bubble trapping rate, corresponding to arrow 5 in Fig.
5.1. Using conservation of mass, we find that φ5 = φ2 − φ1 = −(φ4 − φ3). The
trapped flux is equal to φ5 = φt = s∗opθ∆z, where θ is the trapping rate per unit
open porosity in s−1. From the mass conservation consideration we get the following
expression for the trapping rate:

θ =
1

s∗op

φcl(z + ∆z)− φcl(z)

∆z
= − 1

s∗op

φop(z + ∆z)− φop(z)

∆z
(5.6)

Taking the limit ∆z → 0 gives

θ =
1

s∗op

dφcl

dz
= − 1

s∗op

dφop

dz
(5.7)

On inserting Eq. 5.1 we get a convenient expression for the trapping rate, which we
shall need later on when describing transport of tracers in the open porosity:
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θ = − 1

s∗op

d

dz

(
s∗opwair

)
(5.8)

5.3 Air pressure in the closed porosity

After a bubble is closed off from the open porosity, the air pressure inside the bubble
will start to increase due to firn densification. Measurements of total air content in
mature ice show that more air is occluded than one would get from multiplication
of the porosity at the full close-off depth (zCOD) by the air pressure of the site. The
close-off fractionation observed for δNe/N2 and δO2/N2, caused by the preferential
exclusion of small molecules from closing bubbles, gives further evidence for an in-
creased air pressure in closed bubbles within the LIZ (Severinghaus and Battle, 2006;
Huber et al., 2006). Finally, below zCOD increasing bubble pressure is demanded by
mass conservation.

The expression for air pressure we derive here is based on two fundamental as-
sumptions

1. The firn column is in steady state with respect to accumulation, temperature
and densification rates.

2. The closed pores are compacted at the same rate as the total porosity.

The first assumption is used in all firn air modeling, and is reasonably satisfied
for the stable climate of the late Holocene. The second assumption is realistic if one
considers the following. Firn densification is driven by the hydrostatic pressure of
overlying precipitation. The vast majority of bubbles are formed within the LIZ, at
40-120 m depth. At this depth the overburden pressure that drives densification is
on the order of 250-750 kPa. The maximum overpressure in the closed bubbles that
we find below, is on the order of 20 kPa; i.e. one order of magnitude smaller than
the overburden pressure. We can therefore reasonably assume that the closed pores
will be compacted at a similar rate to open pores.

We let an imaginary ice parcel sink from depth z′ to depth z, during which the
pressure inside a bubble increases from p′ to p. The porosity in the parcel is reduced
from s(z′) to s(z). However, the porosity is defined as the pore space per unit volume
(m3m−3). In the sinking, the parcel gets compacted in the vertical direction by the
firn densification from original length L′ to length L (Fig. 5.3. The new length will
be given by:
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L’

L

z’

z

Figure 5.3: An imaginary ice parcel containing air bubbles sinks from depth z′ to depth z.

L = L′ + L′
∫
dwice

dz′′
dt = L′

(
1 +

∫
d lnwice

)
L

L′
= 1 + ln

wice(z)

wice(z′)
(5.9)

with ε̇zz = dwair/dz the strain rate in the firn. A bubble that is first trapped at
depth z′ will travel down with the ice, and when it reaches depth z its pressure will
have increased by a factor p/p′ that is given by:

p/p′ = ξ(z′, z) =
L′s(z′)

Ls(z)
=

s(z′)/s(z)

1 + ln [wice(z)/wice(z′)]
(5.10)

The closed porosity at any given depth z will be a mixture of bubbles trapped
along the depth interval 0 ≤ z′ ≤ z. We can find the average bubble pressure through
integration. For z ≤ zCOD the mean bubble pressure is given by

pcl(z)

p0
=

∫ z

0

dscl

dz′
exp

(
Mairgz

′

RT

)
ξ(z′, z)dz′ (5.11)

and for z > zCOD we get

pcl(z)

p0
=
pcl(zCOD)

p0
ξ(zCOD, z) (5.12)

The average bubble overpressure pcl/(z)p0 is shown in Fig. 5.4b. The average pres-
sure does not increase very much with depth, because new bubbles, which are at
atmospheric pressure, are continuously added. The addition of new bubbles stops at
zCOD (79 m), after which the pressure increases rapidly. In the top ∼ 50 m, there
are essentially no bubbles, however the porosity parameterizations do give a finite
value for scl. Therefore the calculated bubble pressure at these depths should not
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Figure 5.4: a). Closed and open porosity in NEEM firn using the parameterization of Goujon et al.
(2003). The dashed line gives the total porosity s. b) Pressure in the closed and open porosity
relative to atmosphere (p0). Pressure in the closed bubbles is calculated with Eqs. (5.11) and (5.12);
the open porosity follows the barometric pressure increase with depth. c) Air flux in closed and
open pores in liters STP per year per m2. The dashed line gives the total flux.

be trusted. Around 50 m depth the bubble trapping really begins, and the values at
these depths are more realistic.

Inserting the bubble pressure of Eqs. (5.11) and (5.12 and the air velocity of Eq.
(5.5) in Eqs. (5.1) and (5.2), we can calculate the air fluxes φop and φcl. This is
shown in Fig. 5.4c, using units of L m−2 yr−1 at standard temperature and pres-
sure (STP). The total flux is also depicted as the dashed line. Below zCOD the flux
remains constant, as required by mass conservation. This indicates that our descrip-
tion of bubble compression gives the right values below the firn-ice transition.

The air flux derived above gives the total air content of ice below the firn-ice
transition. The total air content xair can be calculated by:

xair = scl(zCOD)
pcl(zCOD)

p0

p0

101325

273.15

T

/
ρCOD (5.13)

where xair is the total air content in m3 STP air per kg of ice. For NEEM we model
an air content of 101.0 mL kg−1. This is not far from the true NEEM air content of
102 mL kg−1, estimated from mass spectrometer inlet pressures (J. P. Severinghaus,
personal communication, 2010). For South Pole, we model an air content of 94.8 mL
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kg−1, which is close to the measured value of 92.5 ± 7 mL kg−1 (Martinerie et al.,
1992). By contrast, assuming the closed porosity to have the same pressure as the
open porosity, would give a far too low air content of 84.1 (81.2) mL kg−1 at NEEM
(South Pole).

Direct measurements of air pressure in the closed firn porosity are very difficult,
if not impossible, to achieve. This rules out a direct verification of the equations
we derived here. In our derivation we made only two assumptions, both of which
are realistic. Furthermore, our result (1) gives a physically realistic constant air flux
below the LIZ, and (2) accurately predicts the total air content in mature ice for the
two sites we tested.

5.4 Mass transfer of trace gases

The mathematical description of gas transport is based on Trudinger et al. (1997).
The Lagrangian (moving) reference frame is replaced with a Eulerian (static) one,
and we explicitly include the air movement and trapping processes we described
above. We formulate the model in terms of mixing ratios (µmol mol−1, or ppm)
rather than concentrations (mol m−3). This enables a direct comparison to firn air
measurements, which always yield a mixing ratio.

Using Fick’s law and the gravitational enrichment by (Schwander et al., 1993),
the flux of a trace gas X in the firn is given by:

JX = −DX

(
∂C

∂z
− ∆MgC

RT

)
−Deddy

∂C

∂z
+ wairC (5.14)

where C is the mixing ratio of the trace gas, DX the effective molecular diffusivity,
Deddy the eddy diffusivity representing both convection and deep firn dispersive
mixing, and ∆M = MX −Mair the molar mass deviation from dry air in kg mol−1.

Imposing mass conservation gives

∂C

∂t
=

1

s∗op

∂

∂z
(s∗opJX)− λXC − θC (5.15)

where λX is the radioactive decay constant in s−1 and θ is the bubble trapping rate
in s−1 that we derived earlier.

To implement Eq. (5.15) in a numerical scheme it is split up in the different
derivatives in C.

∂C

∂t
= α

∂2C

∂z2
+ β

∂C

∂z
+ γC (5.16)

with
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α = DX +Deddy (5.17)

β = −DX
∆Mg

RT
+

1

s∗op

d

dz

[
s∗op(DX +Deddy)

]
− wair (5.18)

γ = − 1

s∗op

(
∆Mg

RT

d

dz
(s∗opDX) +

d

dz
(s∗opwair)

)
− λX − θ (5.19)

On inserting Eq. (5.8) into Eq. (5.19) we obtain:

γ = −∆Mg

RT

1

s∗op

d

dz
(s∗opDX)− λX (5.20)

We see that the trapping rate is canceled out in the transport equations. This is
to be expected, since the trapping process does not alter the mixing ratios in the open
porosity – here we neglect molecular size dependent bubble close-off fractionation
(Huber et al., 2006; Severinghaus and Battle, 2006).

5.5 Numerical implementation

The diffusion-advection-decay equation is solved with the implicit Crank-Nicolson
method. The advantage of this method is its unconditional stability, giving reliable
solutions even at large time steps ∆t. Let Cni denote the mixing ratio at time step
n and position i. We discretize the partial differential equation Eq. (5.16) in the
following way:

Cn+1
i − Cni

∆t
=

αi
2(∆z)2

([
Cn+1
i+1 − 2Cn+1

i + Cn+1
i−1

]
+
[
Cni+1 − 2Cni + Cni−1

])
+

βi
4∆z

([
Cn+1
i+1 − C

n+1
i−1

]
+
[
Cni+1 − Cni−1

])
+

γi
2

(
Cn+1
i + Cni

)
(5.21)

Note that α, β and γ have a subscript as they are depth dependent. We do not include
seasonality due to e.g. thermal fractionation or convective strength; therefore they
are not time dependent. To simplify the algebra we let

α∗i =
αi∆t

2(∆z)2
, β∗i =

βi∆t

4∆z
, γ∗i =

γi∆t

2
(5.22)

On re-arranging Eq. (5.21) we obtain

− (α∗i − β∗i )Cn+1
i−1 + (1 + 2α∗i − γ∗i )Cn+1

i − (α∗i + β∗i )Cn+1
i+1 =

(α∗i − β∗i )Cni−1 + (1− 2α∗i + γ∗i )Cni + (α∗i + β∗i )Cni+1 (5.23)
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Now we let the vector Cn be

Cn =


Cn0
Cn1
...

CnM

 and C0 = Catm(0) ·


1
1
...
1

 (5.24)

i.e. we initialize the firn column with a uniform mixing ratio that equals the initial
(t = 0) value in our atmospheric surface forcing Catm(t). We can re-write Eq. (5.23)
in matrix notation:

ACn+1 = BCn (5.25)

with A the (M + 1)× (M + 1) matrix

A =


(1 + 2α∗0 − γ∗0) −(α∗0 + β∗0) 0 · · ·
−(α∗1 − β∗1) (1 + 2α∗1 − γ∗1) −(α∗1 + β∗1) 0

0 −(α∗2 − β∗2) (1 + 2α∗2 − γ∗2) −(α∗2 + β∗2)
...

. . .


and with B the (M + 1)× (M + 1) matrix

B =


(1− 2α∗0 + γ∗0) (α∗0 + β∗0) 0 · · ·

(α∗1 − β∗1) (1− 2α∗1 + γ∗1) (α∗1 + β∗1) 0
0 (α∗2 − β∗2) (1− 2α∗2 + γ∗2) (α∗2 + β∗2)
...

. . .


The vector Cn+1 can now be found from the vector Cn using matrix inversion:

Cn+1 = A−1 (BCn) (5.26)

Starting from our initial vector C0 we can solve for the time evolution of the system.

We have not yet considered the boundary conditions. Equation (5.16) is a second
order PDE, meaning we need two boundary conditions. We use the following:

1. At the surface boundary z = 0 we prescribe the atmospheric mixing ratio of
the tracer:

Cn0 = Catm(n∆t) (5.27)

2. At the ice boundary z = M∆z we prescribe the slope of the mixing ratio to
be zero:

CnM − CnM−1 = 0 (5.28)



5.6. Reconstructing the effective diffusivity profile 97

The second boundary condition is not necessarily true in the firn. For this reason
we extend the lower boundary z = M∆z to 10 m below zCOD, which is sufficiently
far not to influence the results in the true firn column. The first boundary condition
is implemented by setting A0,0 = 1, A0,1 = 0 and (BCn)0 = Catm([n + 1]∆t). The
second boundary condition is implemented by setting AM,M−1 = −1, AM,M = 1 and
(BCn)M = 0.

5.6 Reconstructing the effective diffusivity profile

The effective diffusivity DX is given by Eq. (3.2):

DX(z) = sop
D0
X

τ(z)
= sopγX

D0
CO2

τ(z)

where γX = D0
X/D

0
CO2

is the free air diffusivity relative to CO2, and τ is the firn
tortuosity. We tune the inverse tortuosity profile τ−1(z). As an initial guess for
τ−1

0 (z) we use the parameterisation by Schwander (1989). The optimal diffusivity at
a given site can be written as

τ−1(z) = τ−1
0 (z)× [1 + f(z)] (5.29)

where f(z) is a smooth function which we will try to estimate in the tuning procedure.
We can write f(z) as the weighted sum of a set of smooth functions fn(z) that are
defined on the interval 0 ≤ z ≤ L, with L the length of the firn column:

f(z) =
N∑
n=0

cn · fn(z) (5.30)

A first approach is to construct f(z) from its Fourier components. For even-valued
N this becomes:

f0(z) = 1

fn(z) = sin
(
nπz
2L

)
for n = 1 . . . N2

fn(z) = cos
(

[n−N/2]πz
2L

)
for n = N

2 + 1 . . . N

(5.31)

The value of N determines the rugosity of the final diffusivity profile. The advantage
of using Eqs. (5.31) is that each f(z) has a unique set of coefficients {cn}. It was
found that faster convergence was obtained with the following set of hand-picked
equations:
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f0(z) = 1

f1(z) =
z

L

f2(z) = 1− z

L

f3(z) = sin
(πz
L

)
f4(z) = cos

(πz
L

)
f5(z) = sin

(
3πz

2L

)
f6(z) = cos

(
3πz

2L

)
f7(z) = sin

(
2πz

L

)
f8(z) = cos

(
2πz

L

)
fn(z) = exp

(
−(z − nL/NG)2

6L/NG

)
for 9 ≤ n ≤ N (5.32)

with NG the number of Gaussian curves used, given as NG = N − 8. The series
of Gaussian curves (fn(z) for n ≥ 9) serve to increase the diffusivity very locally,
whereas the first 9 terms affect the entire firn column. The width of the Gaussian
curves used is set by NG, and can thereby be controlled. The disadvantage of using
Eqs. (5.32) is that there is no unique set of coefficients {cn} that describes the final
f(z).

The coefficients {cn} are found through a gradient method. As the initial value
we use cn = 0; for each coefficient we set an initial step size ∆cn = 0.01. We go
through the fn one by one using a random permutation of the numbers 0 ≤ n ≤ N .
A symmetrical perturbation cn ⇒ cn ±∆cn is applied, and the RMSD of Eq. (3.3)
is calculated for both cases. There are three possibilities:

1. Either cn + ∆cn or cn−∆cn reduces the RMSD Action: the new value of cn is
stored, ∆cn remains the same.

2. Neither of the perturbations reduces the RMSD. Action: cn remains the same,
∆cn is reduced by 25%.

3. Both of the perturbations reduce the RMSD. This means there are local minima
in the solution. This has never occurred so far.

This procedure can be repeated until the fit is sufficient. For the tuning of NEEM
a value of N = 28 was used. We set max[τ−1(z)] = 1, i.e. the diffusivity in the firn
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Figure 5.5: Progress during the effective diffusivity reconstruction on the NEEM US borehole. On
the bottom axis the iteration nr is shown, where each symmetrical perturbation adds one count. On
the top axis the required time is shown in hours (Lenovo T61 laptop computer with 2 GHz processor
and 2 GB of RAM memory).

cannot exceed the free-air diffusivity.

The progress during a typical diffusivity reconstruction is shown in Fig. 5.5. In
this example the RMSD is reduced from 1.07 to 0.68 for the NEEM US borehole
during almost 9 hours. The process can easily be completed overnight on a regular
laptop computer.

5.7 Mixing ratios in the closed porosity

When interpreting ice core records, we are interested in the trace gas mixing ratio
in the closed bubbles. Here we implement a gradual gas occlusion that tracks air
moving from the open to the closed pores. The model described above calculates
trace gas mixing ratios in the open porosity, denoted as C(z, t). The mixing ratio in
the closed porosity is denoted Ccl(z, t).

The values of Ccl(z, t) depend only on the past mixing ratios in the open pores,
and the bubble trapping. We calculate Ccl(z, t) off-line; there is no need to track
bubble concentrations at the same time as C(z, t) is calculated.

We now trace an ice layer down from the surface, which arrives at depth z on
time t. We let L denote its path (z′(t′), t′). Then the mixing ratio in the closed pores
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Figure 5.6: Calculated CH4 age distributions at the bottom of the firn column in the open and
closed porosities at a) NEEM (z = 79 m) and b) South Pole (z = 123 m). Note the difference in
scale on the horizontal and vertical axes.

is given by

Ccl(z, t) =
1

φcl

∫
L
C(L)dφcl

=
1

φcl

∫ t

t−η
C(z′(t′), t′)

1

wice

dφcl

dz′
dt′ (5.33)

where η is the time it takes the ice parcel to sink from 0 to z, given by

η =
1

Aρice

∫ z

0
ρdz′ (5.34)

The model first calculates the open pore mixing ratios C(z, t), which are stored in a
matrix Cop with a typical resolution of ∆z = 0.5 m and ∆t = 0.01 yr. We find the
term C(z′(t′), t′) in Eq. 5.33 by linear interpolation along z′ of the elements of the
matrix Cop.

In Fig. 5.6 we show calculated CH4 age distributions at the bottom of the firn
column at the NEEM and South Pole sites. In Table. 5.1 we give the characteristics
of the age distributions, using two commonly used metrics. The first one is the mean
age Γ(z), which is the first moment of the distribution:

Γ(z) =

∫ ∞
0

t ·G(z, t) dt (5.35)



5.8. Summary and conclusions 101

Table 5.1: Mean age Γ and spectral width ∆ for CH4 at NEEM (z = 79 m) and South Pole (z = 123
m). All values are in years.

Open pores Closed pores

NEEM Γ 72.2 73.6
NEEM ∆ 9.4 9.5

South Pole Γ 100.9 149.0
South Pole ∆ 21.8 54.6

The second is the spectral width ∆(z), which is the second moment of the distribution
(Trudinger et al., 2002):

∆2(z) =
1

2

∫ ∞
0

(t− Γ)2 ·G(z, t) dt (5.36)

The trapping process has two effects. First, the air in the closed pores is older
than the air in the open pores, as can be seen from the mean age Γ. This is caused
by a tail of older air that is already trapped in the DZ. Second, the trapping process
causes some additional smoothing, which is shown by an increased distribution width
∆.

It is also clear that the effects of trapping are almost negligible at a high accu-
mulation site such as NEEM. The low accumulation rate and long firn column at
South Pole make the effects of the bubble trapping clearly visible. Another impor-
tant difference between the two sites is the length of the LIZ, or non-diffusive zone.
At NEEM the LIZ is very long, with only an estimated ∼5 % of the bubbles trapped
above the lock-in depth. At South Pole the LIZ is very narrow, and an estimated
∼20 % is trapped above the lock-in depth (using the Goujon et al. (2003) parame-
terization in both cases). In particular bubble trapping in the DZ leads to additional
broadening of the age distribution. Within the LIZ, bubble trapping does not lead
to a significant broadening because the air is advected downwards at approximately
the same velocity as the ice.

5.8 Summary and conclusions

In this chapter we introduced the CIC 1-D firn air transport model:

• Using the principle of mass conservation, we derived expressions for the air
velocity in the open porosity and the bubble trapping rate.

• Based on two simple assumptions, we derived an expression for the pressur-
ization of closed bubbles due to firn compaction. We tested the equations
for NEEM and South Pole, and found they predicted the total air content
accurately within 3%.
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• We described the total flux of a tracer in the open porosity.

• We showed how the second order PDE describing the combined effects of diffu-
sion, advection and radioactive decay was implemented numerically using the
Crank-Nicolson method.

• We presented a new way to reconstruct the effective diffusivity profile with
depth.

• We showed how mixing ratios in the closed porosity can be calculated, and
showed how the trapping process broadens the age distribution. We found the
additional broadening due to trapping to be negligible at NEEM, because of
its high accumulation and long lock-in zone. At South pole there is significant
broadening due to the lower accumulation rate and the short lock-in zone.

5.9 References

Colbeck, S. C. (1989). Air movement in snow due to windpumping. J. Glaciol., 35(120):209–213.
Goujon, C., Barnola, J. M., and Ritz, C. (2003). Modeling the densification of polar firn including

heat diffusion: Application to close-off characteristics and gas isotopic fractionation for antarctica
and greenland sites. J. Geophys. Res.-Atm, 108(D24):18.

Huber, C., Beyerle, U., Leuenberger, M., Schwander, J., Kipfer, R., Spahni, R., Severinghaus, J. P.,
and Weiler, K. (2006). Evidence for molecular size dependent gas fractionation in firn air derived
from noble gases, oxygen, and nitrogen measurements. Earth Planet Sc. Lett., 243(1-2):61–73.

Kawamura, K., Severinghaus, J. P., Ishidoya, S., Sugawara, S., Hashida, G., Motoyama, H., Fujii,
Y., Aoki, S., and Nakazawa, T. (2006). Convective mixing of air in firn at four polar sites. Earth
Planet Sc. Lett., 244(3-4):672–682.

Martinerie, P., Raynaud, D., Etheridge, D. M., Barnola, J. M., and Mazaudier, D. (1992). Physical
and climatic parameters which influence the air content in polar ice. Earth Planet Sc. Lett.,
112(1-4):1–13.

Rommelaere, V., Arnaud, L., and Barnola, J. M. (1997). Reconstructing recent atmospheric trace
gas concentrations from polar firn and bubbly ice data by inverse methods. J. Geophys. Res.-Atm,
102(D25):30069–30083.

Schwander, J. (1989). The transformation of snow to ice and the occlusion of gases. In Oescher,
H. and Langway, C., editors, The Environmental record in glaciers and ice sheets, pages 53–67.
John Wiley, New York.

Schwander, J., Barnola, J. M., Andrie, C., Leuenberger, M., Ludin, A., Raynaud, D., and Stauffer,
B. (1993). The age of the air in the firn and the ice at summit, greenland. J. Geophys. Res.-Atm,
98(D2):2831–2838.

Severinghaus, J. P. and Battle, M. O. (2006). Fractionation of gases in polar lee during bubble
close-off: New constraints from firn air ne, kr and xe observations. Earth Planet Sc. Lett., 244(1-
2):474–500.

Severinghaus, J. P., Grachev, A., and Battle, M. (2001). Thermal fractionation of air in polar firn
by seasonal temperature gradients. Geochem. Geophy. Geosy., 2.

Sowers, T., Bender, M., Raynaud, D., and Korotkevich, Y. S. (1992). Delta-n-15 of n2 in air
trapped in polar ice - a tracer of gas-transport in the firn and a possible constraint on ice age-gas
age-differences. J. Geophys. Res.-Atm, 97(D14):15683–15697.

Sugawara, S., Kawamura, K., Aoki, S., Nakazawa, T., and Hashida, G. (2003). Reconstruction of
past variations of delta c-13 in atmospheric co2 from its vertical distribution observed in the firn
at dome fuji, antarctica. Tellus B, 55(2):159–169.



5.9. References 103

Trudinger, C. M., Enting, I. G., Etheridge, D. M., Francey, R. J., Levchenko, V. A., Steele, L. P.,
Raynaud, D., and Arnaud, L. (1997). Modeling air movement and bubble trapping in firn. J.
Geophys. Res.-Atm, 102(D6):6747–6763.

Trudinger, C. M., Etheridge, D. M., Rayner, P. J., Enting, I. G., Sturrock, G. A., and Langenfelds,
R. L. (2002). Reconstructing atmospheric histories from measurements of air composition in firn.
J. Geophys. Res.-Atm, 107(D24):13.



104 Chapter 5. The CIC firn air model



6
In situ cosmogenic radiocarbon production and 2-D ice

flow line modeling for an Antarctic blue ice area

C. Buizert, V. V. Petrenko, J. L Kavanaugh, K. M. Cuffey,
N. A. Lifton, E. J. Brook and J. P. Severinghaus1

6.1 Introduction

Old ice can not only be obtained from deep ice cores, but also at ice margins and
Antarctic blue ice areas (BIAs) where it is being re-exposed by ablation (Reeh et al.,
2002; Bintanja, 1999). For paleoclimate studies this provides an interesting alterna-
tive to ice coring, as sample retrieval is less challenging both from a technological
and a logistical point of view. Ice can be sampled from near the surface, mak-
ing the method especially well suited for experiments that require large ice samples
(Petrenko et al., 2009). Dating of ice parcels is the principal problem when using
ablation sites for climatic reconstruction (Sinisalo and Moore, 2010, and references
therein). Several methods have been used, including radiometric dating of tephra
layers (e.g. Dunbar et al., 2008), flow line modeling (Azuma et al., 1985; Grinsted
et al., 2003; Moore et al., 2006), stratigraphical matching of gas and stable water
isotope measurements to well-dated ice core records (e.g. Reeh et al., 2002; Petrenko
et al., 2006; Aciego et al., 2007; Schaefer et al., 2009), and radiocarbon dating of
micro-particles (Jenk et al., 2007). Early on it was realized that radiocarbon (14C)
dating of the CO2 present in the air bubbles trapped in polar ice can potentially
be used as an absolute dating method for ice cores and BIA samples (Fireman and
Norris, 1982; Andree et al., 1984). However, interpretation of radiocarbon data is
complicated by cosmogenic in situ production of 14C from oxygen atoms found in
ice (Lal et al., 1990). When this effect is corrected for, the air bubbles contained
in the ice can be dated with an accuracy of a few thousands of years (Van de Wal

1This chapter has been submitted to the Journal of Geophysical Research – Earth Surface.
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et al., 1994; Van Roijen et al., 1995; Van Der Kemp et al., 2002; De Jong et al., 2004;
Van de Wal et al., 2007).

Apart from dating applications, there are other reasons for studying radiocarbon
in ice. First, surface 14C concentrations reflect ablation (or accumulation) rates at
the site under study. At low ablation rate sites the ice parcels move slowly through
the top ∼5 m (where cosmogenic irradiation is strongest), leading to high surface
activities as the in situ produced 14C accumulates over time. And vice versa, where
ablation rates are high, activities will be low. By this principle, measurements of
14C have been used to estimate BIA ablation rates (e.g., Lal et al., 1990; Van Roijen
et al., 1995; Van der Borg et al., 2001). It has also been suggested that 14C in ice
core samples can be used to infer past changes in accumulation rate (Lal et al., 1990,
2000).

Second, at well-dated ablation sites paleoclimate information can be obtained
from radiocarbon measurements. Fossil carbon sources are depleted in 14C, and in
this way measuring 14C activities of carbon-containing gas species can teach us about
the fossil contribution to their past atmospheric variations. In particular, the 14C
variations in methane (CH4) over the last glacial termination contain information
on how much the destabilization of 14C-depleted methane hydrates contributed to
the observed CH4 increases (Petrenko et al., 2008, 2009).

Here we study 14C production at the Taylor Glacier BIA, Antarctica, where ice
with ages between approximately 11.5 and 65 kyr is being exposed (Aciego et al.,
2007; Kavanaugh et al., 2009b). Taylor Glacier is an outlet glacier of the East Antarc-
tic Ice Sheet which originates at Taylor Dome, and terminates in the McMurdo Dry
Valleys (Figure 6.1). Ablation is dominated by sublimation (Bliss et al., 2011); ab-
lation rates are around 0.1-0.3 m yr−1 (Kavanaugh et al., 2009a), which is typical of
Antarctic BIAs (Bintanja, 1999). The ice stratigraphy along the center flow line can
be dated by matching trace gas mixing ratios and gas stable isotope measurements
to ice core records, and matching of water stable isotopes to the Taylor Dome record
(Steig et al., 2000). The large (∼1000 kg) ice samples required for high precision 14C
measurements of trace gas species such as CH4 and CO can be obtained from near
the glacier surface (Petrenko et al., 2008).

Because measurable amounts of cosmogenic 14C are produced down to a depth
of ∼ 200 m, the exposure history of ablating ice parcels is a function of their flow
path in the glacier. The aim of this study is to combine 2-D flow line modeling
with up-to-date cosmogenic exposure theory to obtain a best estimate for the 14C
activity of ablating Taylor Glacier ice. We present two new ways to parameterize
vertical strain rates with depth, and we evaluate which method provides the better
description for Taylor Glacier. The model allows us to assess the influence of glacier
valley topography and solar modulation of cosmic ray intensity on the in situ 14C
production; both of which have been neglected in studies so far.
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Figure 6.1: The Taylor Glacier with surroundings. Abbreviations are: Round Mountain (RM),
Simmons Basin (SB), Pandora Spire (PS), the Cavendish Ice Falls (CIF), Cavendish Rocks (CR),
Windy Gully (WG), and Lake Bonney (LB).

The modeling results presented here will furthermore be used for interpretation
of future 14C measurements. During a 2010/2011 Austral summer field campaign,
samples for radiocarbon analyses were taken at Taylor Glacier with the purpose
of constraining in situ production rates better. We will show that at the sampling
location the influence of ice flow strain rates on 14C activities is minimal, greatly sim-
plifying data interpretation. More importantly, this work will serve as a framework
for correcting 14C of methane (14CH4) measurement over the last glacial termination
for the effects of in situ production, with the purpose of reconstructing of the true
paleo-atmospheric signal.

6.2 Cosmogenic production of 14C in ice

Cosmic rays consist largely of charged subatomic particles originating from outside
the Earth’s magnetosphere. Upon entering the upper atmosphere, particles of suf-
ficient energy cause nuclear disintegrations, from which a shower, or cascade, of
secondary cosmic ray particles is produced. On interacting with the materials of
Earth’s surface, these secondary cosmic rays are capable of producing a wide variety
of terrestrial cosmogenic nuclei (TCN); see Gosse and Phillips (2001) and references
therein for an overview of TCN exposure theory. In ice, 14C is produced cosmogeni-
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cally, primarily through neutron spallation of oxygen atoms (Lal et al., 1990). After
production, the 14C atoms are predominantly oxidized to form either 14CO2 or 14CO.
The reported fraction of 14CO out of the total in situ 14C ranges from 0.20-0.57 (Lal
et al., 1990; Van Roijen et al., 1995; Lal et al., 2000; Van Der Kemp et al., 2002;
De Jong et al., 2004). A recent study, however, suggests 14CH4 is formed in small
amounts as well (Petrenko et al., 2009).

Ice found in BIAs has experienced two intervals of exposure: one in the accumu-
lation zone and one during ablation. Interpretation of the ablation signal is more
straightforward because all the cosmogenic 14C is retained. In the accumulation
zone, the presence of a porous firn layer complicates interpretation. In their concep-
tual model of 14C retention in the firn, Van de Wal et al. (2007) introduce a degassing
rate at which 14C is released from the ice matrix (where it is produced), into the
open pore space. From there, the produced 14C is lost to the overlying atmosphere
through the action of diffusion and wind pumping. Some authors have argued that
the degree to which 14C is retained in the firn may depend on the accumulation rate
(Lal et al., 2001; De Jong et al., 2004). Their arguments are based on the observation
that the high accumulation Greenland GISP2 ice core (0.25 m yr−1 ice equivalent)
showed high retention of in situ 14C (Lal et al., 2000), while low accumulation sites
such as Dome Concordia (0.03 m yr−1), Vostok (0.02 m yr−1) and Taylor Dome (0.06
m yr−1) show low or no retention (Lal et al., 2001; De Jong et al., 2004). However,
this hypothesis is contradicted by reported observations of high retention at a low
accumulation site (Jull et al., 1994), as well as low retention at high accumulation
sites (Smith et al., 2000, Petrenko et al., in preparation). It has also been proposed
that the method used to extract gas from ice samples can influence the results (Smith
et al., 2000; Van der Borg et al., 2001). Dry extraction methods, such as milling and
grating (Van de Wal et al., 1994; Smith et al., 2000), will liberate gas molecules in
air bubbles, but might not extract all the gas molecules dissolved in the ice. Since
in situ cosmogenic 14C is produced in the ice matrix rather than in the bubbles, dry
extraction methods may underestimate cosmogenic 14C content. Melt extraction
with added phosphoric acid (Lal et al., 1990) will extract all gas molecules, however
additional CO2 will be produced from any (bi)carbonates present in the ice. With
this technique CO2 and CO may also be produced from organics in the ice. Given
the results published to date, it is unclear how much of the 14C that is produced in
the accumulation zone is actually retained, if any. We focus our attention on 14C
production in the ablation zone. For ice older than ∼ 50 kyr, essentially all of the
accumulation-zone cosmogenic 14C will have decayed, and only the ablation-zone
component is of importance.

We will consider four different mechanisms of in situ cosmogenic 14C production
in ice. Three of these involve nuclear reactions with oxygen; the fourth involves
the capture of thermal neutrons by the nitrogen present in the air bubbles found in
glacial ice.
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Figure 6.2: (A) In situ 14C production rates with glacier depth using equation (6.1) and the values
listed in Table 6.1. The glacier surface is taken at sea level. The black dashed line represents the
sum of the individual mechanisms. (B) Altitude dependence of the production using the Lifton et al.
(2005) model. The colors represent the three mechanisms, the vertical axis shows the integrated
production Qi =

∫∞
0
Pi(z)dz.

6.2.1 Spallogenic and muogenic production

We first consider neutron spallation reactions (Lal et al., 1990, 2000), negative muon
capture (Van der Borg et al., 2001; Van Der Kemp et al., 2002; Heisinger et al.,
2002a), and fast muon reactions (Heisinger et al., 2002b; Nesterenok and Naidenov,
2009). The neutron and muon fluxes incident on the glacier surface are attenuated
in the ice, giving a production P (z) that falls off with depth following

Pi(z) = P 0
i e
−Z/Λi = P 0

i e
−ρz/Λi (6.1)

where P 0
i is the surface production rate, Z the overburden in g cm−2, z the depth

in cm, Λi the absorption mean free path in g cm−2, and ρ the density of the medium
(for ice we use ρ = 0.92 g cm−3). Following Heisinger et al. (2002a), the subscript
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Table 6.1: Constants used in 14C production calculations, as well as the e-folding depths corre-
sponding to the listed absorption mean free paths. Production rates are given at sea level and high
latitude.

Mechanism i Λi (gcm−2) P 0
i (g−1yr−1) Λi/ρ (m)

Neutrons 150a 30.7 ± 5b 1.6

Muon capture 1510b 4.75 ± 0.4b 16.4

Fast muons 4320c 0.74 ± 0.4b 47.1

a Lal et al. (1987); Van de Wal et al. (2007)
b Heisinger et al. (2002a)
c Heisinger et al. (2002b)

i can take the values h, µ− and µf to denote neutron spallation (also referred to as
the hadronic component), negative muon capture, and fast muons, respectively. The
production constants used in this study are summarized in Table 6.1, where the last
column gives the e-folding depth for each production mechanism. Figure 6.2A shows
how the production rates fall off with depth.

Following convention, surface production rates are listed at sea level and at high
latitude. At elevation there is less shielding by the overlying atmosphere, giving an
increased cosmic ray flux and radionuclide production. At low latitudes, the Earth’s
magnetic field shields more of the incoming rays, leading to lower nuclide production.
To incorporate both effects, scaling relations are used, which give nuclide production
rates at any point at the Earth’s surface relative to the reported high latitude sea
level production rates (Lal, 1991; Dunai, 2000; Gosse and Phillips, 2001; Desilets and
Zreda, 2003; Desilets et al., 2006; Lifton et al., 2005). We use the scaling model of
Lifton et al. (2005), which provides the most detailed description of muogenic scaling
factors based on muon monitor data covering a wide range of altitudes and latitudes.
Furthermore, the Lifton scaling model includes the effect of solar modulation, which
can alter the spallogenic production by ∼ 10% at the high geomagnetic latitudes of
our study site.

The altitude dependence is described by the atmospheric depth X (in g cm−2),
which equals the mass of the overlying atmosphere traversed by the incident cosmic
rays at a given elevation. Note that X is directly proportional to the barometric
pressure. Radionuclide studies often use the standard atmosphere as a basis for re-
lating pressure to altitude (Lal, 1991). This works well in mid-latitudes, but due
to spatial inhomogeneities in pressure this underestimates the cosmic ray flux over
Antarctica by approximately 20%. For this reason the pressure-altitude relation over
Anarctica from Stone (2000) is used. The latitudinal dependence of the cosmic ray
flux is described by the effective vertical cutoff rigidity RC , which is a measure of the
threshold energy required for a (charged) cosmic ray particle to access a given point
within the Earth’s magnetosphere. RC is inversely related to the geomagnetic lati-
tude; it is highest near the equator where geomagnetic shielding is strong, and low
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at the poles where the threshold energy is low and essentially all cosmic rays of in-
terest to cosmogenic nuclide production are admitted. The scaling model is latitude
invariant at geomagnetic latitudes greater than approximately ∼ 60◦ S, equivalent to
RC ≤ 1.9 (Lifton et al., 2005). Taylor glacier falls within this latitude range. Figure
6.2B shows how the integrated ice column production Qi =

∫∞
0 Pi(z)dz changes with

altitude. The integrated production Qi scales linearly with the surface production
P 0
i , but is more informative since it shows the total amount of in situ 14C that will

be present in an ablating ice parcel. It is clear that the neutron flux is attentuated
much more strongly by the atmosphere, giving a more pronounced altitude depen-
dence.

6.2.2 Thermal neutron capture

Glacial ice contains a finite amount of trapped air, typically about 0.1 mL g−1 at
standard temperature and pressure (STP). The final mechanism of 14C production
we consider is absorption of thermal neutrons by the nitrogen present in gas bubbles,
following the 14N(n,p)14C nuclear reaction pathway. This is the dominant mecha-
nism for radiocarbon production in the atmosphere. To the best of our knowledge,
this mechanism has been ignored in studies of radiocarbon production in ice to date.
However, because of the large capture cross-section of nitrogen (σth,N = 1.9× 10−24

cm2), a thermal neutron contribution cannot be excluded a priori.

Low-energy neutrons, such as thermal neutrons, originate from fast (spallogenic)
neutrons whose energy has been moderated through interaction with matter (Gosse
and Phillips, 2001). On slowing down they first pass through the epithermal energy
range (0.5eV < En < 1 keV, with En the neutron energy). By this time, the particle
trajectories have been fully randomized, and the epithermal neutron flux is diffusive
in nature. While a fraction of the epithermal neutrons will be captured by surround-
ing nuclei, the remainder is moderated further and reaches the thermal energy range
(0 < En < 0.5 eV), where neutron energy is on the order of the thermal vibrations
of their surroundings. At these energies they can no longer lose their energy by
momentum transfer to incident nuclei, and the only sink mechanisms to the thermal
neutron flux are capture and free neutron decay.

To calculate both the epithermal and thermal neutron fluxes near the ice-atmosphere
interface, we use a model by Phillips et al. (2001). Table 6.2 lists the low-energy
transport parameters used here, where for each element k we specified its mass A,
average log decrement of energy loss per collision ξ, epithermal neutron scattering
cross-section σsc, thermal neutron capture cross-section σth and the dilute resonance
integral for absorption of epithermal neutrons Ia. We also specified the estimated
concentrations in atoms per gram of the different elements for both ice and atmo-
sphere (Nice and Natm, respectively). We first verified our low-energy neutron model
by comparing our calculated fluxes to measured fluxes in a block of concrete at Los
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Figure 6.3: (A) Modeled thermal and epithermal neutron fluxes at the atmosphere-ice interface
at high latitude (RC = 0) and sea level. The ice surface is placed at Z = 0; for Z < 0 we have
atmosphere, for Z ≥ 0 ice. (B) Production rate of 14C through the 14N(n,p)14C nuclear reaction
given the calculated neutron fluxes, together with the asymptote given by equation (6.4).

Alamos National Laboratory, USA (Liu et al., 1994). The model reproduces the
observations within 10%, giving us confidence that, at the very least, the model
will calcluate the fluxes to the correct order of magnitude. Figure 6.3A shows the
calculated epithermal and thermal fluxes (Φeth and Φth, respectively) for an ice-
atmosphere interface at sea level. We see that the epithermal flux in the ice is
strongly reduced. This is due to the presence of hydrogen as the most abundant
element, which is a very effective moderator of epithermal neutrons (Table 6.2). The
probability that epithermal neutrons are absorbed in the ice is given by

p(Eeth) = 1− exp

(
−
∑

k Ia,kNice,k∑
k σsc,kNice,k

)
< 1× 10−5 (6.2)

This indicates that effectively all epithermal neutrons are further moderated into the
thermal energy range, rather than absorbed. Accordingly, we see a large increase in
the thermal neutron flux over the atmosphere-ice interface.

From the calculated flux we can derive the production of 14C by thermal neutrons
as
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Table 6.2: Low-energy neutron transport parameters for the elements under consideration. Values
are taken from Phillips et al. (2001) unless indicated differently.

k A ξ σsc σth Ia Nice Natm

(g mol−1) (unitless) (10−24 cm2) (10−24 cm2) (10−24 cm2) (1020 g−1) (1020 g−1)
H 1 1 20.5 0.33 0 667 0
N 14 0.14 11.5a 1.9b 0.034c 0.0456 325
O 16 0.12 3.76 0.0002 0.0004 334 87.1
Ar 39.9 0.049 0.68a 0.675a 0.41c 0.0027 1.94

a Sears (1992)
b Wagemans et al. (2000)
c Mughabghab et al. (1992)

Pth(Z) = σth,NNice,NΦth(Z) (6.3)

This is shown in Figure 6.3B together with the curve

PAS
th (Z) = σth,NNice,NΦ∗th,icee

−Z/Λh (6.4)

towards which Pth(Z) approaches asymptotically as Z → ∞. The value of Φ∗th,ice

is given by equation (21) in Phillips et al. (2001). From equation (6.4) it is clear
that in first approximation the thermal neutron production has the same depth
dependence as the production by neutron spallation (equation (6.1)); however, the
surface production rate (and thereby the integrated column production), is more
than 2 orders of magnitude smaller. We shall therefore neglect 14C production by
thermal neutrons in the remainder of this work. Since all thermal neutrons are
ultimately captured by nuclei of the host material, one might wonder why the 14C
production rate is so small. On comparing the values in Table 6.2 it is clear that
hydrogen absorbs the vast majority of thermal neutrons by virtue of its abundance
and relatively large capture cross-section.

6.3 Taylor Glacier 2-D flow line modeling

6.3.1 Data input to the ice flow model

The 2-D ice flow line modeling presented here is based on a recent detailed study
of the dynamics and mass balance of Taylor Glacier (Kavanaugh et al., 2009a; Ka-
vanaugh and Cuffey, 2009; Kavanaugh et al., 2009b). From these studies we use
the surface and basal digital elevation models; surface velocities obtained from both
satellite radar interferometry (InSAR) and Global Positioning System (GPS) mea-
surements of the displacement of a network of survey poles; ice-surface ablation rates;
and modeled horizontal velocity profiles with depth.

Figure 6.4 shows the outline of the glacier, with the color scale depicting the
magnitude of the surface velocity in m yr−1 obtained through remote sensing (Ka-
vanaugh et al., 2009b). The red line indicates the flow line used in this study, along
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Figure 6.4: Color plot of glacier surface velocity in m yr−1 from InSAR (Kavanaugh et al., 2009b).
Regions with missing data show up as light patches; here high surface deformation due to strain
rates precludes phase unwrapping. White dots indicate survey poles used in this study, which are a
subset of the stake network of Kavanaugh et al. (2009b), selected for their proximity to the center-
line flow path. Ablation rate measurements as well as GPS velocity measurements are available for
these poles. The red line with distance markers in km indicates the center flow line used in this
study, the black line shows the glacier edge. The main 14C sampling site of the 2010/2011 Austral
summer field campaign (77.762◦ S, 161.720◦ E, or x = 14.05 km) is indicated with a yellow diamond.

which we shall calculate the exposure history of ablating ice parcels. The marks in
red give the distance from the glacier terminus in km along the flow line. We let x
be the flow-parallel coordinate with the origin at the terminus, y be perpendicular
to the flow and z be the depth coordinate with z = 0 at the glacier surface. The flow
line is constructed in two steps. The first part from 0 < x ≤ 40.5 km follows the sam-
pling transect of a 2009-2010 field campaign, the aim of which was to accurately date
the ablating ice (D. Baggenstos, in preparation). For x > 40.5 km we inverted the
surface velocity field and traced back an imaginary ice parcel. The flow line crosses
two narrow regions of missing data around x = 53 km; in these locations we adjusted
the path by eye to obtain a smooth transition between the trajectories on both sides.

The ablation rate measurements are described by Kavanaugh et al. (2009a). We
selected poles along the center flow line as shown in Figure 6.4. The poles were
planted during the 2002/2003 Austral summer field season, and measured during
the 2003/2004 season. The majority of poles relevant for this study were remeasured
in the 2006/2007 season. We include additional data for a total of 17 poles that
were remeasured during the 2009/2010 and 2010/2011 field seasons. Consequently
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we have 1- and 4-year ablation rate estimates for the majority of the poles, and a
7- or 8-year estimate for 17 of the poles. The 1- and 4-year ablation rate estimates
differ significantly, with the former being 4.7 cm yr−1 more rapid averaged over the
selected poles (Kavanaugh et al., 2009a). The 4-year estimates agree well with the
and 7- and 8-year averages. For each pole we take the longest available measure-
ment period as a best estimate. For 7 poles (all at x > 50 km) this period equals
one year; their ablation estimate is adjusted by subtracting 4.7 cm yr−1. The sin-
gle year ablation offset from the long term average gives an estimate of the year to
year variability; as an ablation rate uncertainty estimate we use 4.7 cm yr−1 divided
by
√
N , where N is the period in years (N = 1, 4, 7, 8). Pole positions were pro-

jected perpendicularly onto the flow line; poles with their x coordinate less than 200
m apart were averaged. Between stakes we used linear interpolation of both abla-
tion rates and uncertainty estimates. The peak near x = 30 km is caused by strong
katabatic winds coming down Windy Gully (Figure 6.1; see Kavanaugh et al., 2009a).

6.3.2 Calculating vertical ice velocities relative to the surface

To trace the trajectories of ice parcels downwards back into the glacier, we need to
calculate flow velocities in the x, z-plane. Let u, v, w be the velocity components
along x, y, z; u = (u, v) the horizontal velocity vector, us = (us, vs) the horizontal
velocity vector at the glacier surface, and H the total ice thickness. The component
w is the vertical velocity relative to the glacier surface. We write the horizontal
velocity as (Azuma et al., 1985; Grinsted et al., 2003; Kavanaugh and Cuffey, 2009):

u(z) = f(z)us

v(z) = f(z)vs = 0 (6.5)

where f(z) is a scaling function which equals unity at the surface f(0) = 1. Ka-
vanaugh and Cuffey (2009) conclude that Taylor Glacier is frozen to the bed; for
this reason we include no basal sliding, and f goes to zero at bedrock f(H) = 0.
We use the numerically solved scaling functions by Kavanaugh and Cuffey (2009)
at six points along the flow line, and use linearly interpolated profiles in between.
The profiles are accurate since they are based on the actual stresses and estimated
temperature profiles in Taylor Glacier.

The vertical velocity at the surface equals the ablation rate ws = a. At finite
depth w(z) is given by

w(z) = a+

∫ z

0
ε̇zz(z

′)dz′ (6.6)

where ε̇zz is the vertical strain rate ε̇zz = ∂w/∂z. We will compare two methods to
estimate ε̇zz.
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Estimating ε̇zz using mass conservation in the ice column

Kavanaugh et al. (2009a) have estimated that within the accuracy of their method,
Taylor Glacier is in steady state. Under this assumption (∂H/∂t = 0), mass conser-
vation in the ice column can be written as (Cuffey and Paterson, 2010)

a+H(∇ · ū) + ū · (∇H) = 0 (6.7)

where ū is the depth-averaged horizontal velocity. We introduce the commonly used
assumption that the horizontal strain rates scale the same way with depth as the
horizontal velocity (Grinsted et al., 2003; Kavanaugh and Cuffey, 2009)

ε̇xx =
∂u

∂x
= f(z)

∂us

∂x

ε̇yy =
∂v

∂y
= f(z)

∂vs

∂y
(6.8)

This is not always a good assumption near the bed, but works well for the near-
surface flow that is relevant to cosmogenic production estimation. Using the fact
that on the center flow line the transverse velocity vs = 0 we can rewrite equation
(6.7) as

a+Hf̄

(
∂us

∂x
+
∂vs

∂y

)
+ f̄us

∂H

∂x
= 0 (6.9)

where f̄ is the column average f̄ = 1
H

∫ H
0 f(z)dz. Equation (6.9) assumes that

∂f̄/∂x can be neglected. Using the incompressibility of ice we can solve for the
vertical strain rate

ε̇zz(z) = −f(z)

H

(
a

f̄
+ us

∂H

∂x

)
(6.10)

Note that this approach is similar to that developed by Grinsted et al. (2003); the
main difference is the inclusion of the us∂H/∂x term on the right hand side of equa-
tion (6.10), which is neglected in the cited study. For Taylor Glacier we cannot
neglect this term, as there are large longitudinal variations in glacier thickness. To
calculate vertical velocities with this approach, we use measurements of: (1) ablation
rates, (2) horizontal velocity field (us, vs), and (3) ice thickness H along the flow line.

This method does not ensure that w(H) = 0. After calculating w(z) using
equation (6.6) and 6.9 we have forced the ice near the base (0.8H < z < H) to
transition smoothly towards flow parallel to the bed, or w(z) = ∂H/∂x · u(z). Note
that because the 14C production happens in the upper part of the column only, this
will not significantly influence our results.
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Figure 6.5: (A) Ablation rates from stake measurements (Kavanaugh et al., 2009a, black dots with
error bars) together with the interpolated best estimate (blue line) and uncertainty estimate (light
blue shading). The longitudinal ablation rate profile is further analyzed by Bliss et al. (2011).
Details on the uncertainty estimate are given in the text. (B) Comparison of surface strain rates
estimates obtained from the GPS stake network (Kavanaugh et al., 2009b, horizontal axis) and
through remote sensing (vertical axis). Outlier on left rejected in the slope fitting. (C) Uncertainty
in flow line reconstruction, details given in the text. The arrow shows the location of the 14C
sampling site of the 2010/2011 field campaign.
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Estimating ε̇zz from measured surface strain rates

As an alternative approach we calculate vertical strain from estimates of horizontal
strain rates derived from InSAR and GPS surface flow velocities. Let ε̇Mxx,s and ε̇Myy,s
be the longitudinal and transverse surface strain rate estimates from measurements
of us. Using assumption 6.8 and the incompressibility of ice we obtain

ε̇zz(z) = −
(
ε̇Mxx,s + ε̇Myy,s

)
f(z) (6.11)

The reliability of this approach depends on the accuracy of the surface strain rate es-
timates. Figure 6.5B shows a comparison between strain rate estimates based on the
InSAR and GPS data. We see that the slope of the correlation deviates significantly
from unity; there is one clear outlier in the transverse strain rate ε̇yy; there is much
scatter in the data (R2 = 0.68 when ignoring the outlier); and for ∼20% of the points
the sign is reversed. In equation (6.11) the horizontal strain rates are added up. By
doing so the potential for error is increased further, as their uncertainties also add up.

When calculating ice flow trajectories based on this second approach, we find that
they fail to follow bedrock undulations as required. Furthermore, mass conservation
is violated as ice parcels emerge from, and disappear into, the bed. For the reasons
outlined above, we will use the first method (mass conservation in the ice column)
to estimate ice parcel trajectories in the remainder of this study.

6.3.3 Tracing ice parcels

We calculate the (u,w) velocity field in the x, z-plane at a spatial resolution of
∆z = 5 m and ∆x = 100 m. Using a time step ∆t = 1 yr we trace parcels back
into the glacier, where we use linear 2-D interpolation of (u,w) to find the velocity
at each newly calculated position. The result is plotted in Figure 6.6. The dashed
line indicates the depth where cosmogenic production and radioactive decay balance
out to give a 14C concentration of 10 atoms g−1 to hypothetical ice parcels staying
at that depth indefinitely. Since surface values are on the order of 1000 atoms 14C
g−1, any errors in the trajectory calculation below this line can, at most, introduce
a 1% error in calculated surface values.

Any choice of strain rate parameterization introduces an error. To account for
this, we introduce two extreme flow cases which act as an error envelope to the true
flow path. This is depicted in Figure 6.5C. The central dark blue flow path is our
best estimate trajectory as described above. The extreme scenarios are calculated
by using ε̇zz ± σε̇zz in equation (6.6), where the strain rate uncertainty is arbitrarily
set to σε̇zz = max(0.2× |ε̇zz| , 4.0× 10−4 yr−1). We expect the true flow path to lie
within the shaded area enveloped by these two extreme flow cases. We will use this
uncertainty envelope in the sensitivity study presented in section 6.4.3.
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Figure 6.6: Modeled ice parcel trajectories along the center flow line. Model time step of 1 yr;
parcels are traced 20 kyr back in time. The dashed line indicates the 10 atoms g−1 equilibrium
depth.

6.4 Results and discussion

6.4.1 Taylor Glacier 14C estimates

Knowing the path (x(t), z(t)) of an ice parcel back in time, we can calculate the time
evolution of the cosmogenically produced 14C concentration:

d[14C]i
dt

= P 0
i (x(t))eρz(t)/Λi − λ[14C]i

[14C]i(t) = Ai +

∫ t

0

d[14C]i
dt′

dt′ (6.12)

Here [14C]i denotes the concentration of 14C in atoms g−1 produced by cosmogenic
mechanism i, λ is the decay constant (1/8267 yr−1), and A is the inheritance from
previous cosmogenic exposure (e.g. in the accumulation zone). The 2010/2011 sam-
pling site was selected to have an ice age >50 kyr (Aciego et al., 2007), meaning
that all the 14C inherited from the paleo-atmosphere and cosmogenic production in
the accumulation zone has effectively decayed. Furthermore, we are interested in the
ablation signal only. For these reasons we let the inheritance Ai = 0. The calculated
concentrations are shown in Figure 6.7A. As we get further away from the terminus,
the signal increases due to an enhanced cosmogenic surface production with greater
altitude, as well as lower ablation rates. Around x = 30 km there is a local minimum
in the 14C concentration, which is due to the katabatic wind-induced ablation rate
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Figure 6.7: (A) Modeled surface cosmogenic 14C concentration (atoms g−1) for the three production
mechanisms. The black dashed line gives the total concentration, i.e. the sum of the three individual
mechanisms. (B) Error when using the ablation-only approximation of equation (6.13), expressed
as a percentage of the full 2-D model solution. Negative values means that the ablation-only
approximation underestimates the true in situ production. (C) Depth profile of 14C concentration
for the three production mechanisms at the sampling site of the 2010/2011 field campaign, x = 14.05
km.

maximum referred to earlier.
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We can compare our calculated surface values to the estimate given by Lal et al.
(1990):

[14C]i(z) =
P 0
i e

ρz/Λi

ρa/Λi + λ
(6.13)

Note that equation (6.13) neglects the effects of strain rates and lateral flow. We
shall refer to it as the ablation-only approximation. Figure 6.7B shows the error
introduced when using equation (6.13), expressed as a percentage of the full 2-D
trajectory modeling solution. The spallogenic component is only sensitive to ice flow
in the top ∼20 m; consequently, there is not much difference between the trajec-
tory modeling and the ablation-only approximation (as both use identical vertical
ice velocity at the surface). The muogenic nuclide production deviates more strongly
from the ablation-only case, as it also occurs at greater depths. Near the overdeep-
ening at x = 40 km, the fast muon production differs by up to 50%. Because ice
parcels come from upstream at greater altitude (and therefore higher production
rates) the ablation-only approximation tends to underestimate nuclide production.
Our 2010/2011 14C sampling site at x = 14.05 km (indicated by the vertical grey line)
lies at a position where the deviation from the ablation-only case is near a minimum;
when using equation (6.13) to interpret data, an error of ∼5% is introduced.

Several previous studies have used 14C concentrations to estimate ablation rates
in glaciers and BIAs (e.g., Lal et al., 1990; Van Roijen et al., 1995; Van der Borg
et al., 2001). Our modeling results show that neglecting the flow history of the ice
parcels can result in an error of up to 25% where topography is rugged (black dashed
line in Figure 6.7B); the proximity of many Antarctic BIAs to mountain ranges and
nunataks (Bintanja, 1999; Sinisalo and Moore, 2010) suggests that caution is war-
ranted when estimating ablation rates from radiocarbon data.

Figure 6.7C shows the depth profiles of the different production mechanisms at
the sampling site. During the 2010/2011 field campaign, a depth profile of large-
volume (∼ 1000 kg each) ice samples was collected for 14C analyses. Sample average
depths ranged between 2.25 and 19.5 m, and should allow for both spallogenic and
muogenic components of 14C production to be characterized.

6.4.2 Solar modulation of the cosmic ray flux

We will now examine how solar modulation of the cosmic ray flux affects the 14C
content of ablating ice parcels. Variations in solar activity mostly influence low
energy cosmic rays, while high energy rays are less affected (Lifton et al., 2005, and
references therein). At low latitudes geomagnetic shielding prevents these low energy
cosmic rays from reaching the atmosphere in the first place, making cosmogenic
nuclide production there insensitive to solar activity. At high latitudes, however,
the cosmic ray energy spectrum is softer, as essentially all energies are admitted.
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Figure 6.8: (A) Right axis: observational record of monthly aver-
aged sunspot numbers (ftp://ftp.ngdc.noaa.gov/STP/SOLAR DATA/SUN
SPOT NUMBERS/INTERNATIONAL/monthly/, black dots), together with a 1 year run-
ning average (red line). Left axis: Spallogenic surface production rate estimate using the Lifton
et al. (2005) scaling model at high latitude (RC ≤ 1.9) and sea level. The dashed line shows
the long term average production rate as given in Table 6.1, corresponding to a measure of solar
modulation S = 0.950 in the Lifton et al. (2005) scaling model. Neutron monitor data showing how
the actual changes in cosmic-ray flux with time are shown in Figure 1 of Lifton et al. (2005), for
both high and low latitude sites. (B) Relative uncertainty in spallogenic production as a function
of the ablation rate a given by equation (6.16), expressed as a percentage.

Therefore nuclide production at high latitude ice sheets is sensitive to variations in
solar activity.

The scaling model by Lifton et al. (2005) incorporates the effect of solar mod-
ulation by relating cosmic ray intensity to sunspot numbers, of which there is an
observational record dating back to the 17th century (Hoyt and Schatten, 1998).
Following Lifton et al. (2005), the tree-ring 14C-based sunspot number reconstruc-
tion by Solanki et al. (2004) is used prior to the existing observational record. Muons
are produced by incoming primary cosmic ray particles of higher median energies
than those that produce secondary neutrons, and consequently only spallogenic pro-



6.4. Results and discussion 123

duction rates are sensitive to solar modulation in the scaling model.

Figure 6.8A shows the changes in the spallogenic 14C surface production rate
for the last 4 solar cycles at sea level and high latitude (RC ≤ 1.9). Production is
lowest during periods of high solar activity. The dashed line represents the long term
average production rate as given in Table 6.1.

How much these variations influence the 14C content of an ice parcel depends
on the ablation rate. For simplicity we assume a sinusoidal solar modulation of the
spallogenic surface production P 0

h = k + Re {κ exp(2iπt/τ + iθ)}, where τ = 11 yr
is the period of the sunspot (or Schwabe) cycle, θ is the phase of the cycle, k = 29
and κ = 3 are estimated from Figure 6.8A, and Re{..} denotes the real part of the
expression. Ignoring inheritance and radioactive decay, the spallogenic 14C in an ice
parcel that ablates at the glacier surface at t = 0 is given by

[14C]h(z) = Re

{∫ −z/a
−∞

[
k + κ exp

(
2iπt

τ
+ iθ

)]
exp

(
ρat

Λh

)
dt

}
(6.14)

Note that this equation also holds for the accumulation zone, in which case the
integral goes from 0 to z/a, and a is replaced by −a in the integrand. The solution
at the surface is given by

[14C]h(0) =
k
ρa
Λh

+
κ sin (θ + ϕ)√(

2π
τ

)2
+
(
ρa
Λh

)2
(6.15)

with ϕ = arcsin

(
ρa
Λh

/√(
2π
τ

)2
+
(
ρa
Λh

)2
)

. The first term in equation (6.15) gives

the time-invariant long-term average 14C concentration; the second term gives the
time (i.e. θ) dependent part caused by solar modulation. When solar variation is
neglected in the analysis of 14C data, the phase θ of the sunspot cycle is not fixed,
and an uncertainty σsol is introduced:

σsol

[14C]h
≈ κ

k

ρa
Λh√(

2π
τ

)2
+
(
ρa
Λh

)2
(6.16)

How the uncertainty σsol changes as a function of a is plotted in Figure 6.8B, ex-
pressed as a percentage. For Taylor Glacier (a =0.1-0.3 m yr−1) the influence of
solar modulation is relatively small. The reason is that ice parcels are exposed to
several sunspot cycles on their way to the surface, causing the variations to average
out. Solar modulation should be considered at Greenlandic high ablation sites such
as Pakitsoq, where annual rates of ∼ 2.5 m yr−1 can be found (Reeh et al., 2002;
Petrenko et al., 2009). At such sites the ice parcels are transported through the ex-
posed top ∼ 5m in a time much shorter than the duration of a sunspot cycle, causing
a 10 % variation with time. At these sites the sampling date should be taken into
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account when analyzing measued radiocarbon activities.

Solar modulation mostly influences the spallogenic production. Cosmogenic 14C
production at depths z > 5 m is dominated by muogenic production, and therefore
less sensitive to solar activity (and thereby sampling date). Consequently, for ab-
lation sites solar modulation can be neglected at z > 5 m. For accumulation sites
the solar variations in nuclide production are transported into the ice, and should
always be considered when accumulation is high.

6.4.3 Sensitivity of results to the main sources of uncertainty

Although solar modulation does not play a major role at Taylor Glacier, the mod-
eled 14C concentrations are subject to a number of other uncertainties. We present
a sensitivity study comparing the magnitude of potential errors, the results of which
are shown in Figure 6.9A-C. The colors in the figure correspond to different sam-
pling depths in the ice. We look at both the surface concentrations, as well as
concentrations at depths which are more suited for gas measurements (i.e. ice not
subjected to gas exchange through near-surface cracks, commonly observed at BIAs).

We analyze the three main sources of uncertainty: (1) the choice of strain rate pa-
rameterization, (2) the ablation rate estimate based on measurements from a limited
number of years, and (3) uncertainty in the cosmogenic production rates as found
in literature. For each plot the darker central lines give our modeled best estimate
total cosmogenic 14C concentrations, whereas the shaded areas gives the uncertainty
estimate. Details are given in the figure caption. In our discussion of the sensitivity
study, we shall focus on the part of the glacier that exposes the oldest ice, and is
therefore most interesting for paleo-climate reconstructions (i.e. x < 35 km (Aciego
et al., 2007)).

The uncertainty contribution of the strain rate parameterization (Figure 6.9A)
shows little depth dependence between the surface and z = 20 m. This is because
the strain rates mostly influence the flow at depth, whereas the near-surface trajec-
tories are fixed by the ablation rate and are only minorly influenced by strain rate
uncertainties. The fact that the best estimate solution does not lie in the middle
of the uncertainty band, but rather at the lower end, results from the exponential
depth dependence of the nuclide production.

As long as the ablation uncertainty σa is small relative to the ablation rate a,
the resulting uncertainty in 14C production is expected to be proportional to the
amount of production itself as per equation (6.13). This is what is indeed observed
for x < 35 km where a is large (Figure 6.9B). As σa approaches a (i.e. for x > 35
km), the uncertainty in 14C increases rapidly with increasing x.
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Figure 6.9: (A) Uncertainty in the strain rate parameterization. For each point along x, and at the
indicated depths, we evaluated three potential back-trajectories; our best estimate trajectory and
two extreme ‘envelope’ scenarios as shown in Figure 6.5C. The central dark line shows modeled 14C
concentrations using our best estimate strain parameterization, the shaded area is bordered by the
two extreme envelope scenarios. (B) Uncertainty in the ablation rate estimate as shown in Figure
6.5A. The central dark line shows modeled 14C concentrations using our best estimate ablation
rates, the shaded area is bordered by model runs where an ablation rate of a ± 1σa is used. (C)
Uncertainties due to the cosmogenic production rates found in literature, as summarized in Table
6.1. The central dark line shows modeled 14C concentrations using he best estimate production
rates, the shaded area is bordered by model runs where a production rate of P 0

i ± 1σi is used.
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For all depths considered, the surface production rates as found in literature are
the largest source of uncertainty. In particular, the fast muon production rate has a
large uncertainty of about 60 % (Table 6.1). As shown in Fig 6.7C, the spallation
component is insignificant below 5 m depth. This implies that the deeper samples
(5-20 m) collected at Taylor Glacier for 14C analyses during the 2010/2011 season
would allow us to improve substantially on the current estimates for muogenic 14C
production from 16O. Such improved production estimates would be important for
not just studies of 14C in ice, but would also be transferable to other materials, such
as e.g. quartz and carbonate rock used in exposure dating (Gosse and Phillips, 2001).

6.5 Summary and Conclusions

In this work we investigated in situ cosmogenic 14C production at ablation sites.
First, we implemented a thermal neutron flux model for the air-ice interface, and
found that thermal neutron capture by nitrogen in air bubbles produces only negli-
gible amounts of 14C.

Second, by modeling the trajectories of ice parcels at the center line of Taylor
Glacier we calculated a best-estimate 14C concentration of ablating ice. We found
that the commonly used ablation-only approximation by Lal et al. (1990) tends to
underestimate production as the ice flows down from parts of the glacier that have
higher production rates. For sections of the glacier where the basal topography is
rugged, the ablation-only approximation deviates from the full model solution by up
to 25%. This has important consequences when 14C activity measurements are used
to estimate ablation rates.

Third, we demonstrated that the influence of solar modulation is strongly de-
pendent on ablation rate. At low ablation sites, such as Taylor Glacier, the effect is
small due to temporal averaging over several sunspot cycles. At high ablation sites,
such as Pakitsoq, Greenland, solar modulation introduces an uncertainty of 10 % in
the spallogenic component. In these cases the sampling date needs to be considered
when interpreting data.

We introduced two methods to parameterize vertical strain rates with depth. The
first method is based on conservation of mass in the ice column; the second method is
based on measured surface strain rates. The second method proved to be less reliable,
because (1) estimated surface strain rates from InSAR and GPS measurements show
a poor correlation, (2) flow lines do not follow bedrock, and (3) mass is not conserved.

We presented a sensitivity study where we compare potential errors introduced
by uncertainties in the strain rate parameterization, the ablation rates, and the
published cosmogenic production rates. We found that the cosmogenic production
rates are the largest source of uncertainty. In the 2010/2011 Austral summer, Taylor
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Glacier ice was sampled with the aim of constraining the cosmogenic production
rates more strongly, as well as determining the ratio of 14CH4 to 14CO produced
in situ in the ice. By sampling at depths > 5 m the muogenic components can be
isolated, which have the largest uncertainty in their production rates. The modeling
results presented here will aid us with the interpretation of 14C measurements on
these samples. Most importantly, this study will serve as a framework for correcting
future 14CH4 measurements for the effect of in situ production with the purpose
of reconstructing the true atmospheric signal. This would allow to answer pressing
questions about past changes in the global methane budget, such as whether marine
clathrates can release large amounts of methane to the atmosphere.
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C. M. Trudinger, E. Witrant, J. L. Rosen, A. J. Orsi, M. Rubino,

D. M. Etheridge, L. P. Steele, C. Hogan, J. C. Laube,
W. T. Sturges, V. A. Levchenko, A. M. Smith, I. Levin,

T. J. Conway, E. J. Dlugokencky, P. M. Lang, K. Kawamura,
T. M. Jenk, J. W. C. White, T. Sowers, J. Schwander and

T. Blunier1

A.1 Introduction

This appendix is the supplement to Buizert et al. (2011), which has been included as Chapter 3
in this thesis. It aims to provide more background information on the methods, as well as present
additional modeling results which were omitted in the main article to improve readability. Most
results from the US borehole are presented here.

The structure of this document closely follows that of the main text. Sections marked with an
asterisk (∗) in the main article have a corresponding section here, where additional information can
be found.

A.2 Methods

A.2.1 NEEM 2008 firn air campaign

The location of the North Greenland Eemian ice drilling project (NEEM) camp and the site of the
2008 firn air campaign are shown in Fig. A.1. For the sampling a 16 kW generator was placed at
80 m distance downwind. In order to minimise air contamination, vehicles were parked near the
generator and within the last 80 m all equipment was transported by manhauling. Drilling was
performed alternatively in both holes with the Danish electromechanical shallow drill. The hole

1This appendix has been published as the supplement to C.Buizert et al.: Gas transport in
firn: multiple-tracer characterisation and model intercomparison for NEEM, Northern Greenland.,
Atmos. Chem. Phys. Discuss. 11:15975-6021 (2011).
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Figure A.1: Location of NEEM main structures and the site of the 2008 firn air campaign. The
inset shows the position of the NEEM camp in Northern Greenland.

diameter is 103.6 mm. In order to have an undisturbed surface for the first sampling levels, the first
10 m were drilled with a hand auger producing the same diameter core and hole.

Table A.1 lists the sampling depths on both boreholes.

A.2.2 Physical characterisation of NEEM firn air site

For the density profile we use a fit to the NEEM main core density data averaged over 0.55m
segments (Johnsen, personal communication, 2009). For the three stages of densification (Arnaud
et al., 2000) we use a separate fit. Data fitting was done by eye, and care was taken that the
second derivative is continuous over the transitions between the stages. Surface density was chosen
as ρ = 0.35 g cm−3. The density fit is given by

ρ = a1 + a2z + a3e
a4(16−z) for z < 16m

ρ = a5 + a6z + a7z
2 for 16 ≤ z < 110m (A.1)

ρ = a8 + a9

(
1 − ea10(z−110)

)
for z ≥ 110m

The constants in Eq. (A.1) obtained in the fitting procedure can be found in Table A.2. The
density data together with the fit are shown in Fig. 1 of the main document.

We use the closed porosity parameterisation of Goujon et al. (2003):

scl = 0.37s

(
s

sco

)−7.6

(A.2)

with sco the close-off porosity consistent with the mean close-off density relation by Martinerie
et al. (1994). Changing sco results in changing the complete close-off depth (sop = 0). Field data
indicate the last successful air pumping depth in firn and a depth at which no air could be extracted.
The depth at which open firn porosity becomes zero should be located in this interval. Using the
mean close-off density of Martinerie et al. (1994) in Eq. (A.2) generally gives a complete close-off
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Table A.1: Firn air sampling depths in meters for the EU (S2) and US (S3) boreholes.

Level EU depth (m) US depth (m)

0 0.00 0.00
1 2.50 2.85
2 4.90 5.23
3 7.55 9.83
4 10.10 19.30
5 14.80 34.70
6 19.75 49.70
7 27.54 57.47
8 34.72 59.90
9 42.42 62.00
10 50.00 64.03
11 54.90 65.50
12 57.40 66.90
13 59.90 68.30
14 61.95 69.80
15 63.85 71.40
16 65.75 72.85
17 68.05 73.80
18 70.05 75.60
19 72.00 -
20 74.08 -
21 75.90 -
22 77.75 -

depth (sop = 0) inconsistent with field data. The cause of this discrepancy is not clear; it could
be due to e.g. firn heterogeneity, or biases and uncertainties in firn density measurements. In the
case of NEEM, it leads to a complete close-off depth higher than the last measurement depth. A
different mean close-off density value is used in order to obtain a complete close-off depth consistent
with field data. At NEEM the last successful air pumping depth was z = 77.75 m; a decreased air
flow (insufficient for sampling) was observed at z = 79 m depth. It was thus considered that air
was isolated from the atmosphere at that depth, and used 78.8m as the zero open porosity level,
equivalent to a mean close-off density ρco = 0.8312 g cm−3. Note that sop is not necessarily zero
below the deepest sampling depth (Aydin et al., 2010).
The accumulation rate estimate is based on the dated NEEM 2007 shallow S1 core (Dahl-Jensen,
personal communication, 2010). The derived variations of the accumulation rate with time are
shown in Fig. A.2. For all the tracers we run the models from 1800 to the sampling date 2008.54.
As a best estimate of the accumulation rate we use the mean value over this period of A = 0.216
m yr−1 ice equivalent. The best estimate for the current day value is A = 0.227 m yr−1, which is
within the range of variability observed in the past.

A.2.3 Gas measurements

For SF6, the IUP data (EU and US holes) have been rescaled by 0.9912 to place the data on the
NOAA scale that we use in our atmospheric reconstructions (rescaling corresponds to a modern
day offset of 0.06 ppt). The NOAA and UEA SF6 data were provided on the NOAA scale. After
correcting the IUP data no inter-laboratory offsets were observed on either borehole.

For the US hole NOAA CH4 data have been used exclusively where available (13 depth levels).
For a remaining 5 depths we have no NOAA measurements, and for these depths we have used IUP
data after scaling them in the following way to place them on the NOAA scale:
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Table A.2: Constants used in the density fitting Eq.(A.1).

Constant

a1 3.500000 ×10−1

a2 1.359319 ×10−2

a3 -1.569421 ×10−2

a4 -4.300000 ×10−1

a5 4.332293 ×10−1

a6 7.976252 ×10−3

a7 -3.536121 ×10−5

a8 8.82746379 ×10−1

a9 3.7853621 ×10−2

a10 -5.198599 ×10−3
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Figure A.2: Accumulation rate estimate from the NEEM 2007 S1 shallow core. The black line shows
the yearly values, the green line gives a running 15 year average and the blue horizontal line shows
the average value over the modeled period 1800-2008.

[CH4]NOAA = 0.9933[CH4]IUP + 10.12 (A.3)

This equation was obtained by correlating NOAA and IUP data on the US hole for depths
where we have data from both labs (13 depths, R2 =0.9995). The NOAA and CSIRO data on the
EU borehole agree well and show no systematic offset.

Table A.3 lists the radiocarbon measurements. CO2 was extracted in May 2009 from 0.5 L
glass sample flasks also used for CSIRO gas analysis, and in September 2009 the extracted CO2 was
graphitised at ANSTO. Measurements of ∆14CO2 were performed on the ANTARES accelerator
mass spectrometer (Fink et al., 2004). Since the sample collected at 70.05 m depth was lost during
the initial graphitisation, it was extracted again in October 2009 from air samples collected in 3
L stainless steel containers also used for CSIRO gas analysis, and measured in January 2010. The
samples collected at 68.05 and 72 m depth were extracted together with the lost 70 m sample, to
check for any discrepancy between the first (May 2009) and the second (October 2009) extraction.
The replicates agreed within the estimated uncertainty of the graphitisation at ANSTO. Since the
samples were measured shortly after sampling, there is no need to correct for the decay that occurred
within the flasks.
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Table A.3: Overview of radiocarbon measurements on NEEM firn air, expressed in ∆14C notation.
The replicate dev. gives the deviation of the replicate measurement from the first one.

Depth ∆14C ANSTO Replicate [14CO2] Flask type
(m) (h) error (h) dev. (h) (×10−12 ppm)

0.00 44.9 6.3 - 485.5 Glass
14.80 40.1 6.8 - 490.3 Glass
34.72 55.9 6.2 - 491.3 Glass
50.00 64.9 6.8 - 491.4 Glass
59.90 74.5 6.9 - 491.0 Glass
61.95 76.3 6.8 - 489.9 Glass
65.75 156.0 7.5 5.9 503.1 Glass
68.05 276.1 7.6 3.4 531.4 Glass, Stainless
70.05 349.0 6.3 - 546.5 Stainless
72.00 309.3 8.2 0.5 519.6 Glass, Stainless
74.08 165.4 7.3 - 455.8 Glass
75.90 45.1 7.2 4.8 407.4 Glass

From these ∆14C values we convert to a mass conserving mole fraction [14CO2] using

[14CO2] =

(
∆14C

1000
+ 1

)(
δ13C/1000 + 1

−25/1000 + 1

)2

×Aabs × [CO2] (A.4)

where we use the commonly used value of Aabs = 1.1764 × 10−12 (Karlen et al., 1968). The
values of δ13C and [CO2] are known from measurements of NEEM firn air from CSIRO Aspendale.
Note that in the ∆14C notation used here the activity of the isotopic reference material is decay-
corrected, whereas the activity of the sample is not. Decay correction of the sample is not necessary,
and simply not possible since the firn samples have an unknown mixture of ages. Sample decay is
included through a decay term in the firn air models (Trudinger et al., 1997).

The δ15N2 data used as a tracer is corrected for the effect of thermal fractionation following
the method described in Severinghaus et al. (2001). In this method the observed δ15Nobs is split
up as δ15Nobs = δ15Ngrav + δ15Ntherm, where the right hand side consists of a gravitational and a
thermal term respectively. The gravitational fractionation scales linearly with the mass difference
∆M between the isotopologues. The thermal diffusion term δ15Ntherm is calculated using borehole
temperature measurements and the SIO firn air model. This way one can solve for δ15Ngrav.

A.2.4 Reconstruction of atmospheric histories of selected tracers

A.2.4.1 Combining different data series

The first major issue for combining different data series is calibration scale, which is not always fully
documented in available metadata. In the case of AGAGE, all available data (ALE, GAGE and
AGAGE) are on the same scale (SIO-2005). NOAA halocarbon data are currently under re-analysis.
For this study only data converted to the most recent calibration scale were used (Geoff Dutton and
Bradley Hall, personal communication).

Calibration (and/or procedural) differences between different atmospheric networks are less
documented and understood. Synthetic results of intercomparisons between AGAGE and NOAA
halocarbon data were kindly provided to the NEEM gas group (Paul Krummel, personal communi-
cation); they are shown in Table A.4. Two different comparison results are provided: comparisons of
atmospheric data at a common measurement site (American Samoa) and comparisons of air tanks
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Table A.4: Concentration ratios (NOAA/AGAGE) for halocarbon species.
Species Multiple sitesa,b Samoaa IHALACEc This study Scales Comment

flask/in-situ in-situ/in-situ (prelim.IHALACE)
CFC-11 1.0100 1.0095 1.0058 1.0081 NOAA-1993/SIO-05 time dependent
CFC-11 1.0057 1.0080 - 1.0081 NOAA-1993/SIO-05 2007-2009 only
CFC-12 0.9973 0.9965 0.9978 0.9978 NOAA-2008/SIO-05
CFC-113 1.0199 1.0251 1.0266 1.0215 NOAA-2003/SIO-05

CH3CCl3 1.0339 1.0379 1.0572 / - d 1.0627 / 1.0526d NOAA-2003/SIO-05 ECD detector

CH3CCl3 1.0158 - 1.0081 / - d 1.0081 / 1.0030d NOAA-2003/SIO-05 GCMS detector
a Krummel, personal communication
b Based on Mace Head, Trinidad Head, Samoa and Cape Grim
c Hall, B.D., Engle, A., Mühle, J., Elkins, J. et al., Results from the International Halocarbons in Air Comparison Experiment
(IHALACE), in preparation
d Ratios for tanks at 22 ppt and 18 ppt respectively

circulated around measurement labs (IHALACE: International HALocarbons in Air Comparison
Experiment; Bradley Hall, personal communication). The comparisons are consistent for CFC-
12 and CFC-113. Concentration ratios at American Samoa are time-dependent for CFC-11. For
CH3CCl3 Samoa and IHALACE results are inconsistent (note that IHALACE tanks had low con-
centration levels), and different results are obtained with Electron Capture Detector (ECD) and Gas
chromatography–mass spectrometry (GCMS). As old trend data were obtained with ECD, GCMS
measurements are not used for this species; a NOAA/AGAGE ratio of 1.035 is used.

A.2.4.2 Description of the reconstructions

CO2: Summit and Alert NOAA-ESRL monthly record from 6/1985 - 12/2008. For months when
both Summit and Alert records are available we use the average of the two. For months when only
data from either one of the stations is available that station is used, with a correction for the average
Alert-Summit offset for that given month. Mauna Loa (MLO) NOAA-ESRL (7/1976-5/1985) and
SIO (3/1958-6/1976) records are used for indicated periods with a latitudinal correction applied
based on the mean of the modern day MLO-Summit and MLO-Alert offset. Plots for offset vs. time
revealed no trend, so a constant correction is used. A months 2-4/1964 gap in the SIO MLO record
is filled by linear interpolation.

Prior to the MLO instrumental record, mean annual values are based on the the Law Dome
mean-annual 20-yr smoothed record (1832-1958) and the Law Dome 75-yr smoothed mean annual
record (1800-1831) (Etheridge et al., 1996), corrected for the Law Dome-NEEM offset. For missing
years data points are interpolated linearly. Both the value and the trend of the Law Dome-NEEM
offset were determined for the period 1959-1978 where the records overlap. In 1931 this results
in NEEM concentration equaling the Law Dome concentration, so the inter-polar gradient goes to
zero. For simplicity, beyond this point we simply set NEEM equal to Law Dome. A seasonal CO2

cycle is added based on NEEM reconstructed monthly values for 1959-2008.

CH4: Summit and Alert NOAA-ESRL monthly record from 6/1985-12/2008. For months when
the Summit record is available, NEEM is set equal to Summit. For months where Summit record
is unavailable, the NEEM reconstruction is based on Alert with a correction for the Summit-Alert
offset for that month applied. Alert-Summit offsets show no significant trends with time.

Prior to the Alert record mean annual values are based on the Law Dome firn record (1978-
1985) and the Law Dome ice core record (1800-1978) (Etheridge et al., 1998), scaled by 1.0124
to convert the data to the NOAA 2004 CH4 calibration scale, and with a correction applied for
the Law Dome-NEEM offset. The inter-polar gradient (IPG) is assumed to be constant at 45 ppb
from 1800-1885 (Etheridge et al., 1998). For 1886-1985 it is assumed that the IPG is a function of
both Law Dome [CH4] and d[CH4]/dt. The IPG correction is tuned to the period 1986-1998 where
direct atmospheric measurements are available and there is an appreciable growth rate d[CH4]/dt.
A seasonal CH4 cycle is added based on the reconstructed NEEM monthly values for 1986-2008.
It is assumed that the amplitude of the seasonal cycle is directly proportional to the mean annual
concentration.



A.2. Methods 145

14CO2: The atmospheric 14CO2 record from Fruholmen, Norway, is used for its proximity
to Greenland, from 1/1963-6/1993 (Nydal and Lövseth, 1996). Atmospheric measurements from
central Europe have been used from 6/1993-12/2008 (Vermunt and Jungfraujoch, Levin et al.,
2008) and from 2/1959-12/1962 (Vermunt, Levin and Kromer, 2004). In the period 1990-2010
the reconstruction agrees within a few per mil with a recent atmospheric record from Alert station
(Levin et al., 2010b), which was not yet available at the time we finalised the reconstruction.

Southern hemisphere atmospheric 14CO2 measurements are used from 1954-1959 (Manning and
Melhuish, 1994) with a correction of 30 h on average to account for the interhemispheric gradient.

Prior to 1955 no direct atmospheric records exist and the reconstruction is equal to ∆14CO2

reconstructed from dendrochronologically dated tree-ring samples (Reimer et al., 2004). The atmo-
spheric ∆14CO2 has been converted to a ppm scale using Eq. (A.4).

It should be noted that, unlike the firn air 14C measurements, the atmospheric histories have
been age-corrected for decay between the time that the sample was “collected” (in the case of trees,
since the tree removed the CO2 from the air), and the time that the sample was measured.

δ13CO2: A δ13CO2 reconstruction is required to convert ∆14CO2 values from a permil scale to
a mass-conserving ppm scale as described by Eq. (A.4). The Alert CSIRO monthly record from
1/1990-6/2008 is used without correction.

Prior to the Alert record we use the Cape Grim air archive record (1978-1989) and the Law
Dome ice core record (1800-1978) (Francey et al., 1999), with a correction applied for the Law
Dome-NEEM offset. The correction is assumed to scale linearly with the atmospheric growth rate
of CO2, and is calibrated to the period 1990-2008 where CSIRO Alert and Cape Grim monthly
records are available.

CFC-11: Emission-based model results from Martinerie et al. (2009) before 7/1978. Mid
Northern latitudes combined AGAGE monthly record 7/1978-3/2009. Overall scenario converted
to NOAA scale with NOAA / AGAGE = 1.0081 (IHALACE).

CFC-12: Mid Northern latitudes combined AGAGE monthly record 1/1981- 3/2009 (early
record ignored because of missing data and high inter-hemispheric gradient). 2D model results from
Martinerie et al. (2009) before. Overall scenario converted to NOAA scale with NOAA / AGAGE
= 0.9978 (IHALACE).

CFC-113: Mid Northern latitudes combined AGAGE monthly record 6/1986- 3/2009 (early
record ignored because of missing data and high inter-hemispheric gradient). Emission-based model
results from Martinerie et al. (2009) before. Overall scenario converted to NOAA scale with NOAA
/ AGAGE = 1.0215 (IHALACE).

SF6: Barrow NOAA-ESRL combined (Geoff Dutton) monthly record 1/1999- 7/2009 (Barrow
data for 1995-1998 ignored because of variable N/S gradient. Emission-based model results from
Martinerie et al. (2009) before.

CH3CCl3: Mid Northern latitudes combined AGAGE monthly record 7/1978- 3/2009. Emission-
based model results before 7/1978 (visual rescaling by 1.05). Overall scenario converted to NOAA
scale with a NOAA / AGAGE = 1.035 (Samoa data with ECD detection).

HFC-134a: Barrow NOAA monthly record 2/1995- 3/2009, Emission-based model results be-
fore 02/1995 (visual rescaling by 1.10).

The mid-latitude AGAGE data could not be extrapolated to high latitudes for halocarbons.
The first reason is the highly time dependent meridional concentration gradients; for species phased
out under the Montreal Protocol, due to strongly reduced emissions, even the inter-polar gradient
is close to zero in recent years. Another difficulty arises from the fact that the NOAA-ESRL mid
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Northern latitude site (Niwot Ridge) is a high altitude site, thus the effects of altitude and latitude
on concentrations cannot be separated.

δ15N-N2: There is no need for a δ15N-N2 reconstruction since the isotopic composition of Ni-
trogen is constant in the atmosphere on the timescales considered here. Formally, calculating the
isotopic ratio would require both 15N14N and 14N14N isotopologues to be modeled separately. How-
ever, the 14N14N isotopologue constitutes nearly 80% of the air molecules, violating the assumption
used by the firn models of modeling diffusion of trace gases into air. We have instead chosen to
use an atmospheric forcing [15N14N](t) = 1 for all t, and we assume that the 14N14N istopologue
has unity mixing ratio everywhere [14N14N](z) = 1. This is tantamount to assuming that 14N14N is
the only non-trace gas in air (molecular diffusivity of 15N14N into air is used, however, rather than
15N14N into 14N14N). The δ15N-N2 signal is then given as δ15N-N2(z) = 103×([15N14N](z) − 1).

A.2.4.3 Uncertainty estimates on atmospheric reconstructions

Table A.5 summarises the elements used for the uncertainty estimates. The dates refer to the period
for which the comparison was made (thus the uncertainty should be applied from the beginning of
the earliest data series to the end date of the comparison). The biases between labs can be large and
time varying for halocarbons. To distinguish the mean bias from the variability of the differences
between data series, these variabilities are noted dev. instead of σ, because the distributions are
obviously not Gaussian in many cases.

Uncertainties are overall much higher for halocarbons than for other gases. For halocarbons,
uncertainties on emissions are likely more pessimistic than uncertainties on concentrations. As an
illustration, Martinerie et al. (2009) rescaled halocarbon emissions so that modeled atmospheric
concentrations fit the early part of atmospheric datasets. Rescaling factors for CFC-11, CFC-12,
CFC-113, CCl4 and SF6 range between 5 and 10% for the rising part of the trends.

Niwort Ridge halocarbon concentrations are mostly lower than Barrow concentrations, suggest-
ing a dominant effect of altitude rather than latitude. Differences between Summit and Barrow are
much lower. This suggests that the mid-latitude to Greenland concentration gradient is within the
noise on the data for halocarbons.

Using the values in Table A.5 uncertainties are constructed in the following way:

CO2 uncertainties: 1985-2008: half the ALT/SUM offset, 1976-1985: half the ALT/SUM
offset and the standard deviation of the ALT/MLO-NOAA offset, 1958-1976: half the ALT/SUM
offset and the standard deviation of the ALT/MLO-SIO offset, 1930-1958: twice the 1σ Law Dome
measurement uncertainty, the IPG uncertainty estimate, 1800-1930: three times the 1σ Law Dome
uncertainty and the IPG uncertainty estimate. In each period the listed terms are added quadrati-
cally to estimate the total uncertainty.

CH4 uncertainties: The CH4 uncertainty is dominated by the uncertainty in the IPG esti-
mate, which is large for CH4. For this reason three independent reconstructions were made, and the
uncertainty was taken as the maximum difference between the reconstructions. The first method is
described in Sect. A.2.4.2, a second method assumes the IPG is linearly related to the CH4 mixing
ratio, a third method uses the a linear regression analysis between atmospheric growth rate and
IPG. The comparison leads to an uncertainty ranging from 5-42 ppb.

For halocarbons, expressing emission-related uncertainties in % results in an unrealistic zero
uncertainty at the start date of emissions. Thus somewhat arbitrarily, a minimum absolute un-
certainty (in ppt) was set to the present-day uncertainty. The large increase in uncertainty when
switching from atmospheric records to emission based estimates is applied gradually (over about 2
years) for all halocarbon species.
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Table A.5: Elements for uncertainty estimates. ALT: Alert, Canada, BRW: Pt. Barrow, Alaska
USA,MLO: Mauna Loa, Hawaii USA, SUM: Summit Greenland, ADR: Adrigole, Ireland, MHD:
Mace Head, Ireland, CMO: Cape Meares, USA, THD: Trinidad Head, USA, CGO: Cape Grim,
Tasmania, SPO: South Pole, Antarctica, Measurement types: cn (continuous), fl (flasks). Other
notations: instrument names/types.

Species Source scale dates error comment
CO2 Etheridge 1996 CSIRO before 1942 1.1ppm 1 σ ice core data

Etheridge 1996 CSIRO 1942-1958 0.1ppm 1 σ firn air data
Inter-polar gradient NOAA before 1985 2ppm Estimated IPG uncertainty
NOAA website NOAA 1997-2008 0.5ppm mean bias (ALT/SUM)
NOAA website NOAA 1985-2008 0.8ppm dev. of bias (ALT/MLO-NOAA)
NOAA & GAW - 1985-2008 0.8ppm dev. of bias (ALT/MLO-SIO)
NOAA website NOAA 2000-2008 0.15/2ppm 1 σ on monthly values (South/North)

CH4 Etheridge 1998 CSIRO before 1944 5 ppb 1 σ ice core data
Etheridge 1998 CSIRO 1944-1978 2.2 ppb 1 σ firn air data
Inter-polar gradient NOAA before 1985 5-42ppb Difference between 3 IPG estimates
NOAA & GAW NOAA 2000-2008 3/15ppb 1 σ on monthly values (South/North)

CFC-11 WMO (2007) emissions before 1978 18% Table 1-7, p1.44 in WMO (2007)
AGAGE website AGAGE 1980-1983 -0.2% mean bias (ADR/THD)
AGAGE website AGAGE 1987-1989 -0.3% mean bias (CMO/THD)
AGAGE website AGAGE 1996-2009 -0.07% mean bias (MHD/THD)
AGAGE & NOAA - 1991-2009 -0.3% mean bias (AGAGE/NOAA)
AGAGE & NOAA - 1991-2009 -1./1% center/dev of bias (AGAGE/NOAA)
AGAGE website AGAGE 1995-2009 0.2/0.3ppt 1 σ on monthly values (South/North)
AGAGE website AGAGE 1978-1995 1./1.5ppt 1 σ on monthly values (South/North)

CFC-12 WMO (2007) emissions before 1981 7.5% Table 1-7, p1.44 in WMO (2007)
AGAGE website AGAGE 1981-1983 +2.0% mean bias (ADR/THD)
AGAGE website AGAGE 1987-1989 +0.4% mean bias (CMO/THD)
AGAGE website AGAGE 1996-2009 -0.1% mean bias (MHD/THD)
AGAGE & NOAA - 1991-2009 +0.3% mean bias (AGAGE/NOAA)
AGAGE & NOAA - after 1996 +0.1/.1% center/dev of bias (AGAGE/NOAA)
AGAGE & NOAA - before 1996 +1.0/1.% center/dev of bias (AGAGE/NOAA)
AGAGE website AGAGE after 1996 .5/.6ppt 1 σ on monthly values (South/North)
AGAGE website AGAGE before 1996 1.5/3.ppt 1 σ on monthly values (South/North)

CFC-113 WMO (2007) emissions before 1986 8.4% Table 1-7, p1.44 in WMO (2007)
AGAGE website AGAGE 1987-1989 -0.9% mean bias (CMO/THD)
AGAGE website AGAGE 1996-2006 -0.2% mean bias (MHD/THD md)
AGAGE website AGAGE 2005-2009 +0.01% mean bias (MHD/THD medusa)
AGAGE & NOAA - 1996-2003 +0.04% mean bias (AGAGE/NOAA)
AGAGE & NOAA - 1996-2003 +0.2/1% center/dev of bias (AGAGE/NOAA)
AGAGE website AGAGE after 1996 0.2/0.2ppt 1 σ on monthly values (South/North)
AGAGE website AGAGE before 1996 0.6/1.0ppt 1 σ on monthly values (South/North)

SF6 WMO (2007) emissions before 1999 40.% p1.51 in WMO (2007)
NOAA website NOAA 1998-2003 +0.2% mean bias (cn/fl)
AGAGE & NOAA - 2001-2009 -0.9% mean bias (AGAGE/NOAA)
AGAGE & NOAA - 2001-2009 -1./1.% center/dev of bias (AGAGE/NOAA)
NOAA website NOAA 1997-2009 .06/.05ppt 1 σ on monthly values (South/North)

CH3CCl3 WMO (2007) emissions before 1978 4.2% p1.45 in WMO (2007)
AGAGE website AGAGE 1981-1983 +3.5% mean bias (ADR/THD)
AGAGE website AGAGE 1987-1989 +0.8% mean bias (CMO/THD)
AGAGE website AGAGE 1996-2009 +0.09% mean bias (MHD/THD)
AGAGE website AGAGE 2005-2009 +0.4% mean bias (MHD/THD medusa)
AGAGE & NOAA - 1991-2009 +1.1% mean bias (AGAGE/NOAA)
AGAGE & NOAA - 1991-2009 +1/4% center/dev of bias (AGAGE/NOAA)
AGAGE website AGAGE after 2000 0.3/0.4ppt 1 σ on monthly values (South/North)
AGAGE website AGAGE before 2000 0.8/2.5ppt 1 σ on monthly values (South/North)

HFC-134a WMO (2007) emissions before 1995 8.4% Table 1-7, p1.44 in WMO (2007)
NOAA website NOAA 1995-2009 +0.1% mean ALT/BRW
AGAGE & NOAA - 1998-2009 ±0.5% mean bias (AGAGE/NOAA)
AGAGE & NOAA - after 2000 +1/2.% center/dev of bias (AGAGE/NOAA)
AGAGE & NOAA - before 2000 +0/6.% center/dev of bias (AGAGE/NOAA)
NOAA website NOAA 1995-2009 0.2/0.3ppt 1 σ on monthly values (South/North)

∆14CO2 (Hua and Barbetti, 2004) - 1955-1969 18 h latitudinal ∆14CO2 variations

CFC-11 uncertainties: 1995-2010: 1.5%, 1990-1994: 2.5%, 1978-1989: 3.5%, before 1978:
18%. The changes in uncertainty after 1978 roughly reflect an increasing bias between AGAGE and
NOAA measurements when going back in time.

CFC-12 uncertainties: 1996-2010: 0.5%, 1981-1995: 2%, before 1981: 7.5%.

CFC-113 uncertainties: 1996-2010: 1%, 1986-1995: 2.5%, before 1986: 8.4%.
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SF6 uncertainties: 1999-2010: 1.5%, 1985-1998: 3.5% South. Hem. and 5% North. Hem.,
1978-1984: 3.5% South. Hem. and 10% North. Hem., before 1978: 40%. The high uncertainty
on emissions reflects mismatches between bottom-up and top-down estimates (WMO, 2007). Levin
et al. (2010a) mention a 20% mismatch between their recent estimates.

CH3CCl3 uncertainties: 2000-2010: 4.%, before 2000: 6%. These uncertainties are high
compared to the 4.2% uncertainty on emissions from WMO (2007). They reflect the variability of
the AGAGE/NOAA ratio and the dispersion around monthly mean values.

HFC-134a uncertainties: 2000-2010: 3.%, 1995-1999: 6% before 1995: 8.4%.

∆14CO2 uncertainties: direct atmospheric records are long compared to other tracers, and
the largest source of uncertainty is latitudinal gradients. Hua and Barbetti (2004) estimate that for
the period 1955-1969 the maximum variability found between stations in the high latitude north-
ern hemisphere is 18 h. This uncertainty exceeds the typical measurement precision of around 5
h (Levin and Kromer, 2004). We therefore use the 18 h estimate for our atmospheric reconstruc-
tion.

A.2.5 Gravitational correction

Before the modeling all data were corrected for the effect of gravity. The correction is made using
the formula

[X]gravcorr(z) =
[X]meas(z)

∆M(δgrav(z)/1000 + 1)
(A.5)

where [X]gravcorr is the mixing ratio of gas species X after gravitational correction, [X]meas the
mixing ratio as measured, ∆M = MX −Mair is the difference in molar mass between gas X and
air and δgrav(z) is the gravitational fractionation per unit mass difference at depth z. The values of
δgrav(z) are listed in Tables A.6 and A.7 for the EU and US boreholes, respectively. They are based
on measurements of the gravitational enrichment of δ86Kr (86Kr/82kr) with depth, and corrected
for the effect of thermal fractionation (Severinghaus et al., 2001). The rationale for using Kr rather
than N2, is that its free-air diffusivity is closer to that of most of the tracers we use, so it should
represent the disequilibrium effects on gravitational fractionation more accurately.

A.2.7 Overall uncertainty estimation

When tuning to multiple gases it is important to have realistic uncertainty estimates for both the
data and the atmospheric reconstruction. These will determine how much weight is given to the
different gases during the tuning procedure. Therefore consistency between the different gases is
more important than the absolute accuracy of the uncertainty estimates. These uncertainties are
not a fixed number for each gas, but can be expressed as a function of depth. Here we identify seven
sources of uncertainty.

Analytical precision We use the analytical precision as specified by the laboratories. In case
we have data from several laboratories for a single gas species, the largest of the specified uncer-
tainties is used. Where there are multiple data points available for the same depth we additionally
calculated the standard deviation between the data points. The assigned analytical uncertainty for
a specific depth is taken as the larger of (1) the 1 σ standard deviation for that depth and (2) the
(depth independent) lab specified uncertainty.

Uncertainty in atmospheric reconstruction The uncertainties in the atmospheric
reconstructions, as described in Sect. A.2.4.3, are produced on a time scale. By calculating the
mean age of the gases, the estimates can be mapped from a timescale onto a depth scale. This is
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Table A.6: Gravitational correction δgrav for the EU hole.

Depth (m) δgrav (h)

0.00 0.000
2.50 0.004
4.90 0.014
7.55 0.025

10.10 0.036
14.80 0.058
19.75 0.080
27.54 0.116
34.72 0.152
42.42 0.190
50.00 0.227
54.90 0.250
57.40 0.262
59.90 0.273
61.95 0.282
63.85 0.285
65.75 0.285
68.05 0.285
70.05 0.285
72.00 0.285
74.08 0.285
75.90 0.285
77.75 0.285

more practical from a modeling point of view. The conversion is done by treating the uncertainty
estimate as a regular gas history, and running it through the CIC firn air model. This approach is
valid since the diffusion model is linear with respect to the atmospheric input.

The complication that arises is the following: The depth estimates are used as input to the
tuning procedure, but at the same time they rely on model output (the mean ages are calculated using
the firn model). This could lead to a circular/iterative procedure where we refine the uncertainties
indefinitely. To avoid this situation we use only the CIC model with near-finalised tuning, where the
calculated mean ages are estimated to be off by only a few years. Since the uncertainty estimates
do not have a temporal resolution better than a few years to begin with, this model offset will
not influence the final result greatly. Furthermore, we have checked the validity of this approach
afterwards, by re-calculating the mean ages after finalising the tuning of the model. Indeed the
mean ages obtained by the nearly-finalised and finalised model tuning did not differ by more than
four years in the deepest firn.

Sample contamination For the deepest samples it becomes increasingly difficult to pump
air from the firn. The reduced sample flow can lead to contamination due to incomplete flushing of
flasks, and air leaking past the sealing bladder. Several halocarbon species should be absent at the
deepest sampling levels, and we use these to estimate sample contamination. All contaminations
are assumed to be with modern air, and expressed as a fraction of sample volume.

Figure A.3 shows estimates of sample contamination from different gases, and the contamination
estimate for NEEM as the black line (1.6% contamination for the deepest samples). Note that we
do not make any corrections to the data, but rather assign an additional uncertainty to the deepest
samples because we have indication of contamination. The fraction of contaminated air is taken to
be
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Table A.7: Gravitational correction δgrav for the US hole.

Depth (m) δgrav (h)

0.00 0.000
2.85 0.005
5.23 0.015
9.83 0.035

19.30 0.078
34.70 0.152
49.70 0.226
57.47 0.262
59.90 0.273
62.00 0.282
64.03 0.285
65.50 0.285
66.90 0.285
68.30 0.285
69.80 0.285
71.40 0.285
72.85 0.285
73.80 0.285
75.60 0.285

Vcontam

V
=

{
0 if z < 70m

0.016 × (z − 70)/8 if z ≥ 70m
(A.6)

where Vcontam/V is the fraction of the sample volume that comes from the modern atmosphere
rather than from the open pores of the firn layer being sampled. The uncertainty introduced by
the contamination is calculated by multiplying the fraction of modern air by the difference between
modern atmospheric and measured firn air mixing ratios.

Sampling errors The sampling procedure introduces errors which are not easily estimated.
For CO2, CH4 and SF6 we have data from several labs, as well as from both boreholes. We use these
to estimate the influence of the sampling procedure. IUP CH4 and SF6 data have been corrected as
described in Sect. A.2.3.

We treat each gas species and borehole separately. First, we consider sampling depths for which
we have data from at least two labs, and calculate the standard deviation of the data for that depth.
The sampling uncertainty is estimated as the average of the obtained standard deviations. The
assigned sampling uncertainty for a specific depth is taken as the larger of (1) the 1 σ standard
deviation for that depth (when available) and (2) the average sampling uncertainty as described
above.

The average sampling uncertainties thus obtained are:

CO2: 0.32 ppm (EU), 0.19 ppm (US)
CH4: 1.8 ppb (EU), 2.7 ppb (US)
SF6: 0.035 ppt (EU), 0.029 ppt (US)

The sampling error is found to be independent of depth (Fig. A.4).
For gases where we have data from only one lab (mostly halocarbon data from the EU hole) we

cannot determine the sampling errors is such a direct way. An estimate is made based on the CO2,
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Figure A.3: Contamination as calculated from gas measurements, with in black the values used as
the uncertainty estimate for contamination in all NEEM samples.

0 10 20 30 40 50 60 70 80
0

0.002

0.004

0.006

0.008

0.01

0.012

Depth (m)

1 
σ 

st
d 

de
v 

di
vi

de
d 

by
 to

ta
l s

ca
le

 

 

CO
2

CH
4

SF
6

Figure A.4: Sampling uncertainties estimated from the standard deviation for each sampling depth.
Standard deviations are divided by the total scale, meaning the highest measured concentration
minus the lowest measured concentration.

CH4 and SF6 values given above. In Fig. A.4 calculated sampling uncertainties are plotted, divided
by the total signal in the firn (i.e. the highest concentration - lowest concentration). This quantity
is comparable for all analysed data. The mean value (indicated by the dotted line) is 0.004. For
all gases where we have only data from a single lab we used this value (0.4 % of total scale) as an
estimate of sampling uncertainties.

Possible in-situ CO2 artifacts Due to the presence of organic material and (bi)carbonates
in Greenland ice there is the possibility of in-situ CO2 contamination artifacts (Tschumi and Stauffer,
2000; Guzman et al., 2007). We observe a CO2 model-data mismatch in the deepest firn on the
order of 5 ppm (Fig. A.5a and Fig. 3a of the main text). For this reason we include the following
uncertainty for CO2:

uCO2(z) =

{
0 if z < 68m

0.5 × (z − 68) if z ≥ 68m
(A.7)

This uncertainty estimate also covers the possibility of CO2 enrichment due to close-off frac-
tionation of the CO2/air ratio, which occurs at the same depths (Severinghaus and Battle (2006)
could not exclude a 1 h effect).
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In-situ cosmogenic production of 14CO2 from nuclear spallation is known to occur (Lal et al.,
1990). The production is too low by orders of magnitude to alter the CO2 mixing ratio, however
it could affect the 14CO2 tracer. Though only the upper firn is exposed to cosmic radiation, the
spallation products could be retained in the ice matrix and be released into the pore space at depth.
Any in-situ 14CO2 released into the pore space within the convective zone (top 5 m), will be lost
to the atmosphere due to the vigorous ventilation. Release at lower depths would be detectable in
the firn air 14CO2 measurements. We can get an upper boundary on the 14C release by looking at
the deepest samples below the ‘bomb-spike’. The deepest sample has a ∆14CO2 of 44.9 h. The
CO2 mean age at this depth is from the late 1950s, for which our atmospheric reconstruction gives
a atmospheric value of around 100 h. There is therefore no indication that the cosmogenically
produced 14CO2 has been released from the ice matrix at depth. The uncertainty related to in
situ CO2 production, however, has been translated into an uncertainty in ∆14CO2 (∼ 13 h in the
deepest firn).

Undersampling of the seasonal cycle in CO2 The atmospheric reconstructions used
in this study have a monthly resolution. In the deepest firn this is of little concern since the seasonal
cycle is averaged out by the diffusion process. In the top layers undersampling of the seasonal cycle
leads to a potential misfit between modeled profiles and data. We include this effect in the following
way. First we linearly interpolate the CO2 reconstruction to a 1

2
month resolution. Then we run

the CIC model (with nearly finalised tuning) twice, with final dates at ± 1
2

month around the firn
air sampling date. The uncertainty estimate is set to half the difference between these two runs.

This test is done for all gases that vary seasonally; the effect is found to be only significant for
CO2.

In theory a strong seasonal variation, in combination with seasonality in firn transport properties
(e.g. in convective mixing strength), can also bias mixing ratios in the deep firn. No evidence has
been found for such a rectifier effect (Severinghaus et al., 2001), and we do not take it into account.

@seriesSF6 offset between the EU and US holes As discussed in the main text we
observe an unexplained ∼ 0.25 ppt offset between the EU and US boreholes for @seriesSF6 in the
depth range z ∼ 5 − 50 m. We can exclude differences in gas age, incomplete flask flushing, sample
contamination, procedural blanks and bladder outgassing as the origin. Since we found no objective
reason to reject data from either hole, we account for the discrepancy by assigning an additional
errorbar to the SF6 data from both holes. The magnitude of the assigned uncertainty is given in
Table A.8. We have no reason to suspect other tracers are affected by a similar offset.

A.3 Modeling firn air transport at NEEM

A.3.1 Tuning of the diffusivity profile

A.3.1.1 Trace gas diffusion coefficients in air

Different trace gases have different free air diffusion coefficients (D0
X), which result in different

diffusion speeds in firn air. When the firn diffusivity profile is established for a reference gas (e.g.
CO2), it can be applied to another gas by scaling with γX = DX/DCO2 (Trudinger et al., 1997).
Gilliland (1934) expressed diffusion coefficients for binary gas mixtures (DAB) as a function of their
molecular masses (MA, MB) and volumes (VA, VB), temperature (T ) and pressure (p):

DAB =
αT β

p

√
1/MA + 1/MB

(V
1/3
A + V

1/3
B )2

(A.8)

with α=0.0043, and β=3/2. In the theoretical frame of Eq. (A.8), the γX diffusivity ratios are
independent from temperature and pressure. Fuller et al. (1966) propose an equation similar to Eq.
(A.8), with different values of α and β (α=0.001, β=1.75) and new estimates of atomic and molecular
volumes. However, no estimates are provided for the fluorine and bromine atoms. Massman (1998)
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Table A.8: Uncertainty estimate to account for borehole offset for @seriesSF6. Depths on EU and
US boreholes are mixed together.

Depth (m) uSF6 (ppt)

2.50 0.050
2.85 0.050
4.90 0.100
5.23 0.150
7.55 0.200
9.83 0.200

10.10 0.200
14.80 0.200
19.30 0.200
19.75 0.200
27.54 0.200
34.70 0.200
34.72 0.200
42.42 0.150
49.70 0.100
50.00 0.100
54.90 0.050

suggest that the Chen and Othmer (1962) formula has greater predictive capabilities. Chen and
Othmer (1962) proposed a semi-empirical formula developed in terms of critical temperature and
molar volumes, which are available for a number of molecules (e.g. CRC, 2002):

DAB =
α(T/T0)β

(p0/p)

√
1/MA + 1/MB

(TcATcB/104)0.1405
×

1

[(V cA/100)0.4 + (V cB/100)0.4]2
(A.9)

with α = 2.616, β = 1.81, For most gases, diffusion coefficients in N2 and air (and often O2)
are similar (e.g. Marrero and Mason, 1972; Matsunaga et al., 1993, 1998, 2002b, 2003, 2005, 2006,
2007, 2009).
The only exception in the Matsunaga data set is H2 (Matsunaga et al., 2002a). Blanc’s law (Blanc,
1908) is often used (e.g. Marrero and Mason, 1972) to calculate diffusion coefficients of gas X in
multi-component mixtures from diffusion coefficients in binary mixtures. In the case of air, it can
be written as:

D−1
X-air =

[O2]

DX-O2

+
[N2]

DX-N2

(A.10)

where [O2] and [N2] are molar fractions (e.g. 0.21 and 0.79). Matsunaga et al. (2002a) diffusion
coefficients for H2 in N2, O2 and air are 6.863 × 10−5, 7.144 × 10−5 and 6.874 × 10−5 m2/s respec-
tively. Equation (A.10) leads to 6.919 × 10−5 m2/s in the 20.6% O2 - 79.4% N2 mixture used by
Matsunaga et al. (2002a). It differs by 0.65% from the experimental value.

A consistent set of diffusion coefficient measurements has been published for the major green-
house gases (Matsunaga et al., 1998), halocarbons (Matsunaga et al., 1993, 2009), SF6 (Matsunaga
et al., 2002b) and other gases with experimental precisions of about ± 2%. A comparison with pre-
vious measurements, when available, is provided as well as temperature-dependent equations fitted
to the data of the form:

DAB = χT η (A.11)
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Table A.9: Molecular diffusion coefficients and ratios: comparison of measurements from Matsunaga
et al. (1998, 2002b,a,c, 2005, 2006, 2007, 2009), a1: Barr and Watts (1972), a2: Watts (1971), a3:
Cowie and Watts (1971), b: Lugg (1968), c: Massman (1998, 1999) and d: Marrero and Mason
(1972) with calculated values: Chen and Othmer (1962), (Bzowski et al., 1990). DX values are in
m2 s−1.

Matsunaga et al. Other Calc.
X DX-air = χ Tη γX at -50◦ C γX at 0◦ C γX at 0◦ C conv. γX at 0◦ C

CO2 5.75×10−10T1.81 1 1 0.958a1, 0.935c 0.940d 1

CH4 7.04×10−10T1.83 1.364 1.370 (+0.6%) 1.306a3 (-4.1%) 1.362 (1.405)
1.321/1.413c (-3.0/+3.7%)

1.258/1.338d (-7.6/-1.8%)

N2O 5.34×10−10T1.82 0.980 0.982 (-0.3%) 0.849a1 (-13.8%) 0.985 (1.005)
0.972/1.040c (-1.3/+5.6%)

SF6 3.76×10−10T1.78 0.556 0.553 (-9.5%) 0.550/0.584d (-10.0/-4.4%) 0.611 (0.625)

H2 41.9×10−10T1.73 4.73 4.650 (-3.1%) 4.521/4.807d (-5.8/-0.2%) 4.799

CFC-11 3.19×10−10T1.80 0.526 0.525 (+0.2%) 0.524

CFC-12 4.77×10−10T1.75 0.600 0.592 (+1.2%) 0.569a1 (-2.7%) 0.585

CFC-113 2.75×10−10T1.80 0.453 0.452 (+2.0%) 0.443

CFC-114 3.97×10−10T1.75 0.499 0.493 (+2.7%) 0.480

CFC-115 4.03×10−10T1.76 0.535 0.529 (-1.1%) 0.535

HCFC-22 7.47×10−10T1.70 0.717 0.701 (+1.9%) 0.688

HCFC-123 4.30×10−10T1.74 0.512 0.505 (+2.2%) 0.494

HFC-134a 5.04×10−10T1.75 0.634 0.626 (+1.3%) 0.618

CH3CCl3 2.64×10−10T1.82 0.485 0.486 (+0.8%) 0.459b (-4.8%) 0.482

CCl4 2.17×10−10T1.85 0.469 0.472 (-2.1%) 0.469a2 (-2.7%), 0.457a3 (-5.2%) 0.482

CH3Br 5.57×10−10T1.76 0.739 0.732 (+6.9%) 0.685

CH3I 5.26×10−10T1.75 0.661 0.653 (-4.9%) 0.604

CF4 11.4×10−10T1.65 0.835 0.808 (+2.9%) 0.785 (0.791)

C3H8 4.65×10−10T1.77 0.651 0.646 (-8.0%) 0.689a1 (-1.9%) 0.702

C3H6 5.08×10−10T1.76 0.674 0.667 (-9.4%) 0.736

0.530b (+0.2%) 0.529
CO - - - 1.223/1.308c (-2.2/+4.6%) 1.250 (1.303)

1.243/1.322d (-0.6/+5.8%)

CH3Cl - - - 0.864a3 (+9.5%) 0.789

CHCl3 - - - 0.546a2 (+4.0%), 0.519a3 (-1.1%) 0.525

0.513b (-2.3%)

CH2Cl2 - - - 0.630a2 (-0.9%), 0.628a3 (-1.3%) 0.636

0.599b (-5.8%)

CH3CCl3 - - - 0.459b (-4.8%) 0.482

CCl4 - - - 0.469a2 (-2.7%), 0.457a3 (-5.2%) 0.482

0.478b (-0.8%)

Hg - - - 0.822b (-5.3%) 0.868
- - - 0.808/0.865c (-6.9/-0.3%)

H2O - - - 1.474/1.577c (+7.3/+14.8%) 1.374

1.414/1.504d (+2.9/+9.5%)
N2 - - - 1.210/1.295c (-5.1/+1.6%) 1.275
O2 - - - 1.232/1.318c (-5.4/+1.2%) 1.302

C5H12 - - - 0.516a1 (+2.2%), 0.486b (-3.8%) 0.505

where χ and η are species-dependent scalars. As coefficient η is species-dependent, the derived
γX ratios are slightly temperature dependent (0.2% to 1.4% in the 0 to -50◦ C temperature range for
CH4, CFCs and SF6). Measurements were performed at positive temperatures and are extrapolated
to -50◦ C using Eq. (A.11) (Table A.9). These data are compared with the results of the semi-
empirical calculation of Chen and Othmer (1962) (%) values at 0◦ C in Table A.9. This calculation
provides better results than those from Gilliland (1934) or Fuller et al. (1966) for CFCs (Martinerie
et al., 2009, Supplement). Among the 24 analysed γX , 18 show discrepancies between calculated and
measured values ≤ ±3.1%. The 6 other species: SF6, CH3Br, CH3I, C3H8, C3H6 and CH3OCH3

show distinctly higher discrepancies of 5 to 10% ; these large deviations can be negative or positive.

Two other sets of relatively recent and consistent multi-species measurements are found in the
literature. Results are reported only for a limited number of species (measured in firn air or in the
above data set). A Canadian group performed diffusion coefficient measurements for the 3 major
greenhouse gases, some halocarbons and organic species (Watts, 1971; Cowie and Watts, 1971; Barr
and Watts, 1972). Lugg (1968) performed another series of measurements on some organic and
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halocarbon species, as well as Mercury. Lugg (1968) did not measure D0
CO2

, thus the value from
Matsunaga et al. (1998) at 25◦C is used to calculate γX in this case. Only Watts (1971) provides
temperature-dependent data, other references report measurements at 25◦C. The γX in Table A.9
are relative to the Matsunaga et al. (1998) data. It should be noted that D0

CO2
from Matsunaga

et al. (1998) is higher than all other reported values. Deviations of the Canadian data (Watts, 1971;
Cowie and Watts, 1971; Barr and Watts, 1972) from calculated values (Chen and Othmer, 1962) are
variable within the range: -13.8 to +9.5%. The differences between γX derived from Lugg (1968)
and calculated values are mostly negative and range between -5.8 and +0.2%.

Table A.9 also shows γX values from two diffusion coefficient data compilations (Marrero and
Mason, 1972; Massman, 1998, 1999). These compilations do not include the data set by the Mat-
sunaga group. As the data are generally different for the various reported chemical species, the
“best” D0

CO2
value to be used for the calculation of γX is unclear in the case of data compilations.

Thus both values are calculated in Table A.9 under the form X/Y, where X uses D0
CO2

from Mat-
sunaga et al. (1998) and Y uses D0

CO2
from the data compilation. Deviations from the calculated

values (Chen and Othmer, 1962) are somewhat similar: -6.9 to +14.8% for Massman (1998, 1999),
and -10.0 to +9.5% for Marrero and Mason (1972). It should be noted than for SF6, the data
compilation from Marrero and Mason (1972) is more consistent with the Matsunaga et al. (1998)
value than with the calculated value.

Finally, the Chen and Othmer (1962) calculated γX are compared with the results from Bzowski
et al. (1990), shown between parentheses in the last column of Table A.9. Bzowski et al. (1990)
used an elaborated calculation derived from the corresponding state theory to calculate diffusion
coefficients in equimolar mixtures of N2 and several gases. The resulting γX are always larger that
those from Chen and Othmer (1962) (+0.8 to +4.2%) and show increased differences with the data
set by the Matsunaga group, except for CF4 (the two calculated values are very close in this case:
0.8%). The Bzowski et al. (1990) calculation further increases the large discrepancy with the data
obtained for SF6 with the Chen and Othmer (1962) calculation.

A.3.1.2 Diffusion coefficients for trace gases and isotopic ratios at the
NEEM site

The diffusion coefficient ratios γX for both trace gases and isotopic ratios that are used in this study
are listed in Tables A.10 and A.11. The tables also include gases that are not directly used here,
but might be of interest to firn air modeling studies in general.

We would like to add a few notes on how the diffusion coefficients were derived, and how they
should be used. First, all diffusion coefficients reported here are the binary diffusivity of the gas
into air. This satisfies the requirement, in order for Fick’s Law of diffusion to be valid, that the
gas species being modeled is diffusing into a background gas that is the major gas present. In our
context, that major gas is air. The values are presented as ratios to the diffusivity of CO2-air. Thus
the values presented are unitless. This convention is followed even in the case of isotopic species.

Second, experimental values reported by the Matsunaga group are used where possible, extrap-
olated to -28.9◦C. Where this is not possible, calculated values are given using the method of Chen
and Othmer (1962). The latter are identified in Table A.10 with an asterisk (∗). Values for isotopic
species are calculated using the “square root of the ratio of the reduced masses” law:

DX-air =

√
M−1

X +M−1
air

M−1
Y +M−1

air

DY-air (A.12)

where X refers to the minor isotopic species, and Y to the major isotopic species. The mass M
is calculated for air by assuming that water vapor in the firn is saturated at -28.9◦C, and that the
mole fraction of water vapor is given by pH2O/p, where p is the barometric pressure of 745 mbar at
NEEM. The saturation vapor pressure over ice is:

pH2O(mbar) = 6.1115 exp

[
Θ(23.036 − Θ/333.7)

279.82 + Θ

]
(A.13)
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Table A.10: Diffusion coefficients of several trace gases at the NEEM site as used in this study.
T = 244.25 K, p = 745 mbar. Values are based on Matsunaga et al. (1998, 2002b,a,c, 2005, 2006,
2007, 2009), unless marked with an asterisk. For those cases Eq. (A.9) is used (Chen and Othmer,
1962). For all these trace gases we use the natural isotopic abundance of the constituent atoms
when calculating the molar mass.

Gas (X) γX
CO2 1.000
CH4 1.367
N2O 0.981
SF6 0.554
H2 4.694
CFC-11 0.525
CFC-12 0.596
CFC-113 0.453
CFC-114 0.496
CFC-115 0.532
HCFC-22 0.710
HCFC-123 0.509
HFC-134a 0.630
HFC-32 0.866
HCFC-124 0.538
HFC-125 0.589
HFC-143a 0.647
HFC-43-10mee 0.383
CH3Br 0.736
CH3I 0.658
CF4 0.823
C3H8 0.649
C3H6 0.671
CH3OCH3 0.827
C2H5OC2H5 0.525
CH3CCl3 0.485
CCl4 0.470
CH2Cl2 0.709
@seriesCHCl3 0.595
@seriesC2H5Cl 0.743
@seriesCH2ClCH2Cl 0.600
@seriesCH2CCl2 0.641
@seriesCHClCCl2 0.583
@seriesCH3Cl 0.789 ∗

CO 1.250 ∗

Hg 0.868 ∗

@seriesH2O 1.374 ∗

@seriesN2 1.275 ∗

@seriesO2 1.302 ∗

@seriesC5H12 0.505 ∗

He 4.780 ∗

Ne 2.140 ∗

Ar 1.230 ∗

Kr 0.962 ∗

Xe 0.835 ∗
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Table A.11: Diffusion coefficients for specific isotopologues. To model isotopic ratios both major
and minor abundance isotopologues are to be modeled separately. Values calculated using natural
abundance diffusion coefficients listed in Table A.10 in combination with Eq. (A.12) at T = 244.25
K and p = 745 mbar.

Isotopologue (X) γX for use in

HD 3.895386 δD
HH 4.693994 δD
13CH4 1.340806 δ13C
12CH4 1.366969 δ13C
CDH3 1.340469 ∗∗ δD
CH4 1.366676 ∗∗ δD
14CO2 0.991368 ∗∗∗ ∆14C

CO2 1.000000 † ∆14C
13CO2 0.995613 ∗∗∗ δ13C
12CO2 1.000048 ∗∗∗ δ13C
12C18O16O 0.991401 δ18O
12C17O16O 0.995648 δ17O
12C16O16O 1.000089 δ17O and δ18O
12C18O 1.228754 δ18O
12C17O 1.239117 δ17O
12C16O 1.250172 δ17O and δ18O
15N14N16O 0.976915 ‡ αδ15N, βδ15N
18ON2 0.972718 δ18O
17ON2 0.976884 δ17O
16ON2 0.981239 αδ15N, βδ15N, δ17O,δ18O
15N14N 1.263893 δ15N
14N14N 1.275084 δ15N
18O16O 1.283719 δ18O
17O16O 1.292637 δ17O
16O16O 1.302087 δ17O and δ18O
22Ne 2.087122 δ22Ne and δNe/Ar
20Ne 2.145608 δ22Ne
40Ar 1.229952 δ40Ar
38Ar 1.243488 δ38Ar
36Ar 1.258324 δ40Ar, δ38Ar, Kr,Xe,Ne
86Kr 0.958741 δ86Kr
84Kr 0.961616 δ84Kr and δKr/Ar
82Kr 0.964621 δ86Kr and δ84Kr
136Xe 0.832366 δ136Xe
132Xe 0.834581 δ132Xe and δXe/Ar
129Xe 0.836327 δ136Xe and δ132Xe

∗∗ Includes mass effect of 13C-containing isotopologue in its
natural abundance, in keeping with convention for reporting
deuterium data

∗∗∗ Includes mass effects of 17O- and 18O- containing isotopo-
logues in their natural abundances, in keeping with conventions
for reporting 14C and 13C data (e.g. Craig (1957),
Stuiver and Polach (1977))

† Convention for reporting 14C has it as the ratio to non-
isotopic (i.e. natural abundance) C

‡ This value applies to both isotopomers having the 15N at the
central and terminal positions (Yoshida and Toyoda, 2000) .



158 Chapter A. Gas transport in firn – Supplement

where Θ is the temperature in ◦C. The mass of dry air is calculated from the 1976 US Standard
Atmosphere (CRC, 2002), with a small adjustment for the increase in the mass of dry air due to a
concentration update for the anthropogenic gases (CO2 385 ppm, O2 20.9367%, N2 78.088%). This
results in an air mass Mair of 28.9589 g mol−1.

Third, an isotopic substitution in a gas molecule affects the diffusivity by changing the mass.
The term “isotopologue” is used for a specific isotopic species. For example, 12C18O16O is an
isotopologue of carbon dioxide. Therefore, each isotopologue has its own value of diffusivity into
air. To satisfy the above requirement for Fick’s Law to be valid, each isotopologue must be modeled
separately, as a trace gas diffusing into a major gas (i.e. air), each with its own diffusivity. Then, the
customary delta value must be computed from the modeled depth profiles of the two isotopologues.
For example, the δ18O value for the 12C18O16O isotopologue would be calculated from the outputs
of two separate model runs, one for 12C18O16O-air and one for 12C16O16O-air:

δ18O =

(
[12C18O16O]model

[12C16O16O]model

/
[12C18O16O]

[12C16O16O]

∣∣∣∣
std

− 1

)
× 103 (A.14)

where the square brackets denote a mole fraction of the isotopologue in air. The subscript
‘model’ refers to mole fractions as calculated by the model, and the subscript ‘std’ refers to the ratio
of mole fractions of the reference standard used for reporting the delta value (here, this would be
V-PDB).

Fourth, to relate the values of diffusivities for isotopic species (i.e. species with well defined
isotopic substitutions) to the values for non-isotopic species (i.e. having no specified isotopic substi-
tutions and a mass corresponding to the sum of all isotopes/isotopologues, weighed by their natural
abundance) in an internally consistent way, we calculated the ratio of the diffusivity of gas Y (the
major isotopologue) to the diffusivity of the non-isotopic species NI using the equation:

DY-air

DNI-air
=

√
M−1

Y +M−1
air

M−1
NI +M−1

air

(A.15)

The mass of the non-isotopic species MNI for this purpose was the natural abundance mass (an
abundance-weighted average of the masses of all the isotopes). This ratio was then multiplied by
the value of DNI/DCO2 for the non-isotopic species (typically an experimental value), to produce
the final values of DY/DCO2 for the major, and DX/DCO2 for the minor isotopologue:

γY = DY/DCO2 =
DY-air

DNI-air
×DNI/DCO2 (A.16)

γX = DX/DCO2 =
DX-air

DY-air
×DY/DCO2 (A.17)

The differences between DY and DNI are not significant in most cases, but we nonetheless
calculated them for the sake of conceptual clarity. For example, the value of DY/DCO2 for the
isotopologue 12C16O16O is 1.000089, compared with the value of DNI/DCO2 of 1.000000 (by defi-
nition). The reason that the natural-abundance isotopic mixture diffuses slightly more slowly than
the isotopologue 12C16O16O is that the mixture contains trace amounts of heavier isotopologues
such as 13C16O16O.

Fifth, the non-isotopic species are generally not used to calculate delta values (∆14C is an
exception). Rather, the species in the denominator in the delta calculation is generally a specific
isotope, usually the major isotope, such as 1H, 12C, 14N, or 16O. Also, Table A.10 only presents three
or four significant figures for the diffusivities for non-isotopic species. This is not usually sufficient
for delta calculations. So all δ calculations should use the diffusivities in Table A.11, which have
6 or 7 significant figures. Of course, the absolute values are not that well known, but the relative
values of a pair are quite well known, as the relative values depend only on Eq. (A.12).

Sixth, the convention for reporting isotopic data usually includes all isotopologues containing a
certain isotope, not just the most abundant one. For example, δ13C is defined as:
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δ13C =

(
13C
12C

∣∣∣∣
sample

/
13C
12C

∣∣∣∣
V-PDB

− 1

)
× 103 (A.18)

For CO2, the numerator here would include the sum of the abundances of not only 13C16O16O,
but also 13C17O16O, 13C18O16O, 13C18O18O, etc. The denominator would include 12C16O16O,
12C17O16O, 12C18O16O, 12C18O18O, etc. Although it is impossible to measure all the minor 13C-
containing isotopologues with mass spectrometry, a correction is routinely applied that approxi-
mately accounts for all of these. Similarly, chemical transformations often bring all the various
forms of isotopes into a single isotopologue, as part of a routine analysis. For example, H2 gas is
produced chemically during the analysis of deuterium/hydrogen ratios in methane. For this rea-
son the mass used to calculate diffusion coefficients should be a weighted average of the various
isotopologues that exist, which will ultimately contribute to the analysis.

We account for this effect in several cases, marked with asterisks. In other cases we neglect it as
the abundances are too small to be significant (for example, 13C is relatively abundant at 1 in 100
carbon atoms, so we account for it, but deuterium is extremely rare at 1 in 6500 hydrogen atoms,
so we neglect its effect on the weighted average mass). In still other cases we neglect it because the
precision of the measurements is far too low for this issue to matter (e.g., 15N2O).

A.3.2 Model description

Below follows a brief description of the different firn air models in alphabetical order.

A.3.2.1 CIC model

The CIC firn air model is a finite difference 1-D diffusion model coded in MATLAB. It uses implicit
Crank-Nicholson time stepping to solve what is essentially an advection-diffusion-reaction equation,
with radioactive decay and bubble trapping taking the place of the chemical reaction by removing
trace gas molecules from the open pore space. The model uses a stationary reference frame with
z = 0 at the surface. The firn column is assumed to be isothermal and in steady state with regard
to ice flow and densification rates.

The model includes four types of transport: molecular diffusion, gravitational settling, advec-
tion, and eddy diffusion. The last term includes convective transport following Kawamura et al.
(2006), as well as dispersive mixing in the LIZ. Using a molecular diffusivity in the LIZ instead
would lead to continued gravitational enrichment with depth, which contradicts observations.

The transport description closely follows Trudinger et al. (1997); the main differences being
a static reference frame rather than a Lagrangian one, and the explicit inclusion of the trapping
process in the equations of mass conservation. Advection is included through a flux in the open
pores at a velocity wair:

wair =
Aρice

s∗opp0

(
scl(zCOD)pcl(zCOD)

ρCOD
− scl(z)pcl(z)

ρ(z)

)
(A.19)

where zCOD is the full close-off depth where all the air is occluded in bubbles (sop(zCOD) = 0),
pcl/p0 is the pressure in closed bubbles relative to atmosphere and s∗op is the effective open porosity

s∗op = sop exp

[
Mairgz

RT

]
(A.20)

We tune the inverse tortuosity profile τ−1(z); the effective molecular diffusivity is given as
DX(z) = D0

Xτ
−1(z). As an initial guess for τ−1

0 (z) we use the parameterisation by Schwander
(1989). The optimal diffusivity for NEEM can be written as

τ−1(z) = τ−1
0 (z) × [1 + f(z)] (A.21)

where f(z) is a smooth function which we will try to estimate in the tuning procedure. We
construct f(z) from its Fourier components
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f(z) = c0 +

N∑
n=1

[
cn sin

(nπz
2L

)
+ dn cos

(nπz
2L

)]
(A.22)

where L is the total length of the open porosity firn column (78 m), and N determines the
smoothness of the final diffusivity profile. The optimal values of the coefficients cn and dn are found
in an automated gradient method. For the tuning of NEEM a value of N = 20 was used. We
set max[τ−1(z)] = 1, i.e. the diffusivity in the firn cannot exceed the free-air diffusivity. It was
found that including other functions fi(z), such as linear slopes fi(z) = z/L, tends to speed up the
convergence to the final solution. More details will be given elsewhere.

A.3.2.2 CSIRO model

The CSIRO firn model is based on the model described by Trudinger et al. (1997). Since then it has
been rewritten into Fortran90, flux smoothing is no longer used, and an implicit time stepping, the
same as that used by Rommelaere et al. (1997), has replaced the Euler predictor-corrector scheme.
The time step used here was 0.1 years up to 2000 then 0.01 years to the end. An exponential eddy
diffusion flux has been added following Severinghaus et al. (2001) to account for convective mixing
near the surface, with 2 tuned parameters (surface magnitude and scale depth). A key difference
between the CSIRO firn model and the other models is that it neglects the upward flux of air due to
compression of pore space. A genetic algorithm (from Haupt and Haupt (1998)) is used to calibrate
the diffusivity versus open porosity and the eddy diffusion parameters. We adjust the open porosity
values corresponding to about 12 specified diffusivity values to give the diffusivity profile, with cubic
splines used to interpolate between these points, and diffusivity capped at 500 m2 yr−1 (0.158×10−4

m2 s−1) near the surface. We only allow monotonic solutions (as defined by the points) but the cubic
splines, which match the gradient of adjacent splines at each point, can often lead to non-monotonic
diffusivity vs open porosity profiles. We therefore penalise oscillatory behaviour with an additional
term added to the cost function that is the squared difference between a line integral following the
cubic spline and a line integral for linear interpolation between the points. Any negative diffusivity
values are set to zero. The best solution for the NEEM EU hole had the diffusivity going to zero,
then increasing above zero below this. This was not intentional, but was caused by the cubic splines.
The US case did not generate the same behaviour, instead the best fit was obtained with diffusivity
that decreased to zero at about 63 m. The genetic algorithm does not require an initial guess, but
does require a range for each parameter. The ranges were initially chosen as representative of values
for other calibrated sites, and extended if solutions from the genetic algorithm with low values of
the cost function collected near either end of the range. More detail on the calibration method will
be given in Trudinger et al. (in preparation).

A.3.2.3 INSTAAR model

The INSTAAR one-dimensional firn gas transport model was originally based on a model described
in Severinghaus and Battle (2006), but has evolved substantially. The model has fixed coordinates
with only the gases moving through the firn matrix. The firn matrix is considered to be in steady
state. The NEEM firn is parameterised with 1 m deep boxes between -0.5 and 59.5 m (top model
box is half-free air, half-firn), and with 0.25 m deep boxes below 59.5 m.

Gases are moved through the firn by four mechanisms: (1) molecular diffusion (different for
different gases), (2) gravitational settling, (3) eddy diffusion or turbulent mixing (same for all
gases), (4) downward advection (same for all gases). For each box, the model keeps track of the gas
content in the open porosity as well as in the ice-enclosed bubbles, but the gas mixing ratios are
only tracked in the open porosity part. Rate of total downward air advection is determined from
the air content of ice below close-off and the ice accumulation rate. From mass conservation, the
total downward air advection should be the same at each level. The rate of advection in the open
porosity at each level is therefore calculated as the total downward air advection rate minus the
advection of air in the bubbles at that level (found from bubble air content and ice accumulation
rate).
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Unlike the model described in Severinghaus and Battle (2006), the INSTAAR model does not
have any fundamental differences in the mechanisms of gas movement between the diffusive zone
and the lock-in zone. In the INSTAAR model the reduced gas movement in the lock-in zone is
achieved simply through adjusting the overall effective gas diffusivities to lower levels.

The model includes a seasonal temperature cycle and calculates firn temperature in each model
box in the same way as the Severinghaus and Battle (2006) firn model.

The model uses explicit time stepping. To avoid computational instability the time step is
always chosen to be smaller than ∆t < (∆z)2/3Dtotal, where ∆t is the time step, ∆z is the box size
in m, and Dtotal is the total effective diffusivity in m2 s−1. For all gases except H2, this time step
was set to 11,119 s (3.5× 10−4 yr). For H2, which has a much higher molecular diffusivity, the time
step was set to 3,156 s (1 × 10−4 yr).

The equation used to calculate flux of gas X between two adjacent boxes due to molecular
diffusion and gravity at each time step is as follows:

JX;molec-grav(i) = −γXD0
CO2

τ−1
i sop; mid ×(

Ci+1 − Ci
∆zmid

− ∆Mg

RTi

Ci+1 + Ci
2

)
(A.23)

Here JX;molec-grav(i) is the gas flux between box i and i + 1 (in units of e.g., ppm m s−1). This
can be thought of as the volume of the pure gas moving across a unit area of the boundary between
boxes per unit time. γXD

0
CO2

is the free-air diffusivity of gas X at the boundary between box i
and i+ 1 in m2 s−1, re-calculated at each time step to take into account firn temperature variations;
τ−1
i is the tuned dimensionless multiplier (or inverse tortuosity) to the free air diffusivity for box
i. sop; mid is the open porosity (m3/m3) at the boundary between the two boxes. This is included
because the flux should be proportional to the open porosity. Ci is the gas mixing ratio in box i
(e.g., in ppm), ∆zmid is the distance (m) between the middles of box i and box i + 1, ∆M is the
molar mass difference (kg mol−1) between the gas and bulk air, g is the acceleration due to gravity
(m s−2), R is the universal gas constant (J mol−1 K−1) and Ti is the firn temperature (K) at the
boundary between boxes i and i+ 1.

The basic form of the equation used to calculate the gas flux due to eddy diffusion or turbulent
mixing is:

Jeddy(i) = −Deddy(i)sop; mid
Ci+1 − Ci

∆zmid
(A.24)

where Jeddy(i) is the gas flux due to eddy diffusion (ppm m3 m−2 s−1) and Deddy(i) is the tuned
eddy diffusivity (m2s−1) for box i.

Gas fluxes due to advection and flux of air into newly formed bubbles are also calculated at each
time step. All of these fluxes are corrected to STP volumes (to account for varying temperature
and pressure in the firn column) and are added to find the total flux of gas into the box (Jin) and
the total flux of gas out of the box (Jout). The time derivative of the gas mixing ratio in box i is
then calculated as:

∆Ci
∆t

=

(
Jin − Jout

sop(i)∆zi

)
(A.25)

where si is the open porosity in the box and ∆zi is the vertical length of box i.

The effective diffusivities in the INSTAAR model were manually tuned to optimise the fit to the
suite of 10 gases. The initial guess for effective molecular diffusivities used the free-air diffusivity in
the surface box, with effective diffusivities for CO2 declining linearly to 2.0 × 10−9 m2 s−1 at 64m
and staying constant beyond 64 m. The initial guess for eddy diffusivity set the eddy diffusivity
equal to molecular diffusivity for CO2 in the surface box, and prescribed an exponential decrease
with depth using an e-folding depth of 4 m. Below the depth where eddy diffusivity dropped to
1.0 × 10−8 m2 s−1 it was held constant at this value.
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A.3.2.4 LGGE-GIPSA model

In the LGGE-GIPSA model (Witrant et al., 2011), the transport processes described in (Rommelaere
et al., 1997) have been revised in a poromechanics framework, where the ice lattice, the gases in
open pores and the gases in closed pores are considered as an interconnected network constrained
by mass conservation. The model dynamics is expressed in terms of densities and the diffusion
process is described as a combination of Fick’s and Darcy’s transport, thus allowing to distinguish
between a purely diffusive transport (molecular and eddy) in the convective layer and an almost-
stagnant transport in the lower zones. The numerical implementation is done with an implicit time
discretization with a one week step and combined central/Lax-Wendroff space discretization with a
step of 0.2 m.

Firn diffusivity is calculated using a constrained non linear least square multi-gas optimization
scheme, with the optimisation problem formulated by Witrant and Martinerie (2010). δ15N2 was
not used for diffusivity optimisation but kept for the physical model transport validation. By
contrast with some of the other models in this intercomparison, only molecular diffusivity (no eddy-
diffusivity) is considered in the deep firn. An eddy diffusion term (Deddy) is taken into account in
the upper firn to represent convective transport: when firn diffusivity calculated by our optimisation
procedure exceeds the speed of molecular diffusion in free air D0

X corrected by a factor α to take
into account the porosity effect (Severinghaus and Battle, 2006), the firn diffusivity is calculated as
αD0

X +Deddy. Deddy is then the quantity tuned by our least square multi-gas optimisation in order
to best fit the firn data. No pre-defined depths are used to constrain the limits of the convective and
lock-in zone except for the depth at which gravitational fractionation starts (set as 4 m for NEEM).
The lower boundary for gravitational fractionation (lock-in depth) is calculated by the model.

The model has been evaluated on 12 additional Arctic (Devon Island, North GRIP, Summit)
and Antarctic (DE08, Berkner Island, Siple Dome, Dronning Maud Land, South Pole 1995, South
Pole 2001, Dome C, Vostok) previously simulated with the Rommelaere et al. (1997) model.

A.3.2.5 OSU model

The OSU firn air model is a finite-difference diffusion model based on the mixing ratio equations of
Trudinger et al. (1997), Eqs. (A9) and (A13). However, the OSU model differs from this model in
the following ways. First, an eddy-diffusion term is added to represent surface convection, based on
the parameterisation of Kawamura et al. (2006), and also to account for the necessary mixing that
is observed within the LIZ but cannot be due to molecular diffusion.

Second, the model uses an implicit Crank-Nicholson numerical scheme, which makes it stable
over a large range of depth increments and time steps. Because of this, at the model time step of
0.005 years and depth resolution of 0.1 m, the flux smoothing technique of Trudinger et al. (1997)
is not employed.

Lastly, vertical advection of the firn is accounted for by shuffling boxes down at every time
step, rather than moving the reference frame (Schwander et al., 1993). An evenly spaced depth
scale is used, which makes computation of the diffusion equation simpler but complicates shifting
boxes as the firn densifies and the equally spaced boxes contain less and less air. To deal with this,
the vertical displacement of the air at every depth and every time step is calculated. The vertical
air velocity used to compute displacement differs from the ice velocity (Rommelaere et al., 1997)
and is given by the equation of Buizert (Eq. (A.19)). This creates a new mixing-ratio profile with
different depth values which is then interpolated back onto the fixed grid, and assigned the correct
firn properties at each depth. The value of the top box is set to the atmospheric mixing ratio for
the current time step during this process.

Bubble compression is accounted for only in the LIZ, because above this zone it is assumed
that the pressure in the open porosity is equal to atmospheric pressure. Below the top of the LIZ,
the model uses the following correction to account for the greater amount of air in the open porous
volume:
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Table A.12: Constants used in the OSU diffusivity tuning for the EU borehole

constant value unit

g1 - 0.209
g2 1.515
g3 0.53
g4 3.17 ×10−10 m2s−1

g5 1.82 m
g6 3.17 ×10−9 m2s−1

g7 0.11 m

s∗op(z) = sop(z)
ρ(z)

ρLID
(A.26)

where sop(z) is the true open porosity at depth z (Eq. (A.2)), ρ(z) is the density (Eq. (A.1)),
and ρLID is the density at the lock-in depth, i.e. at the top of the LIZ. Bubble compression of
the closed porosity is ignored since this is an open porosity model. The free air diffusivity of CO2

(D0
CO2

= 1 × 10−5 m2 s−1) is first corrected for site temperature and pressure (Schwander et al.,
1988), then adjusted for depth based on the porosity (note that this is based on the actual porosity,
not the effective porosity defined above). The diffusivity parameterisation of Schwander et al. (1993)
is used as a first estimate, but a second-order porosity dependence was added later to improve the
fit. The form of the final diffusivity profile is:

DX(z) = D0
X

[
g1 + g2sop(z) + g3s

2
op(z)

]
(A.27)

Values for constants g1, g2 and g3 were manually adjusted to minimise the total root mean
squared error of the model-data mismatch for all tracers, including δ15N. Final values are listed
in Table A.12. Where molecular diffusivity goes to zero in the LIZ, the model uses a synthetic
exponential decrease to prevent numerical instabilities. This takes the form:

DX(z) = g4 + (DX(zLID) − g4)e−g5(z−zLID), for z > zLID (A.28)

where g4 is some relict molecular diffusivity and zLID is the lock-in depth. Dispersive eddy
diffusivity in the lock-in zone is parameterised by the following exponential:

Deddy(z) = g6e
g7(z−zLID), for z > zLID (A.29)

where again g6 and g7 were iteratively adjusted to provide the best fit to the data.

A.3.2.6 SIO model

The Scripps Institution of Oceanography (SIO) firn air model follows generally those of Schwander
et al. (1993), Rommelaere et al. (1997), Severinghaus and Battle (2006), and Severinghaus et al.
(2010) (hereafter S2010). Slight differences from the model of S2010 include the following. (i) Baro-
metric pressure increases with depth, according to the isothermal barometric equation set with the
initial mean-annual temperature, (ii) gravity is set to zero within the lock-in zone, (iii) molecular
and eddy diffusion both continue throughout the LIZ, and (iv) the LIZ grid spacing is calculated
with the air advection velocity until the close-off density (Martinerie et al., 1992) and thereafter
with the firn velocity, whereas S2010 calculated it with the firn velocity in the entire LIZ.

The main differences between the SIO model and the other models in the present intercompar-
ison are:

1) The model has a parallel heat transport model within it that predicts temperature as a
function of depth and time. Using these temperatures, the model computes fractionation of gases and
isotopes by thermal diffusion, gravitational settling, and temperature-sensitive kinetic disequilibrium
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Figure A.5: (a–d) Modeled profiles for all 4 tracers from the US borehole. With the exception of
(d) data have been gravity corrected and the models are run with gravity turned off. Errorbars
correspond to full 1σ uncertainty as defined in Sect. A.2.7.

processes. Disequilibrium arises from convection in the near-surface layers, downward advection
due to snow accumulation and bubble close-off, and transients in atmospheric gas mixing ratios and
temperatures. For the NEEM intercomparison runs, the temperature model was disabled, but the
full model was used to make thermal diffusion corrections to NEEM firn air δ15N and δ86Kr data
used as inputs.

2) The SIO model treats downward air advection in the LIZ by shifting concentrations down by
one grid point every 0.5 yr, rather than with explicit advection schemes. The grid points are spaced
apart by distances such that the air advection velocity wair would transport the air that distance
in 0.5 yr. This scheme minimizes the numerical diffusion common to upwind advection schemes.
As a result, the SIO model has the highest mixing ratio of tracer (oldest gas) in its lock-in zone in
Diagnostic Test 4. This lack of numerical diffusion also implies that the diffusivities found by tuning
to observed gas profiles should be slightly higher than those of the other models. This lock-in zone
architecture was chosen so that second derivatives of atmospheric variations in trace gases would be
preserved within the lock-in zone to the extent possible. For example, the dip in atmospheric CO2

in the early 1940s can be preserved by the SIO model given a sufficiently high accumulation rate.
The diffusion correction for 13CO2 and 13CH4 is also arguably more accurate with a minimum of
numerical diffusion.

The inverse tortuosity profile τ−1(z) is tuned using a generalised least square method. The initial
guess τ−1

o (z) is the parameterisation by Schwander (1989). Subsequent profiles are determined using:
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Figure A.6: (a–f) Histogram of (mi − di)/σi for the firn air transport models in this study using
the US borehole data. The black curve gives a Gaussian distribution of width σ = 1, normalised to
have equal surface to the histogram. The RMSD is calculated with Eq. (3) of the main article.

τ−1(z) = τ−1
o (z) +

N∑
i=1

hi ∗ fi(z) (A.30)

fi(z) = 0 z < i∆z

fi(z) = a(z − i∆z)/∆z i∆z < z < (i+ 1)∆z

fi(z) = a((i+ 2)∆z − z)/∆z (i+ 1)∆z < z < (i+ 2)∆z

fi(z) = 0 z > (i+ 2)∆z

We use an amplitude a = 10−6 m2 s−1 between 0 and 60m, and a = 10−8 m2 s−1 between 60
and 80m. The half width ∆z was set to ∆z = 0.5 m. The coefficients hi are optimised using a least
square regression to minimise the RMS misfit given in Eq. (3) of the main text.

Near the surface, the eddy diffusivity due to wind pumping is parameterised by an exponential:

Deddy(z) = D0
eddy exp

(
− z

H

)
(A.31)

D0
eddy = 1.6e−5 m2 s−1 and H = 5 m are tuned to fit the δ15N and δ86Kr data, corrected for

thermal fractionation.
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Figure A.7: (a) CO2 molecular diffusivity profile with depth DCO2(z) for the US borehole. (b) Semi-
log plot of the total CO2 diffusivity profile Dtotal(z) = DCO2(z)+Deddy. (c) Plot of Deddy(z)/Dtotal(z).
The eddy diffusion near the surface corresponds to the convective mixing, in the LIZ some of the
models have included dispersive mixing.

In the lock in zone, the balance between molecular diffusion (affecting each gas differently) and
dispersion (affecting all the gases proportionally) is determined by a single coefficient α varying
between 0 and 1, rather than by having a free dispersion diffusivity profile, which is largely under-
constrained. The molecular diffusivity is then:

DX(z) = (1 − α)
D0
X

τ(z)
(A.32)

And the dispersion, included as an eddy diffusivity, is:

Deddy(z) = α
D0

CO2

τ(z)
(A.33)

Here D0
CO2

is used as the reference, all gases experience the same Deddy(z). The optimum α
was αEU = 0.27 for the EU hole, and αUS = 0.35 for the US hole.
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Figure A.8: US borehole modeled age distribution densities for (a) z = 63m (lock-in depth) and
(b) z = 76m (deepest sample). On the horizontal axis are calendar years C.E.; decimal sampling
year is 2008.54 (i.e. mid July). Age distributions are generated by applying a surface forcing which
is unity for 0.2 ≤ t < 0.4 yr, and zero elsewhere.

A.3.3 Fit of modeled profiles to the data

The firn models were tuned separately to the US borehole, for which we have firn air data for four
different tracers: CO2, CH4, SF6 and δ15N2. The fit to the data is shown in Fig. A.5. As for the
EU borehole we find a mismatch at depths z > 70m for CO2 (Fig. A.5A); the feature is reproduced
consistently by all the firn air models.

To assess model performance we make a histogram of (mi − di)/σi, where the index i goes
over all the 77 data points of the US borehole. This is shown in Fig. A.6 together with a Gaussian
distribution of width σ = 1 and a surface area equal to that of the histogram. The figure furthermore
shows the root mean square deviation (RMSD) from the data as given by Eq. (3) of the main text.
Most models perform better for the US borehole in terms of the RMSD, which is due to the fact
that there are fewer tracers for the US borehole. The exception is the CSIRO model for which the
RMSD is higher on the US hole. However, preliminary tests show that by including the advective
back flux in the CSIRO model the RMSD improves to 0.79 (Trudinger et al., 2011).
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Table A.13: Mean age, median age, Full Width at Half Maximum and Spectral Width (∆, Eq. (1)
in Trudinger et al., 2002) at the lock-in depth (z = 63 m) and bottom of the LIZ (z = 76 m) for
the US borehole. All values given in years. We use the 2σ standard deviation divided by the mean
(2σ/µ) as a measure of the spread in model results.

Model Mean Median FWHM ∆

z = 63 m

CIC 8.3 6.7 7.2 4.0
CSIRO 7.3 6.1 6.4 3.1
INSTAAR 7.7 6.2 6.6 3.7
LGGE-GIPSA 12.2 8.2 8.5 8.3
OSU 8.2 6.6 7.1 4.0
SIO 8.1 6.5 7.0 3.9
2σ/µ 0.41 0.23 0.21 0.84

z = 76 m

CIC 61.6 58.1 39.8 14.6
CSIRO 60.2 59.1 6.4 3.1
INSTAAR 63.5 60.5 39.8 14.0
LGGE-GIPSA 68.8 66.2 34.6 12.3
OSU 62.1 58.9 40.3 14.2
SIO 62.5 59.0 41.5 14.8
2σ/µ 0.09 0.10 0.81 0.74

A.4 Model intercomparison and discussion

A.4.1 Diffusivity profiles

Figure A.7a shows the reconstructed molecular diffusivity profiles for CO2 for the different models
on the US borehole. Upon reaching the LIZ the effective molecular diffusion nearly vanishes. In
Fig. A.7b the total diffusivity Dtotal(z) = DCO2(z) + Deddy for CO2 is plotted on a semilog scale.
As for the EU borehole we observe that the models require a non-vanishing diffusivity within the
LIZ to fit the data. Only the CSIRO model uses zero diffusivity in the LIZ for the US hole. This
difference might explain why the CSIRO model has more difficulty fitting the US data, as expressed
by the RMSD in Fig. A.6.

A.4.2 Gas age distributions

Figure A.8 compares age distribution densities for the models at the lock-in depth (z = 63 m) and
near the deepest sample (z = 76 m) on the US hole. Table A.13 gives some characteristics of the
distributions. On the EU hole we find a spread of up to 25% in the mean ages and distribution
widths at 63 m depth. When looking at the US hole the spread in the calculated mean ages is even
larger (40% of the mean age at 63 m). This large spread is mostly due to the LGGE-GIPSA model,
which stands out as having a wider and flatter age distribution. However, since this model obtains
a better fit to the experimental data than most models (Fig. A.6) this distribution is certainly
realistic. We attribute the larger spread found in modeled US borehole mean ages to the fact that it
has fewer tracers. This leaves the mean age more poorly constrained. The CSIRO age distribution
at z = 76 m is very narrow compared to the other models, due to the absence of LIZ diffusion in
the US hole. Since it differs so strongly from both the CSIRO model result on the EU hole, as
well as from the other model results on the US hole, this age distribution was not included in the
comparison in Fig. 7 of the main article.
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Figure A.9: Model comparison using the four diagnostic scenarios and diffusivity tuned to the US
borehole data. (a) Scenario I: Diffusive fractionation for a hypothetical monotonic CO2 increase.
(b) Scenario II: Attenuation of a 15 yr period sinusoidal CO2 forcing with depth. (c) Scenario
III: Gravitational enrichment for gas X with D0

X = 0.025D0
CO2. Data points show gravitational

enrichment of 15N2 corrected for the effect of thermal diffusion. (d) Scenario IV: Mean age of gas
Y , using advective transport only (D0

Y = 0). With the exception of S-III all scenarios were run with
the effect of gravity turned off.

A.4.4 Synthetic diagnostic scenarios

Table A.14 provides detailed specifications on how the diagnostic scenarios are run in the models.

Scenario I compares the amount of diffusive fractionation (DF) of isotopes in the firn. We model
the mole fractions of [12CO2] and [13CO2] separately using the relative diffusion coefficients given
in Sect. A.3.1.2. For convenience we let our reference atmosphere have the property

13Rstd =
[13CO2]

[12CO2]

∣∣∣∣
std

= 1 (A.34)

meaning that at in the atmosphere [12CO2] = [13CO2] as we let the mixing ratio increase with
time. We use the same atmospheric input file to force both isotopologues. The fractionation with
depth is then given as

δ13CO2(z) =

(
[13CO2](z)

[12CO2](z)
− 1

)
× 103 h (A.35)
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Table A.14: Details on running the diagnostic scenarios.

Gas Mass (g mol−1) D/DCO2 Scenario file Gravity Run time (yr CE)

Scenario I
12CO2 43.99 1.000048 Diagnostic 1.txt OFF 1800-2008.54
13CO2 44.99 0.995613 Diagnostic 1.txt OFF 1800-2008.54

Scenario II

CO2 44.01 1 Diagnostic 2a.txt OFF 1800-2008.54
CO2 44.01 1 Diagnostic 2b.txt OFF 1800-2008.54

Scenario III

X Mair+1 0.025 Diagnostic 3.txt ON 1000-2008.54

Scenario IV

Y 44.01 0 Diagnostic 4.txt OFF 400-2008.54

Fig. A.9 shows the scenario comparison for the US borehole. We observe similar model dif-
ferences as on the EU borehole. For scenario I (Fig. A.9a) we see a large discrepancy in modeled
diffusive isotopic fractionation between the firn models. The magnitude of the model discrepancy is
similar to that of the EU borehole. For scenario II we see that the CSIRO model has no diffusion in
the LIZ, contrary to the other models. This is related to the CSIRO reconstructed diffusivity profile,
which goes to zero in the LIZ (Fig. A.7b). Scenario IV is identical between the two boreholes, since
the advective transport term depends only on the porosity parameterisation and accumulation rate
which are the same for both boreholes.
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Notation

A Accumulation rate (m yr−1 ice equivalent)
Aabs Absolute 14C abundance (1.1764 × 10−12)
C Mixing ratio (mol mol−1)
Deddy Eddy diffusion coefficient (m2 s−2)
DX Diffusion coefficient of gas X (m2 s−2)
D0
X Free air diffusion coeff. of gas X (m2 s−2)

di Data point i
g Gravitational acceleration (9.82 m s−2)
J Trace gas flux (mol mol−1 m s−1)
Mair Molar mass of air (kg mol−1)
MX Molar mass of gas X (kg mol−1)
mi Modeled value for data point i
p Air pressure (Pa)
pH2O Vapour pressure of water (Pa)
R Molar gas constant (8.314 J mol−1 K−1)
RMSD Root Mean Square Deviation
s Total porosity (m3 m−3)
sco Mean close-off porosity (m3 m−3)
sop(cl) Open (closed) porosity (m3 m−3)
s∗op Effective open porosity (m3 m−3)
T Absolute temperature (K)
uX Uncertainty in gas X (mol mol−1)
Vcontam/V Fraction of contamination (m3 m−3)
wair Downward velocity of air (m s−1)
wice Downward velocity of ice layers (m s−1)
[X] Mixing ratio of gas X (mol mol−1)
xair Air content of ice (mL STP per kg ice)
z Depth (m)
zCOD Full close-off depth; sop(zCOD) = 0 (m)
zLID Lock-in depth (m)
γX Diffusion coefficient relative to CO2

∆age Ice age-gas age difference (yr)
∆ageop Ice age- open pore gas age difference (yr)
∆M Molar mass deviation from air (kg mol−1)
∆t Temporal step size (s) or (yr)
∆z Spatial step size (m)
δgrav Gravitational fractionation p. unit mass (h)
Θ Temperature (◦ C)
θ Trapping rate (s−1)
λX Radioactive decay constant of gas X (s−1)
µ Mean value of a series
ρ Firn density (g cm−3)
ρco Mean close-off density (g cm−3)
ρCOD Full close-off density; ρ(zCOD) (g cm−3)
ρice Solid ice density (g cm−3)
σi Assigned uncertainty for data point i
τ Tortuosity
τ0 Initial guess for τ in tuning algorithm
φop(cl) Air flux in open (closed) porosity (m s−1)
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