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Abstract

This thesis is intended to report the research outcome of the fabrication and characterization of glide-symmetry photonic-crystal waveguides on a silicon-on-insulator (SOI) platform. The glide-symmetry waveguide has the potential to offer new functionalities in the realm of chiral quantum-optics. These waveguides can support circularly polarized light, which is important for observing chiral behavior. Additionally, the presence of a band-crossing at the Brillouin-zone edge offers an interesting feature.

Silicon is a promising substrate for fabricating both active and passive nanophotonic devices, and has a huge potential for building photonic integrated-circuits. An optimized recipe to fabricate photonic-crystal waveguides on SOI platform has been described. Major challenges and drawbacks have been investigated and reported. The final devices are optically characterized and measured to study the various properties of the photonic-crystal waveguides.

A free-space optics characterization setup is built to perform transmission measurements on resonators and photonic circuits. Measurements are performed on more than 150 devices for statistical averaging on an ensemble of photonic-crystal waveguides. From the glide-symmetry waveguide resonator design, slow-light phenomenon is observed, the group index is extracted and its implications are discussed. A combination of slow-light and transmission over band-crossing in photonic-crystal lattices presents an opportunity to investigate interesting features.

Further, a novel criterion to qualitatively measure the localization length is also proposed. Localization length is a key parameter to detect the onset of Anderson localization in disordered systems. The Thouless criterion clearly distinguishes localized and non-localized modes by making a connection between fluctuations in conductance with localization. This criterion is explored and combined with systematic variation of sample size to extract the localization length in a simplified manner. This method is further verified experimentally for two different variations of photonic-crystal waveguide.
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Introduction

Photonics is considered as one of the key drivers of technology in the 21st century. From the early demonstrations of lasers [1, 2] and fiber optics [3] in the 60's to present day advanced optical computing [4, 5], photonics has made great strides for practical applications. More than 20 Nobel prizes were awarded for pioneering works in photonics and photonics-related research since the beginning of this millennium. The invention of semiconductor-based blue light-emitting diode [6, 7] to the development of single-molecule microscopy techniques [8] in chemistry, optical tweezers [9] to ultra-short optical pulse generation techniques [10]; photonics has made an indelible impression on the scientific community. This has eventually led to the successful commercialization of high performance devices like optical fibers [11], photovoltaics [12], and light-emitting diodes [13] which are now leading a revolution in energy efficiency. It can be rightly said that light-based technologies have undergone dramatic advances and thus have successfully established themselves as key enabling technologies in the present day.

Photons, the fundamental quanta of light, can be harnessed to realize faster and energy-efficient optical components. After conceiving and developing these optical components, it has become as pervasive as electronics. Cutting-edge technologies have made it possible to realize these components to generate, manipulate and detect photons for various applications. Information and communication technology, high-resolution displays, photovoltaics technology, coherent laser sources, fiber optics, electro-optics, nano-opto-electro-mechanical systems, multiprocessing core, and quantum information processing are few platforms where photonics has exceeded all expectations in terms of performance [14–17]. Using these components as building
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Figure 1.1: Noble Prize in Photonics. (a) The invention of blue light-emitting diodes enabled a new generation of energy-efficient lamps which had the greatest impact on global energy savings. (b) Chirped pulse amplification technique allows for generating highly intense laser pulses which is now used in specialized surgery equipment, industries, and other high-power laser facilities. Images taken from the Royal Swedish Academy of Science.

blocks, a much larger platform can be conceived where all the functionalities work seamlessly in tandem.

In fiber optics, light, more specifically infrared light with wavelengths around 1550 nm is used as a carrier for data transfer and communication over long distances. Apart from long-distance data transfer, the principle of using light can be extended to operating logic gates as well. Using these fundamental gates as building blocks, huge circuits which operate on light were conceived. These integrated photonic-circuits gained attention when telecommunication operators were looking for a highly disruptive technology that could meet the consumer demand for ultra-high bandwidth at a much lower cost than with traditional electronic integrated circuits. Photonics underpins various technologies to meet these demands. Photonic integrated circuits can integrate several components on the same chip and at the same time leave a small footprint. Components such as arrayed waveguide gratings, gigahertz switches, optical transceivers, laser sources, filters, amplifiers, and detectors can be densely packed on a single chip allowing it to have a significant advantage compared to traditional table-top photonic system assemblies. This leads to a more efficient and highly integrated on-chip optical functionalities. These levels of miniaturization and integration have been made possible because of one freely available semiconductor
material, silicon.

Silicon has for a long time been the backbone of the electronics industry. The technological progress in the electronic industry hinges on one key factor: integration of devices. The ability to fabricate billions of transistors and other solid state devices on a $1\text{mm} \times 1\text{mm}$ size silicon chip has brought massive improvements in computing power. Photonics has followed the same trends paving the way for the next generation of ultra-fast highly integrated optical-components. High-density integration of components leads to miniaturization of building blocks. It would be possible to realize wide range of optical designs defined according to application specifications on a small footprint. This has been made possible because of advances in CMOS fabrication. Further, advanced nanofabrication processes have propelled silicon photonics to new heights.

Silicon photonic has many superior features. The high refractive index of silicon waveguides allows for efficient guiding of light and are typically 500 times smaller than conventional silica-based waveguides [18]. Although silicon has been a dependable platform for integrated photonics, the emission of light is still a major challenge. Silicon cannot emit light because of its indirect band-gap and strong absorption in the near-infrared spectrum. This issue can be solved by fabricating lasers using high gain materials like gallium arsenide and integrating them on a silicon platform. Silicon can then manipulate this light to generate other wavelengths. Engineered waveguides can confine light within small volume allowing for nonlinear behavior [19]. They can also be tailored to operate at specific frequencies and over a required bandwidth of light. Quantum dots embedded in waveguides, metamaterials, and photonic crystals are few configurations in which light is confined to subwavelength scale regions and allows for observing exotic optical properties [17].

The characteristic feature of photonic crystals that distinguishes them from other optical devices is the periodicity of their refractive index. This allows for the light waves to undergo multiple reflections forming different interference patterns in different directions. This property allows for the photonic crystals to confine light making them a promising candidate for a wide range of applications. They utilize the existence of photonic band-gaps to limit the propagation of light of certain wave-
lengths to produce desired effects like superprism effect [20], slow-light effect [21] and band-gap effects [22]. This thesis explores a new class of photonic crystals and their unique properties. Chapter 2 is dedicated to understanding the basic concepts required to construct these devices.

The main goal of this project has been to study and characterize a new photonic crystal design that can cater to a new line of research that has focused on exploiting slow-light effects towards manipulation and control of light. Glide-symmetry waveguides have been employed in studies of chiral quantum optics [4] where the main goal is maximizing the circular local density of optical states. This property can be further enhanced by increasing the interaction strength between light and matter. Slow-light phenomenon is a very strong tool to enhance this interaction strength.

Glide-symmetric waveguides have been the subject of theoretical studies due to their interesting properties with regards to suppressing out-of-plane scattering [23] and their photonic spin-orbit interaction [24]. However, experimental investigations on glide-symmetry waveguides are limited [25]. The group velocity and its dispersion, which play a crucial role to determine chirality, as well as the propagation properties have not been addressed experimentally so far. In section 2.5, the construction of a glide-symmetry waveguide is discussed while emphasizing the important features of interest.

In this thesis, I fabricate and characterize the optical properties of glide-symmetry waveguides on the silicon-on-insulator platform. The aim is to establish an optimized fabrication process to realize highly reproducible and robust waveguides. An optimized recipe, controlled with high precision is demonstrated in the Chapter 4. It can be quite a challenge to couple light into waveguides which are few microns in size using free-space optical setup. Chapter 3 describes the different coupler designs that have been implemented. A mode converter that solves this issue at a more commercial level has also been discussed. The characterization techniques and measurement setup required to measure transmission are discussed in Chapter 5. I perform a detailed study of slow-light properties in the glide-symmetry waveguides, by examining the group index in a resonant structure. I also demonstrate the idea of transmission over a gapless feature in a photonic-crystal waveguide design. Fab-
rication limitations leads to nanoscale disorder which leads to high scattering losses during the propagation of light in these devices. The formation of random cavities eventually leads to localized modes, called Anderson localization. This has proved to be one of the main limiting factors for realizing low loss photonic waveguides. A novel approach to quantitatively measure the localization length, which is a characteristic length scales over which localization occurs is also discussed. These results have been discussed in detail in Chapter 6.
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Introduction to photonic crystals

Photonic crystals are a unique class of optical media that are formed from a periodic arrangement of two or more dielectric structures. This alternating refractive index profile causes light to interfere both constructively and destructively, giving rise to many interesting optical properties. Until recent years, the main attraction of these devices has been their ability to manipulate light in highly confined spaces [26–31]. More recently, they have been extended for the research of exotic physics in areas such as chiral quantum optics [4,32], topological photonics [33–35] and valleytronics [36,37]. The ability to tailor the dispersive properties of photonic crystal to specific needs makes them an ideal platform for many potential applications.

2.1 Background

The propagation of waves through layered periodic structures was originally published by Lord Rayleigh in 1887 while studying the reflective properties of crystalline material [38]. This work provided for the first time the idea of a band-gap for electromagnetic waves which prohibited light propagation for a range of frequencies. This idea was further extended by Charles Galton Darwin who while analyzing the scattering of x-rays, figured out that for a certain range of angles, reflection was perfect and the transmitted beam extinguished much faster [39]. It took several decades to make a leap from layered periodic structures towards multilayered two- and three-dimensional structures. In 1979, Ohtaka developed a formalism to numerically analyze scattering of photons in a system of regular array of dielectric
2. Introduction to photonic crystals

spheres [40]. However, it wasn’t until the pioneering works of Sajeev John and Eli Yablonovitch, who independently showed that like electrons, light waves could also be controlled by creating artificial periodic structures in two- and three-dimensions. Eli Yablonovitch while trying to address the suppression of lateral spontaneous emission in microcavities, proposed adding periodicity in three-dimensions [41]. This resulted in the formation of an omnidirectional forbidden band-gap. Around the same time, Sajeev John independently observed that the phenomenon of Anderson localization in disordered solid can be extended to optical systems, and showed that increased scattering can lead to strong localization of electromagnetic waves in disordered periodic structures [42]. These initial ideas triggered numerous research activities for realizing photonic band-gaps, localized defect-modes and other optical phenomena in photonic crystals.

Figure 2.1: Photonic crystals observed in nature. False-color image of the feather of a peacock (a) and wingspan of a butterfly (b) observed through a microscope. The insets illustrate the periodic structures as seen under an electron microscope. Images are used with permission from the respective owners (Waldo Nell and Linden Gledhill).

Two-dimensional photonic crystals can be found in abundance in nature. The brightly colored feathers of birds, butterfly wings, and beetles are a few reasonably good examples. A detailed examination of these structures reveals high-index fibrous filaments arranged periodically and separated by thin layers of air. Each filament consists of periodically arranged micro-structures made from chitin which scatter light. The spacing between the scatterers determines the wavelength that is
Figure 2.2: Illustration of one-, two-, and three-dimensional photonic crystals. A simple sketch explaining the periodicity of dielectric materials extending in different directions. Here, different colors represent a different material. Image taken from [22].

Artificially created photonic crystals are optical materials formed by periodically stacking layers of dielectric media with different optical parameters [22, 41]. The periodic structure is made of at least two materials having different dielectric constants, $\epsilon$. These classes of optical structures demonstrate peculiar properties which open new avenues for realizing different applications [20, 44–46]. Photonic crystals can be distinguished based on the spatial arrangement of the dielectric functions as illustrated in Fig. 2.2. A one-dimensional photonic crystal has a periodic modulation of refractive index in one dimension, while the medium is uniform in the other two directions. A vertical-cavity surface-emitting laser consisting of Bragg reflector can be considered as a simple example. A two-dimensional photonic structure will have periodicity in two directions while being homogeneous along the third direction. The most commonly found examples are an array of dielectric rods in air or a porous silicon membrane with etched holes arranged in a lattice structure. Three-dimensional photonic crystals have periodic modulation in all directions and is the most challenging to artificially realize. Opal is a naturally occurring example where micro-spheres occupy the nodes of a face-centered cubic lattice giving bright colors at different angles. Advancements in nano-fabrication techniques have made
2. Introduction to photonic crystals

Figure 2.3: Examples of one-, two- and three-dimensional photonic crystals. Scanning electron micrograph of: (a) arrayed waveguides, (b) holes arranged in hexagonal lattice, and (c) woodpile structure [47].

it easier to realize a number of devices in all three configurations.

Photonic crystal structures are designed to affect the beam of light in the same way that an ordinary semiconductor would control the properties of electronic current. Like their electronic counterparts, photonic crystals can be characterized by band structures, which describe the range of energy levels a photon can occupy. A particularly interesting case is one where no states can exist for the photons to propagate. This range of frequencies is similar to the electronic band-gap observed in semiconductors and hence it is rightly called photonic band-gap. The photonic band-gap is formed from multiple Bragg reflections which are induced by the periodic dielectric profile of the materials. It defines a range of frequencies for which electromagnetic waves are forbidden to propagate inside the crystal [22]. This particular property has led to many innovative breakthroughs for controlling and manipulating the propagation of electromagnetic waves [48, 49].

Photonic band-gap

An omni-directional photonic band-gap can exist only in three-dimensional systems, where propagation of light is forbidden in all spatial directions. One- and two-dimensional systems exhibit incomplete band-gaps where light propagation is prohibited only for certain directions and polarizations in the photonic crystal.
Figure 2.4: Dispersion relation for a one-dimensional photonic crystal.
Frequency versus wavenumber relation for (a) uniform dielectric, and (b) periodic
dielectric function highlighting the creating of a band-gap in one-dimensional sys-
tems.

The physics of band-gap can be well understood by examining the dispersion di-
agram, which maps out all the possible interactions of electromagnetic fields in a
given system. An important consequence of the periodic dielectric function is that
the optical modes can be calculated by using Bloch’s theorem, i.e., the electric field
equation should satisfy,

\[ E_{n,k}(r + R) = e^{ik \cdot R} U_{n,k}(r) \]  (2.1)

where \( k \) is the Bloch wave vector and \( R \) is the primitive lattice-vector [22]. The
solution to this equation gives eigenvalues \( \omega(k) \) which forms a discrete band when
plotted against wavevector \( k \). For a homogeneous medium, this is given by \( \omega(k) =
c k / n \), where \( k \) is the wavevector and \( c/n \) is the speed of light in the given medium
of uniform refractive index \( n \). The eigensolutions are also periodic functions and
must be invariant when translating over a unit-cell photonic crystal. This can be
represented in the reduced Brillouin-zone notation (Fig. 2.4a), where it is restricted
between $k = +\pi/a$ and $k = -\pi/a$. The first- and the second-order modes are described by $\cos \pi x/a$ and $\sin \pi x/a$ respectively, which are the same for a uniform medium. Hence they converges at the same point at $k = \pm \pi/a$.

However, for a one-dimensional periodic structure of two different media with separate refractive indices, the two functions are no longer the same at the band edge. When light impinges with zero incidence angle at the interface of two different dielectric materials, a part of it is reflected. Subsequently, every alternating interface adds an additional phase-shift of $\pi$ to the reflected wave. In other words, a phase difference of $\pi$ builds up between two successively reflected waves. When the total phase difference between the reflected waves is $2\pi$, they interfere constructively to generate standing waves (red and blue). A majority of power of the lower band (red) resides in the high index region, while the majority of the power for the second order band (blue) lies in the low index region. This is only possible if the two standing waves occupy different energies at the zone edge, thus resulting in band-splitting (Fig. 2.4b). The band-gap formed as a consequence, mainly depends on the index contrast between the two dielectric media, and constitutes a set of frequencies which are forbidden in this photonic structure. For large index contrast, the band-gap becomes much more pronounced for a range of frequencies that are fully affected for all wave-vector and angles.

These properties can be further applied to a two-dimensional photonic crystal, where periodicity extends in both $x$- and $y$-directions. In a two-dimension system, two different polarizations of the electromagnetic field can exist: transverse electric (TE) mode where the electric field is in the $xy$-plane ($E_z = 0$) and magnetic field is out of plane ($z$-axis); and transverse magnetic (TM) mode where the magnetic field is in the $xy$-plane ($H_z = 0$) and electric field is out of plane ($z$-axis). Consider a two-dimension lattice of air holes in dielectric (Fig. 2.5a) extended infinitely in the $z$-direction. The Bragg conditions can be applied here, that will establish the limits of the upper and lower edge of the band gap and set the characteristic frequencies at which reflection occurs. The dispersion relation for a two-dimensional photonic crystal is shown in Fig. 2.5c with the special directions denoted as $\Gamma$, $K$, and $M$.\(^1\)

\[^1\]The key points of symmetry are denoted as $\Gamma = 0$, $M = \frac{1}{3} \vec{T}_1$, and $K = \frac{1}{3} \vec{T}_1 + \frac{1}{3} \vec{T}_2$, where $\vec{T}_1$
The frequencies are plotted for the $k$-points along the reduced Brillouin-zone edge (Fig. 2.5b, blue region). Here we can see that different polarization of light has different characteristic band features. For a TE-mode, a very large band-gap is formed whereas the TM-modes are characterized by the absence of a band-gap. A complete band-gap for both TE- and TM-modes can be realized by having high lattice symmetry and maximizing the dielectric constant contrast.

**Figure 2.5: Two dimensional photonic crystal.** (a) Real-space structure with points arranged in a hexagonal lattice, (b) reciprocal-space lattice with the reduced Brillouin zone in blue shade, and (c) the corresponding band diagram of a two-dimensional hexagonal lattice of air holes in a slab. Image (c) taken from [22].

**Photonic crystal slab**

A major drawback of two-dimensional photonic crystals is that the model is infinitely extended in the z-direction, and the incident wavevector is also invariant. For practical purposes, this can be realized as a two-dimensional photonic crystal slab by fabricating periodically structured geometric-patterns in a dielectric slab of finite thickness. In these structures, vertical confinement of light is provided by index-guiding mechanism\(^2\) while the lateral in-plane confinement relies on the photonic-crystal band-gap properties. A combination of these two confinement mechanisms

---

\(\vec{T}_1\) and \(\vec{T}_2\) are the reciprocal lattice vectors.

\(^2\)as long as the photonic crystal slab is enclosed in a low-index medium.
allows us to realize localized and high quality-factor optical modes which can also be guided. Some energy can leak out as absorption or be dissipated into the environment. This can be resolved by designing photonic crystals for specific frequencies over which absorption is minimal [50].

![Figure 2.6: Two-dimensional photonic-crystal slab.](image)

An array of (a) vertical pillars and (b) air holes arranged in a hexagonal lattice-structure can be realized on a slab of finite thickness, where the geometry has dimensions comparable to the wavelength of incident light.

The ease of fabricating these structures and the ability to engineer the photonic dispersion has resulted in the development of several new systems compared to their two-dimensional counterparts [37, 51–53]. A simple photonic crystal slab can be either an array of vertical pillars in air, or more commonly an array of air-holes in a high dielectric medium like semiconductor (Fig. 2.6). Commonly used materials are silicon-on-insulator (SOI), gallium arsenide (GaAs), indium phosphide (InP), and silicon nitride (Si$_3$N$_4$) [54, 55]. These materials are transparent to wavelengths ranging from 600 nm to 1600 nm, making them ideal for various linear and non-linear applications over a broad spectrum [56]. It is important to note that the thickness of the semiconductor slab, the dimensions of various geometries, and the structural periodicity are comparable with the wavelength of the incident light.
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Figure 2.7: Band diagram for a photonic-crystal slab. (a) A two-dimensional photonic-crystal slab with air-holes arranged in a hexagonal lattice structure. (b) The corresponding band-diagram showing the TE-like (red) and the TM-like (blue) polarized guided modes. The red shaded area represents the band-gap in the TE-like mode where no states can exist. The blue shaded area represents all the states than can leak out-of-plane as radiation modes. Image (b) taken from [22].

In free space, the dispersion relation for a two-dimensional photonic crystal slab is given by \( \omega = c \sqrt{k_x^2 + k_y^2} \). Since the Bloch wavevector \( k \) is conserved, the bulk and in-plane components projects a set of all the states which can radiate out of plane. This is depicted by the light cone which can be visualized as the light line in the projected band diagram. A light cone typically consists of a continuum of states existing in the bulk of the slab and is used to distinguish between leaky and non-leaky modes in a photonic crystal. Since the permittivity of the semiconductor is larger than that of air, guided modes which are lying below the light line are formed. These modes are confined to the slab and hence cannot couple to any vertically radiating mode [57]. If the photonic-crystal has a horizontal plane of mirror-symmetry at the center of the slab, then the polarization of the modes that can exist inside the slab can be even (quasi-TE) or odd (quasi-TM) \(^3\) [22]. For a hexagonal lattice of holes, we can observe the formation of a band-gap for the TE-like modes while no

\(^3\)At \( z = 0 \) plane, they are purely TE- and TM-modes in the case of an ideal two-dimensional photonic crystal structure.
gaps appear for the TM-like propagating mode (Fig. 2.7). The thickness of the slab and the regions surrounding the slab also plays an important role in determining whether the band gaps can exist or not [58]. Photonic-crystal slabs serve as a good starting point for developing numerous applications based on band-gap engineering. Guiding waveguides, optical resonators, and low-loss LED’s are few photonic devices that have been demonstrated [59–61].

2.1.1 Defects in photonic crystals

Defects can be created in a regular photonic-crystal lattice by introducing random perturbations. This discontinuity breaks or destroys the translation symmetry leading to new optical observations. These defects act as scattering centers for the electromagnetic fields leading to cross-coupling between different Bloch modes [22]. Multiple scattering also means that they encounter different loss paths which leads to reduced propagation of light. However, depending on the nature of the defect, new states can be localized or guided with their frequencies lying in the photonic band-gap.

Photonic crystal cavities

A point-like defect can be formed by modifying the radius of a single air-hole or displacing its position slightly in a regular photonic-crystal lattice [62]. This creates a modulation of dielectric at the defect center which eventually leads to the transition of a dielectric (or air) band into the band-gap. Most of the field energy is concentrated around the defect. If sufficient number of reflective crystal-centers are not present around the defect, the mode is not localized and leaks into the external environment. By increasing the number of lateral crystal sites, a true bound state can be achieved by reducing the coupling of light into lossy modes. This forms a cavity resonator with perfectly reflecting walls and light does not leak in the lateral directions. The nature of this cavity is indicated by the quality factor, which is determined by the energy that a photon loses when it bounces back and forth within the resonator. The quality factor is defined as a ratio of energy stored in
the resonator to the energy dissipated per round-trip cycle. It depends on reflection losses at the interface of the cavity and external environment. Photonic crystals have the ability to strongly confine light in small volumes and this feature has led to many innovative devices for practical applications of light trapping. Wavelength filters [44, 63], tunable lasers [14, 45, 64], high-Q cavities [65, 66], nonlinear optics [19], and quantum information processing [46] are few areas where point-defect cavities have been employed.

![Figure 2.8: Localized defects in a photonic-crystal slab. Defects can be broadly classified as line-defect or point-defect and depending on the applications there can be many variations. Point-defects can be used for constructing (a) nanocavity laser (b) resonant-tunneling drop filter (c) cavity resonator and (d) Fano laser. (e) Waveguides, both straight and bent are a classic example of line-defect and can support propagation of modes.](image-url)
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**Photonic-crystal waveguides**

A line defect is formed by removing a row of holes in a regular photonic-crystal lattice. This forms a photonic-crystal waveguide, which can support propagating modes in a volume much smaller than optical fibers. Breaking the translation symmetry in the y-direction creates a set of photonic states in the photonic band-gap. These states or waveguide modes are forced along the direction of the linear defect, since they cannot propagate though the photonic crystal lattice. The guiding mechanism uses a combination of index guiding in the vertical out-of-plane direction and Bragg reflection confinement in the lateral in-plane directions. It has also been shown that these waveguides can provide strong confinement and are capable of guiding optical signals along tight bends with curvature angles as large as $60^\circ$ [67]. Spatial confinement can also be realized by introducing a nanoscale slot along the line-defect direction [68]. Slot-geometries provide a promising architecture to realize index-sensitive sensors on a small platform [16,69].

By combing waveguides and cavities, a resonant-tunneling drop filter can be constructed [70,71]. This device can function as a wavelength division multiplexer on a photonic integrated-circuit platform. When a broadband light is coupled into the system, only the wavelengths which resonates with the cavity are coupled and exits through the output waveguide section, enabling the selection of light of certain wavelengths. Further, a multi-channel drop filter can also be realized using the same construction strategy [72].

### 2.2 Dispersion engineering

Dispersion is a characteristic property that causes different wavelengths to propagate with different velocities. This can be advantageous for some applications [20,73], while detrimental for others. It is well known that photonic crystals are generally very dispersive owing to their periodic arrangement. Dispersion engineering allows us to tailor the material components for practical applications. From a spectral point of view, dispersion engineering allows us to target the telecom range of 1550 nm by
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scaling the structure for the optical domain [50]. This involves modulating the permittivity as well as the effective refractive index of the periodic structure. There are many approaches to tailor dispersion in photonic crystals: modifying the air holes radii [28], shifting rows of air holes towards or away from the waveguide section [62], immersing slow-waveguides in different fluids [16], and symmetry modification [53] to mention few. Dispersion engineering represents one of the most researched areas in the field of photonic crystals. It can be used to allow or obstruct specific frequencies for a given photonic crystal design or to confine and guide light using self-collimation effect [74, 75]. In other cases, this can be used to create artificial materials with exotic states, which otherwise would not have existed in nature [76].

The interaction between light and matter has a strong impact on the dispersion of the propagating medium. An interesting consequence of this strong dispersion is the slow-light phenomenon.

### 2.3 Slow light

The speed of light travelling in vacuum is a constant value \( c = 299,792,458 \text{ m s}^{-1} \) and is limited by the laws of physics. However, there is no lower limit to the speed of light [77]. When light enters into a homogeneous medium, it interacts with the charges in the material at the atomic scale, causing light to slow down. Though not a dramatic reduction, but it propagates with a speed which is lower than it’s value in free space [27]. The slow-down factor of the propagating wave can be characterized by its phase refractive-index \( n \). The phase velocity \( \nu_p \) which determines the speed of light is given by,

\[
\nu_p = \frac{c}{n},
\]

It is defined in terms of \( \omega \) the angular frequency, and \( k \) the wavenumber. This applies to a wave propagating at a single frequency. Since pure sine waves do not convey much information for experimental analysis, we consider a combination of multiple plane waves oscillating at different frequencies. Multiple frequency components superimpose to form an envelope or a spectrum of frequencies, which travels
at a different group speed than that of individual frequencies. The group velocity describes how fast does the envelope of the wave’s amplitude propagates.

\[ \nu_g = \frac{\delta \omega}{\delta k} = \frac{c}{n} - \frac{ck}{n^2} \cdot \frac{dn}{dk} \]  

(2.3)

where \( c/n \) is the phase velocity. For a non-dispersive media, the refractive index does not change with respect to \( k \) \( (\frac{dn}{dk} = 0) \) and hence phase velocity and group velocity are the same. The situation is different for a dispersive media where refractive index is a function of frequency. Based on the previous equations, the group velocity for a dispersive media is given by,

\[ \nu_g = \frac{\delta \omega}{\delta k} = \frac{c}{n(\omega) + \omega \frac{dn}{d\omega}} = \frac{c}{n_g(\omega)} \]  

(2.4)

Where \( n_g \) is the group-velocity refractive index or group index of the dispersive media. It defines the factor by which the envelop of modulated wave slows down. Under restricted conditions, the group velocity might exceed the limit of speed of light, but it is not very useful for practical applications.

**Figure 2.9:** Group velocity and phase velocity. Illustration of a propagating wave, where the envelop travels with the group velocity and the carrier travels with the phase velocity.

We define the slow-wave in terms of group velocity. As seen in Eqn. 2.3, the sign of the derivative term that quantifies dispersion, determines if the group velocity is slower or faster. Slow waves cannot occur in vacuum and strong dispersion is necessary to observe this phenomenon. There is an increased interaction of the light
waves traveling through the dispersive medium, and that is what is slowing down
the wave [78].

How do we slow the waves in practical media? We have to induce dispersion to
observe slow waves. We can either rely on naturally occurring dispersive materials or
we can cause dispersion with structural optical elements like gratings and photonic
crystals. In both cases, refractive index is changing and that is the fundamental
mechanism that is slowing down the wave. In order to bring the wave to a complete
halt, we must have infinite dispersion at a pure frequency $\omega$ i.e., $\frac{1}{dn/d\omega}$ has to be
zero.

There are two broad schemes for slowing down electromagnetic waves. Material-
based slow-wave devices where we can choose materials which produce the required
dispersion at the atomic scale, and structure-based slow-wave devices where the
geometry of the structure dictates the dispersion properties. Material dispersion
systems require extreme environment like cryogenic temperatures and high pres-
sure to generate media with highly dispersive optical properties. This has been
demonstrated in Rubidium-based vapor cells and Bose-Einstein condensates where
extreme slow down factors have been measured [77,79]. However, their complex
systems make them irrelevant for realizing slow-light devices integrated on a chip.
Devices whose dispersion can be tuned easily by structural modifications are the
preferred platform for studying the slow-wave phenomenon owing to the simplicity
of their construction and their compatibility with on-chip integration. Systematic
design of geometry has led to the observation of slow light in both passive and active
optical devices like ridge waveguides, photonic crystals, and resonators.

The phenomenon of slow-light has been extensively studied for its potential appli-
cations in time-domain signal processing for optical delay lines [80], optical switch-
ing [81,82], and on-chip spectrometers [83–85]. Silicon-based slab waveguides were
one of the earliest researched optical device to study the slow-light effect. It is known
that interesting phenomena arises at the cut-off region [30]. For a slab waveguide,
the waveguide modes tend to be dispersive owing to the high index contrast between
silicon core and air. The slope at this point, $d\omega/dk$ which is the group velocity
approaches zero implying that light can be slowed down. Likewise, the group-velocity
Figure 2.10: Observation of slow-light in photonic waveguides. Dispersion diagram and the group index characteristics for a photonic-slab waveguide (a) and photonic-crystal waveguide (c) fabricated on silicon are shown in (b) and (c) respectively. Image taken from [30].

diverges and gives us an estimation of the slow down factor. The structure can be further modified to have low group velocity and strong dispersion over large bandwidths. This can be done by considering a standard W1 photonic-crystal waveguide where there is an additional interaction mechanism because of the periodic structure and dispersion diverges to infinity at the band-edge where slow-light can be observed [30].

A number of effects observed in optical waveguides can be enhanced by the slow-light phenomenon [61, 86, 87]. The electromagnetic wave interacting with the material has more time, which means that the interaction strength between light and matter increases. This can be used to enhancing a number of linear and non-linear effects such as enhanced interferometers [87], mesoscopic self-collimation [88], spontaneous four-wave mixing [89], single-photon emission [32] and photon entanglement [90].
Slow-light for chiral quantum optics

Another line of research has focused on exploiting slow-light effects to increase the local density of optical states towards manipulation and control of light in quantum photonic systems [91]. Photonic-crystal waveguides have been employed in studies of chiral quantum optics where the main goal is to achieve direction-dependent propagation, where the local polarization of light is locked to the direction of propagation [4]. This can be achieved by maximizing the circular local density of optical states in a given medium. To this end, the glide-symmetry waveguides, in which the photonic lattice on one side of the waveguide core is shifted by half a lattice constant along the waveguide axis [53], has been shown to be very beneficial [32]. Although any confinement of light to waveguides such as W1 waveguides results in local points with some degree of elliptical or circular polarization [92], the glide symmetry generates points with local circular polarization in the regions with a slow-light-enhanced local density of optical states. A key figure of merit for chiral quantum-optics is the directional $\beta$-factor, which describes the fraction of emission events that end up in one particular direction and mode relative to the emission events into all modes. Directional $\beta$-factors of $\beta \gtrsim 98\%$ have been demonstrated in glide-symmetric photonic-crystal waveguides [32]. Glide-symmetric waveguides have been the subject of theoretical studies due to their interesting properties with regards to suppressing out-of-plane scattering [23] and their photonic spin-orbit interaction [24]. The experimental reports on glide-symmetric waveguides are limited [25], and the group velocity and its dispersion, which play a most crucial role for the chiral quantum-optical properties have not been investigated experimentally so far. More on glide-symmetry waveguides will be discussed in the final section of this chapter.

2.4 Limitations of slow light in photonic crystals

Though photonic crystals have established themselves as a reliable platform for slow-wave related applications, they still suffer from undesirable features. Numer-
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ous studies on slow-light transport in photonic crystals have shown that surface roughness and defects arising due to unavoidable fabrication imperfections can have a negative impact on the propagation of light [61,93,94], even for nanometer-scale imperfections. As light is slowed down, the increased sensitivity to disorder leads to different scattering processes and hence Anderson localization [95]. Out-of-plane scattering, in-plane lateral scattering, backward scattering, and intermodal scattering are few mechanisms that contribute towards the total loss. While backward scattered waves adversely affect transmission and introduce undesirable losses, the formation of random localized modes around these nanoscale imperfections limits the functionality of slow-light devices [96]. It is also known that disorder shifts the spectral position of the optical devices [97]. In the following sections, we briefly understand the role of disorder in slow-light photonics and ways to overcome some issues.

2.4.1 Role of disorder

The effect of a disorder or defect can be best captured via coupled mode theory, which investigates the superposition of different modes via a disorder in the waveguide [98]. In the vicinity of a nanoscale defect along the waveguide, the translational symmetry would be broken and no guided mode can be supported in general. The presence of the defect would lead to the mixing of the guided modes inside the waveguide, hence the scattering of the modes into other modes. In other words, the modes get scattered in the presence of a defect and instead of a propagating mode we now have forward and backward propagating modes emerging from the disorder. This uncontrolled scattering is detrimental to the transport of light waves and can degrade the performance of the photonic crystal structure.

It has been well established that the lithography process causes nanometer-scale imperfections in the crystal structures. This surface roughness causes light to scatter in all directions leading to propagation losses. The main scattering mechanisms contributing towards the losses are out-of-plane scattering and backward scattering. Considering that the vertical symmetry is still intact, the out-of-plane scattering leads to losses proportional to $1/\nu_g$. On the other hand, loss due to the backward


propagating modes is more dispersive and varies as $1/v_g^2$ and is considered as the dominant factor in the total propagation loss [94,96]. In other words, slower the light propagates, the larger are the propagation losses. Since their contribution towards the total loss is superior, much efforts have been dedicated to realizing backscatter-immune optical waveguides. A number of approaches have been proposed to overcome this limitation, but none seem to offer a practical solution like photonic topological insulator.

**A perspective on topological insulators**

The search for robust waveguides that are immune to backward scattering has led researchers to the exotic field of topological photonics. Photonic topological insulators are a photonic analogue of electronic topological insulators. These are materials which are characterized by a bulk band-gap, but can support surface states that cross the bulk band-gap; meaning that current can flow along the surface but is restricted inside the bulk. The amazing property of these surface states that exist in the middle of the bulk band-gap is that they are immune to any form of scattering and are highly directional. This property makes these materials robust since no electron deviates during its propagation. This was first observed in quantum Hall effect, where geometry-insensitive Hall resistance was measured with high accuracy in two-dimensional systems [99]. The attempt to realize an equivalent topological system without using an external magnetic field led to new physics where edge states are protected by virtue of a strong electron spin-orbital interaction instead of an external field [100].

Haldane proposed bringing this topological physics which is very robust into the context of photonics [101,102]. However, there was a fundamental difference between the two realizations. Electrons are fermions that interact with each other under the influence of strong magnetic field, while photons are neutral bosons that do not interact. The main idea was to take a photonic crystal that is made out of a material which has a magnetic response. This breaks time-reversal symmetry and gives the necessary conditions for the realization of topological insulators in optics. Soljačić and group realized one-way propagation in the microwave regime
where a strong magnetic response can be found [103]. For optical frequencies, the magnetic response is quiet weak and hence we cannot strongly break the time-reversal symmetry \(^4\). Another method had to be devised to realize topologically protected one-way propagating modes for wavelengths on the scale of a micron. This launched new proposals to bypass time-reversal breaking to be able to realize topological protection at optical frequencies [104–106]. The flexibility and diversity of photonic crystals make it possible to observe these exotic states with light [107,108]. In one realization, geometry or the topology of photonic structures are exploited to control and shape the behavior of light [106,109]. Here, regions of two distinct topologies with opposite band properties are realized by rearrangement of structural geometry. The interface between these two topologies causes the bands to cross over supporting chiral edge-states which are orthogonal and bidirectional \(^5\). In other words, the doubly degenerate crossover point is said to be immune to certain kinds of disorder and strongly protected by the topology of the photonic crystal structure. In another system, similar topological properties have been realized by breaking parity symmetry [110]. These kinds of systems can be considered as a possible contenders for generating slow-light which is immune to backward scattering [111].

### 2.4.2 Impact of Anderson localization of light

Another important consequence of disorder on the transport properties of light is the formation of random localized modes. From condensed matter, we know that for a regular crystal lattice, the Bloch waves fills the entire system depending on the periodicity. Philip Anderson showed that solving the eigenfunctions of a disordered system, the Bloch waves become localized [112]. In other words, the diffusive transport that existed in the random potential suddenly comes to a standstill and conductivity drops. The conductance becomes zero if the disorder is increased beyond a certain value. The wave nature of the electrons is the driving force behind

\(^4\)There are devices where time-reversal symmetry can be broken (optical isolators), but they are typically few centimeters long and impractical with photonic crystals.

\(^5\)These states posses certain properties similar to that of electronic topological insulators.
the observation of Anderson localization in solid crystals. Sajeev John proposed that similar effects could be observed by characterizing classical electromagnetic waves in disordered dielectric-periodic-lattices [42]. Light exhibiting strong localization under the condition of strong scattering led to a new fundamental phenomenon in classical optics.

Although current fabrication methods have matured tremendously, there is always some finite residual imperfection in real structures. Photonic nanostructures are sensitive to these imperfection as enhanced multiple scattering in these systems leads to backscattering and strong Anderson localization. In one-dimensional waveguide systems, these localized modes would remain confined around the defect and the propagation would come to a halt. Irrespective of the disorder strength this would be the case for an infinitely long system, but in finite-systems this crossover is determined by a key parameter called localization length, $\xi$, or backscattering mean-free-path. There have been a number of attempts to measure the localization length, which shows a signature of the onset of Anderson localization [113–115]. However, these results do not include different strengths of disorder 6. Anderson localization is a statistical quantity and hence require confirmation through an ensemble of sufficiently large random disorders. Although Anderson localization is not feasible for device applications which involve propagation of light, it has found applications in cavity-quantum electrodynamics where cavities and random lasing form the main ingredients [116].

### 2.5 Glide-symmetry waveguide

Dispersion engineering allows us to modify the optical properties of photonic crystals to cater to applications ranging from optical communication to quantum electrodynamics. At the same time, devices also suffer from various sources of losses which ultimately degrades their performance. Improving the performance and robustness of a functional photonic crystal is the cornerstone of any waveguide research and

---

6 localization becomes insignificant when the structural imperfections are smaller than the wavelength.
this led us to a new design called the glide-symmetry waveguides. In this section, we will try to get an overview of this design and its practicality in the field of quantum electrodynamics.

Coupling an atom-like system to a one-dimensional waveguide can greatly enhance the interactions between matter and light. Quantum electrodynamics studies the dynamics of such interacting systems at the most fundamental level. This theory has proved to be accurate and has been used to demonstrate single-photon emission [32], photon non-linearities [117] and other quantum phenomena for a wide range of quantum optics applications. An interesting concept that has caught the attention of many researchers is the field of chiral light-matter interaction. The ability of nanophotonic structures to couple differently to left- and right-mode excitations is quite remarkable. This interaction depends on the coupling strength between spin and orbital angular momenta [118]. Under specific conditions, this phenomenon can also become unidirectional i.e, the emit photons in specific directions.

An important parameter central to this concept is the ability to maintain circular polarization along the plane of the waveguide. If a circularly polarized emitter is placed inside such a waveguide, at a position where the local polarization is also circular, then the emitter will emit only along one direction. One of the main requirement for realizing in-plane circular polarization in a one-dimensional waveguide is that the longitudinal component of the mode must be out of phase by $\pi/2$ compared to its transverse counterpart. It has been shown that photonic crystal waveguides with glide-plane symmetry exhibit a well preserved circular polarization along the waveguide plane [119]. Deterministic directional emission of upto $\beta \gtrsim 90\%$ has also been demonstrated in this design [32].

### 2.5.1 Design considerations

One of the main objectives of this thesis was to fabricate these devices on silicon and characterize their optical properties for chiral applications. For our waveguide design, we follow the work of Mahmoodian et al. [119] who have shown that the group index, $n_g = c/v_g$, can be enhanced by about an order of magnitude compared to previous experimental state of the art [32]. Mahmoodian et al. introduced a
series of transformations and structural modifications to the geometry of a regular W1 photonic-crystal waveguide.

Figure 2.11: Waveguide dispersion diagram for photonic crystals.
(a) Primitive cell of a regular W1 photonic-crystal waveguide and the corresponding dispersion diagram highlighting the two waveguide modes. (b) Primitive cell of a shifted photonic-crystal lattice introducing the glide symmetry. The corresponding dispersion diagram highlights the formation of crossover points at \( k_x a / 2\pi = 0.37 \) and \( k_x a / 2\pi = 5 \).

The glide symmetry is introduced by shifting one side of the photonic-crystal cladding by half-period. This directly leads to the formation of pairwise degeneracies of the waveguide bands at the Brillouin zone-edge due to the non-symmorphic nature of the glide symmetry [53]. Unlike the W1 waveguide modes, these modes cannot be strictly considered as even or odd, but a linear combination of both with closely related symmetric properties [53]. The modes also crossover at \( k_x a / 2\pi = 0.37 \) which can create issues with the directionality in the system. We can also observe that the fundamental mode has been shifted to lower frequencies at the crossover point, which can lead to significant leakage into the cladding. The dispersion diagram of the transverse-electric modes of a W1 waveguide and glide-symmetry waveguide are shown in Fig. 2.11, which has been obtained with the MPB software package [120]. It has also been shown that the out-of-plane optical radiation losses can be significantly suppressed by spatially translating one side of the photonic crystal by half a lattice constant [23, 121]. This is because of the elimination of the Fourier compo-
nents of the radiation peaks. It has been shown that this geometry can also be used for building edge-emitting photonic crystal lasers [122].

Figure 2.12: Glide-symmetry waveguide. (a) The unit cell of a glide-symmetry waveguide indicating the glide-plane along with shifts in radii and position of air-holes around the waveguide section. (b) The dispersion diagram of a glide-symmetry waveguide illustrating the single-moded waveguide modes. (c) The group index of the corresponding dispersion is plotted as function of frequency. The two main features of interest are also highlighted, where (i) is the slow-light region which peaks at \( n_g = 94 \), and (ii) is the band crossing at the Brillouin-zone edge.

In order to ensure that the modes are single moded and do not leak into the slab modes, significant modifications were made by employing dispersion engineering techniques like changing the radii and position of the holes around the waveguide section [62]. First, the effective index of the waveguide mode is lowered by decreasing the width of the waveguide section to \( 0.75w \). This should bring the fundamental mode to higher frequencies [50]. Second, the three rows of holes in both claddings near the waveguide section are shifted and their radii are modified, which increases the group index at certain points and ensures that the spectral features of interest are single-moded below the light line within the entire bandwidth of interest. The two points of main interests are labeled (i) and (ii) in Fig. 2.12b and denote (i): the point of maximum group index, which peaks at \( n_g = 94 \) and (ii): the band crossing point at the Brillouin-zone edge. We note that although the degeneracy at the Brillouin-zone edge is also a salient feature of interface states between topologically different
materials [123], the origin in our case is entirely different: the degeneracy is rooted in the non-symmorphic character of the glide symmetry and the two claddings are not only topologically trivial, they are also identical. This emphasizes the engineering potential of photonic crystals because of the various degree of freedom available to design the structure. A structure which is designed for unidirectional emission can be used for interfacing spin and photons, and spin-photon entanglement. With the aim of realizing chiral properties on a chip, several correlated photon pair generation experiments based on slow-light enhanced spontaneous emission have already been reported [32]. These experiments achieved a significant enhancement of photon generation compared with conventional single-photon sources based on trapped atoms [124]. Here, we fabricate and investigate the slow-light properties of the glide-symmetry waveguide which could possibly be useful for integrated quantum photonics, where quantum-information processing functions are integrated on an optical waveguide.
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Waveguide coupling

A key factor in realizing integrated photonic circuits is the compact size and submicron scale geometries of optical components. Coupling of light into these optical structures from an external source has been a challenge and hence is an active area of research [52, 125–127]. Mode mismatch and index mismatch are the main limiting factors to the efficient coupling of light. The size mismatch between the external optical fiber and the photonic structures can be very large resulting in coupling losses (Fig. 3.1). The index mismatch can further deteriorate the coupling process. It is necessary that light from an optical fiber is coupled into the photonic structure without losing much of its optical power and over a wide bandwidth. For slow-light devices, where the group index can reach high values, this issue can be far more pressing [22, 128]. Large impedance-mismatch at the coupler-waveguide interface can hinder efficient coupling of light into the slow-light regime and scatter light into different lossy modes.

Conventionally, light is routed between various optical components using rectangular channel waveguides (Fig. 3.2). These waveguides are characterized by a high index-contrast between the guiding material and the surrounding material, which facilitates efficient confinement of light. A difference in group indices of optical components in the circuit can create interfaces with poorly matched modes. These interfaces act as scattering points for the propagating mode. Every optical component behaves like a stand-alone resonator and resonates with its own Fabry-Pérot frequency. This further causes interference of different resonant frequencies generating spectral features that are difficult to interpret in an experiment.

It has also been shown that a more efficient coupling can be obtained by the spatial
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**Figure 3.1: Size mismatch comparison.** A comparison of the dimensions of a single mode fiber and a channel waveguide. The core width has a diameter of 10 µm while the waveguide geometry has dimensions of 500 nm x 250 nm.

<table>
<thead>
<tr>
<th>Core diameter</th>
<th>10 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveguide dimensions</td>
<td>500 nm x 250 nm</td>
</tr>
</tbody>
</table>

**Figure 3.2: Optical waveguides classified according to different geometries.** Different forms of two-dimensional channel waveguides can be conceived for various applications.
variation of refractive index of the interfacing material. Several designs have been proposed such as periodically-segmented waveguides [129], inverse-tapered waveguides [130], and adiabatic waveguides [52]. These designs are also simple to fabricate, as they involve small modifications to the waveguide geometry and the same fabrication process techniques. In the case of photonic crystals, it has been shown that the terminations of crystal sites at the coupling interface can also influence and minimize the impedance mismatch [131,132].

Different characterization setups require modified coupling strategies and in our case, vertical free-space coupling was the preferred choice because of the out-of-plane scattering from coupler gratings. In the final section of this chapter, we also discuss a mode converter. The mode-converter project was conducted in collaboration with Accelink, Denmark, where the main goal was to develop a planar mode converting structure for coupling the light in and out of a silicon waveguide on a silicon-on-insulator (SOI) platform. I perform numerical simulations to calculate different conditions for single-mode propagation of light.

### 3.1 Grating coupler

One of the main objectives of this thesis is to characterize and quantify the slow-wave nature of light in glide-symmetry waveguides. The simplest technique to measure the group velocity is to construct a cavity in a one-dimensional Fabry-Pérot resonator setup (Fig. 3.3). The strongly reflecting boundaries cause light to resonate back and forth resulting in the formation of standing waves of different orders. The group index properties can be extracted from the free spectral range ($\Delta \lambda_{FSR}$) of the fundamental mode Fabry-Pérot oscillations which depend directly on the length of the cavity. The free spectral range in terms of wavelength is given by the equation,

$$\Delta \lambda_{FSR} = \frac{\lambda^2}{n_g L}$$  \hspace{1cm} (3.1)

Here, $n_g$ is the group index of the propagating medium, $\lambda$ is the free-space wavelength, and $L$ is the total distance covered by light in one round trip around the cavity length, $l$. The physical structure of a one-dimensional waveguide resonator
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imposes boundary restrictions which supports only a limited number of guided longitudinal-modes.

Figure 3.3: Schematic of a Fabry-Pérot resonator setup. (a) Illustration of a simple optical resonator with the reflective mirrors having coefficients $R_1$ and $R_2$. (b) Some stable standing-wave-patterns of different wavelengths are formed because of multiple reflections. (c) The intensity of the transmission through the resonator. $R$ is the reflectance coefficient of the mirror. The lower the value of $R$, the higher are the losses, which will result in broadening of the transmission peaks.

This implies that we should try to avoid cascading many optical components if we want to characterize a stand-alone resonator. This would ensure a pure spectral signal arising from the waveguides under consideration. Hence, we had to rely on a more primitive method to probe these resonators.
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3.1.1 Facet-coupling

For the first design, we used the surface coupling approach, where a one-dimensional photonic-crystal waveguide is terminated at both boundaries creating end-facets. Light from an objective is impinged onto the edge of the waveguide structure, which is then scattered in all directions. Few scattered wavevectors are coupled into the waveguide and transmitted. However, light propagating in the waveguide has to make a substantial change in direction towards the objective for measuring. This is unreliable and the measured signal has a reduced extinction ratio. Few measurements can be seen in Appendix B, Fig. B.1. Another major drawback in this method is that these facets forms a strongly reflecting mirror because of the high index-contrast between silicon and air. This means that the transmission spectra which scatters at the output end is attenuated which further deteriorates the finesse of the transmitted signal [133].

Figure 3.4: Terminated-facet coupling. A scanning electron microscope image of a 10 µm long glide-plane waveguide resonator with terminated ends. The underlying oxide layer is chemically etched leaving behind a silicon-membrane structure.
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3.1.2 Circular coupler gratings

To further improve coupling and scale up the finesse of the transmitted signal, periodic gratings were appended to the terminated ends. These grating couplers are similar to the design proposed in [134]. They are based on a second-order Bragg gratings and consists of semi-circular rings with a pitch of $\lambda_0/(2n)$. This causes destructive interference in the direction of propagation and scatters light out of the plane. Using this circular grating, we can inject light into the resonator from the top using an objective setup. Via the same objective, the on-chip transmission can be probed from the other end of the cavity. However, the emitted field does not have a Gaussian profile but a complex field distribution. This means that there exists a mode mismatch with the optical fiber and hence chip-to-fiber coupling can be challenging. The grating shown in Fig. 3.5 is designed for operating in a spectral bandwidth of 100 nm around 1550 nm, which is where the waveguide modes were designed for transmission.

The goal is to probe the transmission in a cavity resonator with high finesse. This requires a fine balance between the transmission and reflection coefficients at the mirror interfaces. If the reflection coefficient of the mirror is very high, then the cavity cannot leak out any photons. At the same time, if the transmission through the mirror is high, then most of the photons leak out and no standing waves are formed. It is hence desirable to include a mirror with transmission and reflection properties, such that few photons leak out of the resonator structure, while still being able to form standing waves inside the cavity. The circular grating couplers have a rather low coupling efficiency and high reflectivity, which is just sufficient for building resonator devices. At the same time, they direct a sizable amount of light out of the chip plane, which is useful for transmission measurements [134].
Figure 3.5: Circular grating coupler design. A scanning electron micrograph of a circular grating coupler appended to a glide-symmetry waveguide. The asymmetry of the glide-plane causes the first layer of the circular grating to slightly distort. This distortion is absent in circular gratings interfaced to a standard W1-waveguide.

Figure 3.6: Glide-symmetry waveguide resonator. A scanning electron micrograph of a 30 µm long glide-symmetry waveguide in a resonator setup, interfaced with in-out circular grating coupler design.
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3.1.3 Orthogonal coupling design

A third coupler design had to be fabricated to study the on-chip propagation of light in millimeter-long glide-symmetry waveguides. Here, the Fabry-Pérot fringe contrast is not important for the analysis, and hence other elements have been added. As shown in Fig. 3.7, this circuit consists of suspended channel-waveguides or nanobeams, photonic crystal waveguide, and the in-out grating couplers. Any photonic-crystal design can be connected to the circular gratings via the suspended channel-waveguides. The waveguides are suspended with the help of tethers which are positioned 30 μm from each other. The entire structure is fabricated on a suspended membrane to maintain horizontal symmetry for the propagating mode in the waveguide. An interesting feature of this circuit is that the excitation and collection grating couplers are positioned orthogonal to each other. This configuration prevents the objective from directly capturing stray light that scatters from the input grating and stray oscillations arising from undesirable cavities.

When light starts to propagate from access waveguides into the photonic crystal section, it experiences a sudden change in the group index at the interface for a wide range of frequencies. This abrupt change in the group index stems from the difference in their energy densities and results in a large impedance mismatch at the interface [29]. Consequently, a large amount of energy is reflected and scattered at the interface.

There have been several proposals to overcome this issue: based on Adiabatic transitions [132], optimised hole terminations [126], and fast-light tapers [135]. Among these methods, the fast-light tapers has been found to be the most effective method to couple light into the slow-light region. This involves introducing an additional photonic-crystal section of 5 periods with the lattice stretched by a small factor of 1.07a. This has the effect of shifting the dispersion curve to lower energies. Hence, for a given frequency, the group index of the fast section is lowered, which ensures that the impedance mismatch between the access waveguide and the stretched

---

1When the laser penetrates through the silicon device layer (250 nm) and impinges on the silicon substrate, it behaves like a resonator and scatters light in all directions.
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Figure 3.7: Orthogonal coupling scheme. A scanning electron micrograph of a photonic circuit used to measure transmission in a $10\mu$m long photonic-crystal waveguide. The main components are suspended channel-waveguides, photonic-crystal waveguide, and circular grating couplers. The couplers are positioned orthogonal to each other.

Figure 3.8: Orthogonal coupling scheme. A scanning electron micrograph of a suspended waveguide used as a reference to measure transmission in a $10\mu$m long photonic-crystal waveguide. The length of the suspended waveguide-section remains unchanged, while the length of the photonic-crystal waveguides can be varied.
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**Figure 3.9:** Fast-light interface design. An illustration of a regular glide-symmetry waveguide lattice coupled to a stretched glide-symmetry lattice at both ends.

Section of the waveguide is reduced (Fig. 3.9). A new junction is formed at the stretched-regular interface, where for a given frequency, the group index of the stretched lattice is smaller than the group index of a regular lattice glide-symmetry design. This minimizes the degree of impedance-mismatch between the two boundaries ensuring an efficient evanescent coupling [136,137].

**Figure 3.10:** Fast-light taper section. A scanning electron micrograph of a fast-section coupled to a 10 \( \mu \)m long glide-symmetry waveguide on both ends. The fast section is highlighted in yellow and has 5 periods of photonic crystals, stretched by a factor of 1.07\( a \).
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For the glide-symmetry waveguides, special considerations have to be taken since the upper and the lower photonic crystal sections are not mirrored. In order to facilitate a smooth transition from access waveguide into the fast-section of the glide-symmetry waveguide, a mode adapter was proposed [119]. Fig. 3.11 shows an electron micrograph of a mode adapter which couples light from the access waveguides into the fast-section of a glide-symmetry waveguide. This has been realized by removing part of the dielectric on both sides of the access waveguide which would break the mirror symmetry along the x-direction. The radii\(^2\) of the holes removed on the access waveguides changes adiabatically from \(R_1 = 0.23a\) to \(R_2 = 0.35a\). This manipulates the flow of light and introduces an adiabatic transition from symmetric to non-symmetric mode profile. The modified access waveguide is then connected to a stretched glide-symmetry design spread over 5 periods.

\(^2\)The radius of the first row of holes in the glide-symmetry waveguides is \(R = 0.35a\).
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3.2 Mode converter

Historically, silica has been the preferred material for constructing optical interconnects for integrated optical circuits [18]. They showed negligible coupling losses because their geometry matched with the core size of the single-mode optical fiber and had similar refractive indices. The development of CMOS fabrication pushed silicon-on-insulator (SOI) technology into the foray and waveguides made from silicon were found to be more promising [138]. The waveguides could be made more compact and the high-index-contrast ensured tight confinement of the propagating mode. However, these devices suffer from high coupling losses because of the mode size mismatch between the nano-scale silicon waveguide and the single-mode fiber and this was unacceptable for practical purposes.

Figure 3.12: Schematic view of the mode converter illustrating various components. (a) The mode in the photonic device propagates through the waveguide section and is adiabatically transformed to that in the germanium-doped silica waveguide which has comparable mode size as that of single-mode fiber. (b) Cross-section view of the various layers of a mode converter. The width of the silicon waveguide changes adiabatically as it proceeds from rectangular to tapered section.

An interface is, therefore, necessary to fulfill this gap in mode mismatch. A mode converter solves this issue and has been studied by several groups. Lensed fiber,
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inversed taper [130], and adiabatic taper [52] are few configurations that have been proposed to realize a smooth transition. However, these techniques are not suitable for high volume production because of costs, packaging issues, and fabrication limitations. Accelink Denmark A/S has many years of experience in processing and fabricating silica waveguide based products. Here, they were keen on developing a silicon-silica mode converter to couple light in and out of their SOI-based planar optical products. The challenge was to optimize the design parameters and optimize a robust fabrication recipe for high volume production. The preferred lithography system was deep-UV stepper, which is designed for 150 mm and 200 mm wafers and has a throughput of up to 90 wafers per hour.

The mode converter structure was based on a tapered design proposed by Jia et al. [139]. This is shown in Fig. 3.12a. The entire structure was proposed to be fabricated on an SOI platform which has a device thickness of 260 nm and a buried oxide layer of 3 µm. It consists of four main components: photonic device, rectangular channel-waveguide, tapered channel-waveguide, and the germanium-doped silica waveguide. The idea was to couple light from a photonic device into a single-mode fiber by transforming the mode adiabatically. This is done by employing a transitioning structure that expands the ultra-small mode in silicon to a comparable size in germanium-doped silica waveguide. A taper structure that adiabatically narrows the silicon waveguide from 500 nm to around 100 nm is enclosed by a 4.4 µm × 4.4 µm germanium-doped silica waveguide. The tapered geometry causes the mode to leak out into the doped-silica waveguide region until the high-index silicon can no longer support the propagating mode. The taper region acts as a transition section between silicon and ge-doped silica. The entire structure is buried in a 12 µm thick silica cladding which acts as a protective cover. The germanium-doped silica has a refractive index which is 1.5% higher than that of silica, and hence the mode is well confined in the doped-silica region.

There are a few considerations that need to be addressed. The dimension of the tip of the taper is usually limited by the resolution of the lithography tool. In this case, since the preferred choice of lithography equipment was deep-UV stepper, we had to determine the minimum dimensions of the tip that would support a
smooth transition without causing much losses. The mode-mismatch between the silicon-taper and doped-silica waveguide would give us a quantitative measure of the coupling efficiency of the taper structure. This is calculated by using the following equation [139],

$$\eta(dB) = 10 \log \left( \frac{|\int E_1^* E_2 dA|^2}{\int |E_1|^2 dA \int |E_2|^2 dA} \right)$$

(3.2)

where $E_1$ and $E_2$ are the mode field profiles in silicon waveguide and doped-silica waveguide respectively. The critical parameter is the dimensions of the tip of the taper section and their effects to the coupling efficiency is shown in Fig. 3.13. We can see that a coupling efficiency of more than 90% can be achieved with a taper width of 100 nm and quickly reduces to $\approx 2\%$ for a taper width of 200 nm.

Figure 3.13: Simulated coupling efficiency. Coupling efficiency for a silicon taper and doped-silica waveguide is plotted against silicon-taper widths. Inset images shows the mode profile for silicon taper and doped-silica waveguide, simulated for different widths of silicon taper.

We also had to ensure that no higher order modes were coupled into the silicon waveguide. This was verified by studying the first two modes for various core-
Figure 3.14: Single-mode condition. The imaginary part of the effective mode-index for a higher-order mode is plotted for different widths of silicon channel-waveguides. A non-zero imaginary part indicates that the mode is lossy and cannot be supported by the channel-waveguide.

For the higher-order mode, the imaginary part of the effective mode-indices are plotted as shown in Fig. 3.14. From this, we can determine the cutoff at which the higher order mode becomes significant. Below this cutoff (Siwidth = 680 nm), the higher-order mode is very lossy (as can be seen from the imaginary component of the effective index) and even if the mode exists, it cannot propagate and dissipates into the underlying silica substrate layer. This satisfies the single mode condition. Above this cutoff, only the real part of the effective index exists indicating the presence of higher order mode confinement.

Fabricating such a taper structure with deep-UV lithography process can be quiet a challenge. I did not get to optimizing a reproducible recipe, but there were few challenges that needed to be addressed. The critical dimension (CD) of structures that can be patterned using a deep-UV stepper is specified at around 250 nm. However, the best achievable resolution is different for each pattern type, pattern shape,
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and pitch. With an alignment accuracy of 50 nm, it would be unreasonable for a single lithography step. Hence, a double exposure lithography step was proposed to overcome this issue [140].
As discussed in previous chapters, the glide-symmetry waveguides are intended for applications that operate at near-infrared wavelengths. The feature size of the devices intended for telecom applications is dictated by the wavelength of light and usually scales down to a few hundreds of nanometers for the c-band. This implies that the requirements on their precision are in the order of nanometer. Such stringent conditions call for a mature nano-scale processing technology, that allows for robust and repeatable processing.

Fabricating compact photonic devices on a silicon-on-insulator (SOI) platform has become pervasive across many research groups today [26]. SOI substrates with a silicon (refractive index, $n \approx 3.476$) device layer of 220 nm, and a 3 µm low refractive-index buried-oxide layer ($n \approx 1.55$) are most commonly used [96, 141]. The choice of silicon is mainly driven by advanced processing techniques, mature pattern transfer processes, and the need to work with high index-contrast material for band-gap formation. High-index dielectric materials also enable the miniaturization of optical components for various end-user applications. At the same time, removing the buried oxide layer enables the creation of vertically symmetric membrane structures and increases the vertical index contrast, thereby improving the optical mode confinement [121]. In this chapter, the basic processing techniques to fabricate photonic crystal devices are examined; and optimization strategies to achieve higher precision are discussed.
A generic framework for fabricating a photonic crystal waveguide membrane can be described by the following steps.

- Pattern generation: A lithography process is used to expose a pattern on a photosensitive resist covering the substrate. A subsequent development process creates a mask of the structures to be fabricated.

- Pattern transfer: An etching process transfers the pattern from the resist mask to the device layer.

- Membranization: Subsequent wet-etch process removes the buried oxide-layer resulting in suspended membrane structures.

This is a robust process since it gives the same results even if there are minor changes in the overall processing conditions. However, there can be variations in the thickness of the top silicon device layer in different locations on the same wafer [142]. This variation in the thickness has to be considered during characterization since it can cause varying shifts in the operating wavelengths of the fabricated photonic crystal waveguides. A pictorial representation of the process flow used for fabricating SOI-based structures in this thesis is shown in Fig. 4.1. A detailed description of the process recipe is given in Appendix A.

### 4.1 Surface preparation

Since the lithography process is done in a class 10-100, ISO 9001-certified cleanroom at DTU Nanolab, the SOI wafer must be carefully conditioned before it is prepared for lithography. The most commonly found irritants are traces of dust, bacteria, oil and other organic particles. A Piranha solution is used to clean different traces of contaminants [143]. This solution is very aggressive and directly attacks organic materials and other forms of contamination. It is a mixture of concentrated sulphuric acid (H$_2$SO$_4$) and hydrogen peroxide (H$_2$O$_2$) mixed in a ratio of 4:1. This is a highly exothermic reaction and the temperature of the solution can usually exceed 100°C. Since it is a strong oxidizing reagent, most of the traces of contaminants are oxidized,
Figure 4.1: Process flow outline. (a) A 2 cm × 2 cm chip is cleaved from a thoroughly cleaned SOI wafer. (b) Positive-tone e-beam resist AR-P 6200 is spin-coated on the sample. (c) The resist is exposed at specific areas using electron-beam lithography system. (d) The exposed areas on the resist is dissolved by the developer AR-600-546. (e) The resist pattern is transferred to the active silicon layer using a Bosch-process on deep reactive-ion-etching (DRIE) tool. (f) The remaining resist is stripped off using an oxygen plasma. (g) Wet etching agent buffered-HF is used to etch the underlying oxide layer. (h) The sample is dried in a ethanol vapour chamber at 70°C to reduce stress due to surface tension. This entire process was realized at the class 10-100, ISO 9001-certified cleanroom facility at DTU Nanolab.
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leaving behind a reasonably clean silicon surface\(^1\). Using a diamond scriber, the SOI wafer is then cleaved into smaller chips of 2 cm x 2 cm, which is compatible with a particular chip cassette holder for the electron-beam lithography system.

Theses sample can collect dust and other contamination over time. This has to be removed before coating it with the electron-beam resist. The samples are cleaned by immersing it in a beaker filled with acetone for 60 s, followed by a thorough rinse in 2-propanol (IPA) solution. The acetone is a strong solvent which removes most of the contaminants. However, it leaves behind unwanted residue after drying. Hence, the acetone is further cleaned by treating it with IPA solution. The sample is then blow-dried with a jet of nitrogen gas and transferred immediately to a chip casing.

### 4.2 Resist preparation

The standard method for applying resist on the substrate is spin coating. This can be done either manually or using a specialized automated machine. After the chip is carefully cleaned, the positive photoresist AR-P 6200.09 (CSAR-62)\(^2\) is applied manually using spin coating equipment. The e-beam resist CSAR-62 is characterized by a higher sensitivity and substantially improved resistance to plasma ion etch compared to regular e-beam resist like PMMA.

The chip is mounted inside the spinning chamber on a rotating holder, where a pocket of vacuum holds the sample in place. A few milliliters of resist is dispensed on the chip using a pipette, until the entire chip is covered by a puddle i.e, spread to all the corners. This is done in order to reduce the formation of edge beads on the resist film. The chip-holder is set for spinning at an acceleration of 4000 rpm and a spin speed of 3000 rpm, for 60 s inside a vacuum chamber. The photoresist forms a thin film of uniform thickness, while the excess flying off during spinning.

After spin coating, the chip is subjected to soft baking at a temperature of 200 °C for 60 s on a preheated hotplate. This evaporates most of the solvent (anisole) and

---

\(^1\)It will also result in the formation of a significant native oxide layer. This will be removed during HF release.

\(^2\)This is equivalent to the conventional e-beam resist ZEP520, but with additional polymeric groups.
solidifies the photoresist. Special care has to be taken in order to optimize the baking temperature. Higher temperatures can break down the active components leading to reduced sensitivity to electron energy.

The variable-angle ellipsometric spectroscopy (VASE) is used to measure the thickness of the thin film of resist deposited on top of the substrate. Since an SOI wafer is made up of a stack of different layers, appropriate fitting parameters is put in to get a reasonable value for the thickness of the resist. This is shown in Table 4.1. A resist thickness of 215 nm was measured with the above-mentioned spin coating parameters.

<table>
<thead>
<tr>
<th>Spin speed (rpm)</th>
<th>Acceleration (rpm)</th>
<th>Thickness (nm)</th>
<th>Duration (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>4000</td>
<td>215</td>
<td>60</td>
</tr>
<tr>
<td>2000</td>
<td>4000</td>
<td>275</td>
<td>60</td>
</tr>
<tr>
<td>1500</td>
<td>4000</td>
<td>310</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 4.1: CSAR-62 resist spin parameters. Different resist thickness was measured by varying the speed of the rotating chip-holder.

### 4.3 Lithography

Photolithography is a standard microfabrication process used to make submicron-scale structures on a bulk substrate, or patterns that needs to be made repeatedly on wafers. Depending on the applications, the minimum-size or resolution with which patterns can be lithographed is very important. The pattern transfer process depends on two things: the lithographer agent, and the material which is used to fix the pattern over the sample. The lithographer agent will be light and the material to fix the pattern will be the photosensitive resist.

Different wavelengths from the high energy spectrum are used for optical lithography. Traditionally, ultraviolet (UV) light is the most commonly used agent for photolithography technique. The wavelength properties and characteristics of UV light make it an ideal source for sub-micron pattern generation\(^3\). However, owing

\(^3\)Diffraction limit is set by \(\lambda/2\), so UV has 2x resolution of red wavelength, and 4x resolution
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to their longer wavelengths, fabricating nanoscale structures can offer serious challenges. The resolution of lithography process directly depends on the wavelength associated with the lithographer agent. Shorter wavelengths of light can produce sharper features. However, as wavelength decreases, the optical lithography suffers from various effects associated with shallow focal length and dispersive optics. These issues can be circumvented by using non-optical lithography techniques. Electrons have shorter wavelengths (0.1 Å) and high energy densities than visible light spectrum [144]. This makes them a possible candidate to write patterns with nanometer feature-size.

4.3.1 Electron beam lithography

The electron beam lithography is a direct writing technique that uses a beam of accelerated electrons to pattern features down to few nanometers. This is done by accurately directing a focused beam of electrons to positions over a sample, which is coated with positive- or negative-tone resist. The focused electron beam changes the solubility of the resist enabling the selective removal of resist by immersing it in a developer, and thus forming a pattern. The e-beam machine at the DTU Nanolab facility is a JEOL JBX-9500FSZ, which was installed in the year 2012. The system was designed for use in writing patterns as small as 12 nm feature size. The electron beam is accelerated with a 100 keV ZrO/W emitter and can reach a maximum scanning speed of 100 MHz.

The main advantage of e-beam lithography over standard UV photolithography is that it is very flexible and can pattern features down to 10 nm and also does not require expensive masks. E-beam lithography is a maskless technique which has a higher resolution and lower throughput. Hence, its use is limited to fabricating devices in lower volumes. Creating dense patterns over a large area can have a serious effect on the throughput, which raises serious concerns for using e-beam lithography. The drawback is slow exposure speed that results from the serial nature of the writing process, where the pattern is exposed point by point, and a relatively
small area that can be exposed in one step. Additionally, there are many statistical errors and systematic errors that can affect the resolution and quality of exposure. These are briefly discussed below.

4.3.1.1 Stitching errors

The e-beam lithography usually has a limited area of exposure, called the writing field. For larger designs, the size of a pattern exceeds the size of the writing field. To overcome this issue, large designs are split and patterned into multiple writing fields, which are exposed side by side. To accommodate the design rule of trapezoids and polygons, the pattern is further broken down into smaller rectangles by a process called fracturing. Each field is exposed at the precise chip location with the help of stage movement and stage alignment markers. Stitching error is the small deviation at the interface of two such consecutive writing fields. This is a random error since it originates from the uncertainties in positioning and beam alignment, but usually can be rectified by taking corrective measures [145,146].

The simplest strategy is to use the floating field feature in the file preparation software (Beamer). This feature uses an intelligent algorithm to optimize the stage movement and sorts the writing fields such that stitching errors can be reduced. These stitching errors cause large effects on the scale of a photonic-crystal, which can further lead to significant loss during propagation of light.
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4.3.1.2 Proximity effects

One of the most important factors limiting resolution in many e-beam lithography systems is the proximity effect. It is the phenomenon where electron beam scatters due to interaction with the photosensitive resist and the substrate material. Hence, it is important to understand the electron-material interaction at the atomic level. There are two important aspects: the forward and backward scattering events.

When the beam of electrons impinges on the resist, it experiences small angle forward scattering, which spread the beam spot size. As can be seen from simulations (see Fig. 4.2), forward scattering is very dependent upon the energy of the electron. As the electrons travels through the resist, it transfers part of its energy to the atoms, breaking the molecular chain in the resist. Eventually, these electrons enter into the substrate, where some of them undergo wide-angle scattering events. This leads to backscattering where the electrons return back to the resist at a distance far away from the incident beam, thereby breaking additional molecular chains in the resist. In other words, the electron scattering can influence or lead to undesired exposure of other features tens of microns away, leading to changes in the dissolution rate of the resist. It is these backscattered electrons which causes proximity effects.

Another important piece of this puzzle is the electron mean-free-path which is the average distance between scattering events. This is a random quantity but has a mean value depending on the energy of the electron and the atomic weight of the materials involved. This electron scattering process is mainly influenced by the energy of the electron and the material properties of the resist and substrate. For lower electron energy, the probability of scattering events goes down, i.e, the electrons start to move around without much scattering and for higher electron energy, they tend to travel fairly large distances between scattering events [148].

Combining all these complex mechanisms of scattering, the Monte Carlo model can be developed to calculate the resulting energy distribution in different layers (see Fig. 4.2). It accurately shows the diffusion process of electrons in the resist and the silicon substrate, for beam energies of 30 keV and 100 keV. The forward and the backward scattering can be described by the sum of two Gaussian-shaped
Figure 4.2: Monte Carlo simulations for a forward scattering event. Simulated trajectories of forward electron-scattering events for beam acceleration voltage of (a) 30 keV and (b) 100 keV. Image taken from [147].

distributions as is described in the subsequent paragraphs.

**Proximity effect correction and calibration**

Proximity effects must be corrected to get good line-width control. Pattern size can also be adjusted to compensate for this effect. However, this strategy stops working at the edges and corners of dense patterns. There are other considerations that have to be taken into account such that the dose of features to be cleared can be adjusted accordingly [149]. One common practice is to fine-tune the electron energy and assign dose, in such a way that the absorbed energy at threshold, lands at the edge of the intended design. A double Gaussian fit can precisely calculate the spatial distribution of absorbed energy intensity in the resist. The important parameters that have to be experimentally calculated are the optimum exposure dose and the Gaussian fit parameters.

**Dose test**

The various parameters of the e-beam resist are usually provided in the product.
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information brochure provided by the company. However, these are to be considered only as guideline values, since they are generated from product-specific standard tests. A preliminary test exposure, also called dose tests are hence necessary to determine the optimum exposure dose for the SOI wafers used in this experiments. This requires the exposure of a large area without structures and developed over a predetermined time. In this test, an array of square patterns measuring 100\(\mu\)m \(\times\) 100\(\mu\)m are repeated on the SOI test substrate. Each square is exposed with dose energy ranging from 70 - 270\(\mu\)C cm\(^{-2}\) creating a matrix of different exposure conditions. Once the pattern is developed, the correct base dose can be obtained through inspection of the resist opening under a microscope. The base dose is the amount of energy just enough to clear the resist in a given area. From Fig. 4.3, we can see that for a base dose of 220\(\mu\)C cm\(^{-2}\) all the resist has been removed revealing the substrate layer for further processing.

![Microscopic image of an array of square areas that have been exposed with different dose energies and further developed.](image)

**Figure 4.3: Experiment to determine the base dose.** Microscopic image of an array of square areas that have been exposed with different dose energies and further developed.

**Point spread function**

The electron scattering behavior and the additional process parameters are specified using a point spread function (PSF). This distribution is described using a mathematical fit, often a sum or combination of two Gaussian functions. The PSF specifies the relative energy deposited at a distance \(r\) from a point exposure, and is mathematically summarized by the equation\(^4\) [151]:

\[ A \]
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\[ \text{PSF}(r) = \text{Short range (r)} + \text{Long range (r)} \] (4.1)

\[ \text{PSF}(r) = \frac{1}{\pi(1 + \eta)} \left[ \frac{1}{\alpha^2} e^{-r^2/\alpha^2} + \frac{\eta}{\beta^2} e^{-r^2/\beta^2} \right] \] (4.2)

The main parameters contributing towards the PSF are:

- Alpha(\(\alpha\)) specifies the forward scattering (short) range of electrons.
- Beta(\(\beta\)) specifies the backwards scattering (long) range of electrons.
- Eta(\(\eta\)) is the ratio between the energy in beta-Gaussian to that of alpha-Gaussian.

The point spread function is strongly dependent on the acceleration voltage of the e-beam machine and the stack of materials and their thickness. To compensate for the proximity effects, only two terms in the above equation, \(\alpha\) and \(\beta\) are adequate to describe the electron scattering events (in an SOI stack).

For a 100 keV e-beam gun, the long-range backscatter parameter is the main contributing parameter in the PSF. Hence, it can be approximated with a single Gaussian (of width \(\beta\)) and can be characterized independently. There are several ways to determine the correct parameters for the PSF. A search on the available literature could provide a good starting value. Monte Carlo simulations can be considered, which uses computational models to give a good estimate provided the stack of materials have been well defined. Generally, the scattering of electrons which causes the proximity effects can be modeled by using dose-convolution methods [150–152], Doughnut Method [153], Dose-modification by self consistent method [154,155], transform-based PEC method [156], and others [157].

The dose-convolution technique has been used to extract the long-range \(\beta\)-parameter and gives a good approximation. The point spread function described in Eqn. 4.1 is a normalized distribution and hence the total energy should be equal to one. The PSF can then be convoluted with the pattern in order to generate a characteristic dose profile in the resist (see Fig. 4.4). This is done experimentally by depositing a uniform dose on a square pattern. Using the dose convolution technique \(^5\), the energy

\(^5\) dose (e-beam energy) convoluted with a proximity function
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Figure 4.4: Convolution of point spread function. An illustration of the convolution of a pattern and a PSF model to generate an energy distribution [158].

distribution on this square pattern is generated with appropriate fitting parameters. This results in a non-uniform energy distribution. Contour plots of energy simulation is overlapped with optical images (see Fig. 4.5) and tried to fit with the $\beta$ parameter. This can be simulated with different squares and verified if the ring is followed by the fit.

Figure 4.5: Simulated contour plots. Contour plots of energy simulation overlapped with optical images taken from microscope. A parametric value of $\beta = 34$ shows a good fit with the resist developed-area in the optical image.

Using these PEC parameters, proper dose modulation was done by BEAMER PEC module [159] as illustrated in Fig. 4.6. It ensures that the absorbed energy at the feature edges is uniform through out the mask. This leads to the uniform development over all the edges at the same time, resulting in uniform removal of resist from intended areas.
4.3.1.3 Charging effects

The charge-up phenomenon in electron-beam related systems is well known and has been studied in great detail for applications of scanning electron microscopy. When the conductivity of the substrate is erratic, high electron-beam currents can usually lead to heating of the substrate and induce charging effects. This is a highly undesirable artifact. As discussed in the previous section, during exposure, electrons are accelerated towards the resist and substrate at high speeds. However small islands of accumulated charge on the substrate cause these incoming electrons to deflect in random directions, resulting in the pattern distortion (Fig. 4.7) and pattern placement errors.

There are many anti-charging schemes to overcome this problem. It has been shown experimentally that charging effects can be mitigated by carefully rearranging the sequence of exposure and also by using a highly conductive substrate (like doped silicon wafer) [160]. Thin membrane of electron traps which can capture small amounts of backscattered electrons have also been found effective, leading to significantly lowered proximity effects [161]. However, a more direct approach is to coat the resist with a metal layer or a conductive polymer thin film which can dissipate the unwanted build-up of charge [162].
4. Nanofabrication

Figure 4.7: Issues caused due to charging effects. A scanning electron micrograph of a rectangular geometry (a) and semi-circle geometry (b) with rough side walls caused do to charging effects.

4.4 Etching process

Etching is one of the most important steps in semiconductor fabrication. An etch process removes selective materials from the wafer’s surface, below the wafer’s surface or within the substrate material to create a specific design. A combination of multiple etch processes allows for the construction of complex designs on the same chip. To create photonic-crystal free-standing membrane structures, the developed sample is treated with two different etch processes. The first etch step involves surface etch, which removes exposed regions of the silicon layer to create a structural pattern in the slab. The second step involves bulk etch process, which removes the material from underneath the silicon layer to create a membrane structure. The two etch processes have been described in detail below.

4.4.1 Inductively-coupled-plasma dry etching

Inductively-coupled-plasma (ICP) dry etching is a highly anisotropic etch technology that is widely used to create high aspect-ratio trenches and vertical side walls in substrates. A combination of chemically reactive ions and accelerated ion-bombardment processes makes it possible, either mechanically or chemically, to remove atoms from
the exposed areas. Further, the tool also provides the flexibility to vary coil and electrodes power to control the ion flux and momentum, enabling high process flexibility.

![Inductively-coupled plasma source](image)

**Figure 4.8: Inductively-coupled plasma source.** Cross-section of an inductively-coupled plasma source illustrating the stream of reactive ion species accelerated towards the electrically-isolated substrate.

The inductively coupled plasma source is illustrated in Fig. 4.8. To create and sustain a plasma, some form of energy is required. A time-varying RF antenna inductively delivers power to the ions in the plasma discharge chamber, which then starts a collision sequence with the gas molecules. This generates a high-density of reactive ion species which are ready to take part in the etching process. These ions do not have any preferred directions. The RF power source is therefore connected to the platen electrode generating a DC bias. This imparts momentum to the ions which are then accelerated towards the substrate. The low pressure inside the plasma chamber ensures that ions undergo less scattering events and have a sufficiently longer mean free path. This results in a highly anisotropic etching process giving vertical etch profiles.

A typical dry etch chemistry can be broadly classified as unpassivated and passivated. As the name suggests, unpassivated etch chemistries do not involve the depo-
sition of any passivation layer and usually contain etchant gas constituents. They do not provide any means to prevent the sidewall erosion from stray ions. Passivated etch chemistries, on the other hand, have the provision to prevent the sidewalls from spontaneous lateral etching. Typically fluoro carbons are preferred due to their non-reactive characteristics. The thickness of the passivation layer strongly depends on the concentration of oxygen in the gas chamber and the temperature at which the platen is maintained.

Figure 4.9: Resist selectivity. A scanning electron image showing the cross-section of an etched air-hole in silicon substrate. The side walls are vertical but with visible scallops. The etching process also shows a good selectivity towards silicon compared to the resist CSAR-62. Also, the notch at the bottom of the air-hole is formed due to insulator charge build-up [163].

Advanced silicon etching (ASE®) is a deep reactive-ion etching technique which can achieve high aspect-ratio plasma etching process in silicon using the STS-developed switched process. This technology uses fluorine-based chemistry for etching and is
based on Bosch process, which uses the concept of alternate etch and passivation steps [164].

As mentioned earlier, SF$_6$ is the main etchant gas and C$_4$F$_8$ is the passivant gas. At the beginning, SF$_6$ is injected into the plasma chamber, where gases bombard with each other giving rise to fluorine ions. These ions are accelerated towards the silicon substrate, where the exposed areas are etched producing volatile etch product SiF$_4$. Next, C$_4$F$_8$ gas is injected into the chamber, which is then ionized creating a fluorocarbon chain of polymer F$_2$. This polymer is deposited as a thin film of passivation layer all over the silicon substrate. Typically, lower temperature improves the passivation of fluorocarbons on the substrate surface.

In the subsequent step, the polymer protects the surface of the silicon from chemical etching. However, since the ions are accelerated with high energy in the vertical direction, this results in a much higher rate of removal of the passivation layer from horizontal surfaces than from vertical faces. After the removal of the polymer, the horizontal silicon surface is exposed to the etchants. The silicon at the base of the trench (holes) and the exposed resist is etched in this period, while the vertical sidewalls remain protected by the passivation layer coating. Similar to the Bosch process, the scallop features are visibly present because of the switched process. On the other hand, the vertical sidewalls and slower etch rates make this etching process ideal for nanostructures.

After silicon has been etched, the remaining resist covering the rest of the substrate has to be stripped. This can be seen in Fig. 4.9. The same etching tool is used to further strip the remaining resist layer. Oxygen plasma is generated in the chamber which reacts with the resist molecules reducing them to ash. This is further flushed out of the chamber with a vacuum pump.

### 4.4.2 Buried oxide wet etching

After the dry etching process, the photonic-crystal slab is still resting on top of the oxide layer. Removing this oxide layer creates vertically symmetric photonic-crystal structures where no TE-TM polarization mixing occurs [22], and moreover, it results in an increased vertical index contrast.
\[
\text{SiO}_2 + 6 \text{HF} \rightarrow \text{H}_2\text{SiF}_6 + \text{H}_2\text{O}
\] (4.3)

A wet etch process selectively removes the material through a chemical reaction between a liquid etchant and the layer to be etched. In many wet etch process, the etch is isotropic and can result in undercutting. The concentration of the etchants and the temperature can directly affect the etch rates.

The processed sample is immersed in a bath of etchant and slowly agitated to achieve good process control. A buffered hydrofluoric acid (BHF) with a wetting agent is used to selectively remove the silica cladding. It is a mixture of 12% HF with the buffering agent, \(\text{NH}_4\text{F}\) and a wetting agent, \(\text{H}_2\text{O}\). Silica or \(\text{SiO}_2\) readily dissolves in HF producing hexafluorosilicic acid (\(\text{H}_2\text{SiF}_6\)), which is soluble in water. A cross-section of the underetched oxide layer can be seen in Fig. 4.10. The BHF has a more stable etch rate of about 110 nm min\(^{-1}\) at room temperature. The structures are usually overetched, forming cavity under the perforated silicon slab.

![Cross-section scanning electron micrograph of a photonic-crystal membrane illustrating the underetched oxide layer.](image)

**Figure 4.10: Underetched oxide layer.** Cross-section scanning electron micrograph of a photonic-crystal membrane illustrating the underetched oxide layer.
4.5 Sample drying

This is the final step in the processing of photonic-crystal membrane structures. The membrane design of the photonic-crystals can increase the risk of collapse or breakage due to the surface tension of the liquid (water). The samples are thus immediately dried in ethanol fume dryer after the water-rinsing process. The samples are placed in a chamber filled with the fumes of Ethanol, which is heated to about 70 °C. This will cause the water to evaporate from the surface keeping the membrane safe from collapse.

![Glide-symmetry waveguide resonator design](image)

**Figure 4.11: Glide-symmetry waveguide resonator design.** A scanning electron micrograph of a 20 µm long glide-symmetry waveguide resonator with circular gratings.
Figure 4.12: Glide-symmetry waveguide and access waveguides. A scanning electron micrograph of a glide-symmetry waveguide interfaced with suspended access waveguides supported by tethers. The access waveguide makes a 90° turn before it is terminated by circular gratings. Rectangular openings around the photonic-crystal releases excess stress and also functions as an opening for the etchants to reach the oxide layer.
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Experimental characterization

Coupling light into photonic devices which are of the order of submicron length scales can be complicated. Here the setup was designed\(^1\) for probing guided modes of a planar photonic crystal resonator using transmission measurements. These modes are excited from one end of the cavity and collected from the other end at the same time. The fine balance between the transmissivity and reflectivity of the resonator boundary ensures that some modes leak out. The setup consists of free space optics and is based on top-excitation method. The setup can also be used in a wide variety of transmission measurements though. This chapter describes the design of the setup, and the considerations behind it.

5.1 Overview

The setup is based on the free-space coupling of light into the photonic crystal waveguides. A supercontinuum light source from NKT (NKT SuperK EXR-15) is used for probing the waveguides. The emission spectrum ranges from 400 nm - 2400 nm, which allows for characterization over a much broader range than a tunable laser, which usually has a range of 150 nm. The SuperK is a high-powered pulsed laser where the maximum output power is around 5 W. Since only a small part of the spectrum is necessary for characterizing silicon waveguides, the output is connected to a dichroic mirror which splits the spectrum at 1180 nm. The lower wavelengths are then safely redirected towards a beam dump while the longer wavelengths are coupled to a polarization-maintaining fiber.

\(^1\)This setup was designed and built by Morten Herskind as part of his M.Sc. project work [165].
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Figure 5.1: Schematic of the experimental setup. The resonators are excited by a supercontinuum light source, which is directed on the device by polarized confocal microscopy. This is indicated by the path of red line. The transmitted signal is collected from the other end of the resonator through the same objective, and then redirected into the optical spectrum analyzer via the outcoupling path which is indicated by the green line.

Light is launched into the free-space optics setup through a fiber coupler. The light from SuperK has random and elliptical polarization. After careful collimation, this beam of laser passes through a linear polarizer to change it into a linearly polarized light. Now, the polarization of the laser beam must be matched with that of the output of the polarization beamsplitter. This is done with a half-waveplate which can be optimized for maximum transmission. In other words, the half-waveplate along with the linear polarizer functions as a power controller. After optimizing the input beam for maximum power, the polarization must be further rotated by 90° to couple into the TE modes of the resonator device. The second half-wave plate performs this operation and gives us control over the modes that we want to excite. This enables experimenting with both TE- and TM- mode excitation.

Further, the light runs into two 50:50 beamsplitter. The first beamsplitter is required to direct LED light towards the sample for illumination which is further redi-
rected towards the imaging system. The second beamsplitter redirects the probed transmission signal into the outcoupling path (Fig. 5.1, green). Since the optical devices are few microns in area, this beam is further narrowed down using an objective. This objective is mounted on a linear translation stage which allows us to focus the laser beam on the surface of the sample. A series of four mirrors are placed along the path of the collimated beam. These mirrors can be optimized to ensure that the laser beam remains in the same horizontal plane throughout the setup. It is highly desirable to have a good imaging camera with high quantum efficiency and low noise for visualizing the alignment of the excitation spot. The image quality of the live feed is rather low. This is because all the optical elements in the setup are chosen for high transmission in the 1200 nm - 1700 nm range. There is not enough visible light transmitted to allow the use of a regular camera, so instead, a regular charge-coupled device (CCD) camera with a phosphorous coating is employed. The sample is illuminated with an infra-red LED, and the infra-red image is then incident on the coating which upconverts the light to visible wavelengths which can be detected by the CCD. The resolution of the CCD is low, and the coating also distorts the image slightly which is the reason for the low image quality (See Fig. 5.2).

The sample is fastened onto a chip-carrier which is directly mounted on a translation stage which can travel in x- and y-directions. The sample is directly placed orthogonal to the path of the laser beam. The range of the translating stages allows us to scan over the entire chip, which is around 2x2 mm in area. Since we are trying to probe the guided mode resonances, both excitation and collection occurs at the same time. The same objective is used to excite the transverse-electric modes at the input gratings and collect the guided resonance at the output gratings. The collected optical signal is further redirected towards the output path through a 50 : 50 beamsplitter. Two mirrors ensure that the optical signal is directed efficiently into the optical spectrum analyzer via a fiber-outcoupler.
Figure 5.2: Screenshot of the sample with reference markings. A screenshot of the live-image feed from the CCD camera showing different waveguides. The gratings are marked with a drawing tool on the computer screen, and further the laser spot is aligned with the markings to excite the waveguide modes. Appropriate labels have been made on the sample to identify all the devices.

5.2 Probe techniques

The transmission measurement approach relies on exciting and capturing reflection from an optical Fabry–Perot cavity. The excitation light is directed onto one of the grating couplers on each device using a polarizing confocal setup to ensure that only transverse-electric modes are excited. This can be achieved by fine-tuning the two alignment mirrors in the input path and making sure that laser impinges on the sample at an oblique angle. On the same lines, the two alignment mirrors in the output path can be tuned to ensure that light transmitted through the cavity is extracted from the second grating coupler. The position of the beams can be seen in the live image feed. For measuring the resonances in a W1 waveguide, this method of fine-tuning the in-out coupling path ensures optimized transmission. The objective translation stage can also be moved linearly to focus for better transmission. It requires further optimization of alignment to measure the resonances in a glide-symmetry waveguide.
The asymmetry introduced by the glide-plane in the photonic crystal changes the symmetry of the circular coupler gratings. This deformity introduced a new degree of freedom and changes the acceptance angle for the circular gratings. Along with the oblique angle, horizontal degree of freedom should also be optimized. This not only increases the coupling efficiency, but also excites the guided modes into the slow-light regime. In other words, there is a high probability to excite transverse-electric modes in both bands of the glide-symmetry waveguide if light were to be angled within this acceptance cone.

![Schematic of probing technique.](image)

**Figure 5.3: Schematic of probing technique.** (a) An illustration of the angle of incidence and collection while exciting and measuring the transmission signal in a glide-symmetry waveguide resonator. (b) A scanning electron micrograph of a distorted circular grating coupler design caused by introducing glide-plane symmetry.

After both the input and the output paths are aligned, the captured signal is characterized with an optical spectrum analyzer with a spectral resolution of 0.5 nm, which scans for a span of wavelengths and measures the optical power levels. This method is highly reproducible if the same optimization scheme is maintained for all the devices. Once the signal is optimized, a slow scan on the optical spectrum analyzer gives a high-quality data with higher resolution of 0.02 nm.
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Transmission measurements on photonic-crystal waveguides

A proper optical characterization of slow-light device structures typically requires the measurement of two quantities: optical transmission and the group index. The spectral features of these measurements provide essential information about the properties of the photonic-crystal waveguides. The following chapter is dedicated to studying and analyzing the transmission spectra of glide-symmetry waveguides. The glide-symmetry waveguides are novel and their behavior has not previously been studied, and hence it is important to benchmark their behavior against a known design.

In order to make sure that the transmission measurements of the glide-symmetry waveguides are justified, a known W1-waveguide resonator fabricated on the same chip is also probed. W1 waveguides have been studied extensively and well established [27,29,30,96,166]. This ensures that the measurements are not out of bound and also helps to identify systematic errors. The optical properties of fabricated devices can often diverge from their expected behavior in spite of having advanced simulation results and precise fabrication techniques. This mismatch can usually stem from technological challenges related to subnanometer precision or approximate computation-based simulations. Appropriate measures have been adopted to take these shifts into account. In the final section, I also explore the different regimes of transport in slow-light devices and discuss a novel method to measure the localization length.
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6.1 W1 waveguide

The W1 waveguides are conceived from a photonic-crystal slab by inserting a line disorder in the form of a row of missing holes along the propagation direction. This creates waveguide modes whose eigenfunctions are strongly localized along the defect [22]. These localized defect modes are illustrated in the dispersion diagram of the W1 waveguide in Fig. 6.1a. It can also be observed that two defect states appear in the transverse electric (TE) band-gap which exists between the normalized frequency range of $a/\lambda = 0.2304$ and $0.3226$. These defect modes are guided by the presence of photonic band-gap as long as they are well below the light line. Above the light line, these modes become very lossy and hence radiate in the out-of-plane direction contributing to intrinsic loss. These two modes can be classified as even (blue) and odd (red) depending on their mode symmetry.

![Figure 6.1: W1 photonic-crystal waveguide](image)

Figure 6.1: W1 photonic-crystal waveguide. (a) Dispersion diagram of a W1 photonic-crystal waveguide showing the different waveguide modes and regions. The blue and red curves illustrate the even and odd waveguide modes respectively. The blue mode is investigated in the main text. The area shaded in black and gray represents slab modes and radiation modes respectively. (b) The scanning electron micrograph of a fabricated W1-waveguide resonator (length, $L = 10\mu m$) illustrating the array of missing holes.

To characterize these waveguides, Fabry-Pérot resonators of different lengths were
fabricated on the same chip. Circular grating couplers were used to excite and collect modes from these resonator devices. For statistical analysis, multiple realizations of each device were fabricated and measured. A total of 60 resonator devices consisting of 12 different lengths ($L = 10 \mu m, 20 \mu m, ..., 120 \mu m$) with 5 identical copies of each device were fabricated. A scanning electron micrograph of a fabricated device is shown in Fig. 6.1b. The photonic crystal slab under investigation consists of air holes with a radius $r = 120 \text{nm}$, positioned in a hexagonal lattice with a periodic spacing of $a = 400 \text{nm}$. This gives a well-balanced $r/a$ ratio of 0.3. The band diagram for the waveguides was calculated using an open-source software package called MPB which can solve Maxwell’s equations in periodic dielectric-structures [120]. From the dispersion curve diagram Fig. 6.1a, the cutoff wavelength for the even guided mode is seen around $a/\lambda = 0.2583$.

Figs. 6.2(a-f) shows normalized raw data for devices of different lengths along with the calculated dispersion relation. Transmission measurements were performed using a supercontinuum coherent white-light source with long-pass filtering to excite the fundamental TE-mode. The wavelength was scanned from 1400 nm to 1600 nm, centered around 1500 nm for excitation. A wide span was chosen keeping in mind the large frequency range of the TE band-gap and random shifts that arise due to variations in the hole radii during fabrication. The light transmitted through the cavity is extracted from the second grating coupler and characterized with an optical spectrum analyzer with a spectral resolution of 0.5 nm. The choice of resolution was based on the signal integrity of the transmission fringes and the influence of stray standing waves arising from the silicon substrate.
Figure 6.2: Transmission measurements on W1-waveguide resonator devices. (a-e) The experimental transmission spectra for different lengths exhibit clear Fabry-Pérot resonances and a cut-off around 1520 nm in agreement with (f) the calculated dispersion relation. (g-l) The extracted group index agrees very well with theory below the cut-off. The theory curves have been shifted by 21.2 nm to compensate for fabrication uncertainties such as hole size and slab thickness.
For all lengths, the transmission exhibits two important features: fast oscillations and drop in transmission. The fast oscillations are Fabry-Pérot resonances spread over a large range of frequency. These oscillations are induced by multiple reflections at the facets of the waveguide which results in standing waves. We can also observe that only even modes are excited by the incident light source. Low transmission regions correspond to both the band-gap region and regions where even-modes do not exist. The agreement between theory and experiment is generally excellent. The theory dispersion diagram is calculated from hole radii parameters extracted from scanning electron micrograph of a fabricated device\(^1\). Here the dispersion mapping has been manually shifted to lower wavelength in order to account for discrepancies in the hole radii measured from scanning electron micrograph, nanometer scale variations in hole radii during fabrication, sidewall non-verticality, and variations in slab thickness. This offset is calculated by fitting the experimentally extracted group index with the theory.

By further analyzing the fringe pattern, the frequencies where slow-light manifests can be identified. The transmission spectra of these devices abruptly drop to zero at the cutoff of the waveguide mode. It is difficult to strictly pinpoint at the actual cut-off wavelength. In the vicinity of the cutoff wavelength, a gradual decrease in the spacing between the Fabry-Pérot fringes (\(\Delta \lambda\)) can be seen, signifying the onset of slow-light behavior. Transmission in the slow-light regime can be suppressed due to several reasons: increased light-matter interaction, the formation of localized modes, enhanced backscattering, or inefficient coupling. The resonator setup and measurement on different lengths allow us to eliminate only a few of the above causes.

Further, the oscillations are analyzed to extract the group index from resonators of all lengths. It is important to note that two transformations have been applied in the group index extraction procedure. Firstly, the calculated dispersion relation and group index have been shifted by an offset of 21.2 nm, which compensates for systematic shifts in hole radii and slab thickness. Secondly, all experimentally extracted

\(^1\)Procedure to measure the hole radii from scanning electron micrograph images is discussed in Appendix C.
group indices have been multiplied by 2. This factor likely originates from the grating couplers, which allows coupling into multiple spatial positions. This correction factor was found to be consistent for all devices. This factor is also immediately visible from the raw data in Figs. 6.2(a-e) as an anharmonic component in the Fabry-Pérot oscillations revealing that only every second oscillation is resolved. This was also confirmed by a sequential Fourier-transform analysis of the raw data [165], but since the waveguide is highly dispersive, the Fourier transformation cannot give reliable information about the points of interest close to the slow-light regime. Instead, an automatic peak-search algorithm was adopted where peak prominence and distance are used to extract the group indices. This was also confirmed by transmission measurements done on the same sample using an evanescent-coupling method [167].

The measurements were performed by an external collaborator, Guillermo Arregui, a doctoral student from Pedro David García Fernández’s group at the Catalan Institute of Nanoscience and Nanotechnology (ICN2), Barcelona. A detailed explanation about the missing peaks and group-index extraction is given in Appendix D. All results presented in this thesis have been subjected to these two transformations.

The group index profiles are extracted and plotted for the transmission of all the lengths in Fig. 6.2(g-k). It can be observed that in all the cases the group index follows a similar trend and starts at a value around $n_g = 6.5$. For shorter devices, a sharp increase in the group index value exceeding $n_g = 100$ can be seen, until the transmission is terminated close to the band-edge of the waveguide mode. However, as the length of the resonator increases, a general trend can be observed in the behaviour of $n_g$. The maximum measurable group index falls gradually from $n_g = 100$ in $20\,\mu$m to $n_g = 30$ in $100\,\mu$m, as transmission drops well before the W1-cutoff wavelength. The fluctuations in the measured group indices arise from the limited signal-to-noise ratio in particular around the slow-light maximum. This indicates that the behavior is not artificial, but a consequence of localized mode formation. In addition, minor fluctuations in the group index can be attributed to dispersion in the optical feedback of the resonator\(^2\) [168].

\(^2\)This can be strictly distinguished from the strong peaks that arise due to localized modes by using a numerical criterion.
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It is well-known that W1 waveguides exhibit a strong dispersion [27, 61] and the group index diverges. In experiment, this divergence is cut-off by the enhanced backscattering in the slow-light regime, which ultimately induces Anderson localization [95, 113, 166]. The localization length or the length over which light can propagate unhindered is a reasonable parameter to quantify this effect. There is no easy way to measure the localization length. However, we show that it can be simplified using the modified Thouless criterion for resonators [169]. This will be discussed in the final section of this chapter.

6.2 Glide-symmetry waveguides

The characterization of the glide-symmetry waveguides has been the central theme of this thesis. As explained in section 2.5, the slow-light region and the presence of a degenerate cross-over point are the main salient features of these devices that need to be investigated. The glide-symmetry waveguides and W1 waveguides were fabricated on the same chip to maintain the same process variations over the entire sample and to avoid any minor differences between different fabrication processes.

The dispersion diagram illustrating the transverse-electric modes of a glide-symmetry waveguide is shown in Fig. 6.3(a). The gray region describes the continuum of bands supported by the photonic crystal bulk, while the light gray shaded region corresponds to the light line. Similar to the W1 waveguide, it is interesting to study the waveguide modes that appear in the frequency range below the light line. The two points of main interests are (i): the degeneracy point at the Brillouin-zone edge $a/\lambda = 0.2909$ and (ii): the point of flat-band region where slow-light is observed, which appears at $a/\lambda = 0.2901$.

Similar to W1 waveguides, Fabry-Pérot resonators of different lengths were fabricated with the glide-symmetry waveguide design on the same chip. A total of 60 resonator devices consisting of 12 different lengths ($L = 10\,\mu m, 20\,\mu m, \ldots, 120\,\mu m$) with 5 identical copies of each device were fabricated. In order to reduce systematic errors and compensate for stage drifts, the setup was realigned every time before a device was measured. A scanning electron micrograph of a fabricated device is
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Figure 6.3: Glide-symmetry waveguide. (a) Dispersion relation of the glide-symmetric waveguides exhibiting two waveguide bands below the light line. The important points are highlighted as (i): the zone-edge degeneracy and (ii): the region of flat-band where slow light is observed. (b) Scanning electron micrograph of a 10 μm long glide-symmetric waveguide terminated by high-reflection grating couplers to form a resonator.

The devices were characterized using the same setup that was used for measuring the transmission in W1 waveguides. The same supercontinuum white-light source was used and the polarization setup ensures that only transverse-electric modes are excited. Coupling light to the modes present on the right side of the slow-light section has been a major challenge [165]. However, with appropriate alignment strategies (sec. 3.1.2), a full transmission over the entire bandwidth was recorded.
Fig. 6.4(a-e) and Fig. 6.5(a-e) shows normalized transmission for five nominally identical devices of two different lengths, 30 µm and 90 µm respectively. It can be observed that the transmission spectra are almost identical and highly reproducible, both in terms of transmission intensity and observation of special features. Consider the transmission measurements for a particular case of two different waveguide lengths, 30 µm and 90 µm shown in Fig. 6.4(f) and Fig. 6.5(f). For both cases, strong Fabry-Pérot oscillations are observed indicating multiple reflections at the waveguide facets. Since the glide-symmetry waveguides are not characterized by any gaps between the waveguide modes, a broadband transmission spectrum spanning over 100 nm can be seen. The dispersive properties due to the structural geometry can be observed. For 30 µm long device, on tracing the oscillations from lower to higher wavelengths, it can be seen that the Fabry-Pérot oscillations become more pronounced i.e, fringes get closer to each other signifying the onset of the slow-light regime, and eventually spreads out again at higher wavelengths. For 90 µm long device, Fabry-Pérot oscillations are observed for all the wavelengths, except for the region around the slow-light regime where the transmission drops. When light enters into the slow-light regime, the low group velocity increases the strength of interaction between light and matter leading to losses through various scattering mechanisms. Thus, propagation is halted around wavelengths 1525 nm.
Figure 6.4: Multiple measurements on an ensemble. (a-e) Transmission measurements of five different nominally identical copies of a 30 µm long glide-symmetry waveguide fabricated on the same substrate. The transmission curve is normalized to the maximum intensity. (f) Transmission zoomed around the slow-light regime for sample (a).
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Figure 6.5: Multiple measurements on an ensemble. (a-e) Transmission measurements of five different nominally identical copies of a 90 µm long glide-symmetry waveguide. (f) Transmission zoomed around the slow-light regime for sample (e) shows that it has a limited signal-to-noise ratio owing to multiple scattering events and relatively shorter localization lengths.
Consider the transmission measurements and group index extracted for different lengths of glide-symmetry waveguides shown in Fig. 6.6. For all the lengths, it is observed that the group index starts at a value of \( n_g \approx 12 \), traverses through the slow light region and drops back to a value of \( n_g \approx 14 \). The behavior of light in the slow-light regime follows a very interesting trend. For the shorter devices, the group index peaks at \( n_g = 92 \) and there is a good agreement between the measured group indices and the theoretical prediction. For longer devices, the limited signal-to-noise ratio around the group-index maximum makes it difficult to discern between losses originating from transmission or Anderson localization. Since Anderson localization in photonic-crystal waveguides depends sensitively on the group index [166], the reference experiments earlier done on conventional W1 waveguides should provide hints about suppression of light-propagation in the slow-light region. This is a unique setup that exhibits a clear picture of the delocalization-localization transition since only the size of the system is changing for a fixed disorder. To further investigate the impact of high group-index on the light transport in glide-symmetric waveguides, a new approach is conceived for estimating the localization length which will be discussed in the final section of this chapter.

We now turn our focus to the transmission spectra of a particular set of glide-symmetry devices, which showed improved coupling into both the waveguided modes. Coupling light into the glide-plane waveguide resonator devices with the circular gratings has been a challenging task [165]. The proper alignment to direct the excitation light onto the grating couplers has been a major challenge. To avoid issues with the misalignment, a systematic approach was used and the alignment of the mirror were positioned in such a way that showed significant coupling into both the branches of the glide-symmetry waveguide.
Figure 6.6: Transmission measurements on glide-symmetry waveguide resonator devices. (a-e) The experimental transmission spectra for different lengths exhibit clear Fabry-Pérot resonances in both bands in agreement with (f) the calculated dispersion relation. (g-l) The extracted group index agrees very well with theory for the shorter devices, but for longer devices, the limited signal-to-noise ratio around the group-index maximum makes it difficult to discern between different loss mechanisms. The theory curves have been shifted by 21 nm to compensate for fabrication imperfections.
This device was a 40 µm long waveguide, and the transmission signal is shown in Fig. 6.7(a). The group index extracted from the experiment shows a very good correspondence with the theory as shown in Fig. 6.7c. This transmission could be reproduced in the 5 different realizations of the same device (Appendix B, Fig. B.2) with the same alignment. However, after realigning the mirrors, this transmission could neither be reconstructed or be reproduced for any lengths.

![Figure 6.7: Test case with improved coupling.](image)

(a) A high quality transmission reading was measured on one of the several glide-symmetry waveguides measured. (b) The transmission spectrum narrowed around the slow-light region shows a noise-free high-quality Fabry-Pérot fringe pattern. This spectrum maps out a smooth group index as shown in (c): the solid red line is the experimental group index, and the dashed black line is from theory. Theory and experiment show good correspondence.
6.3 Coupling through nanobeam waveguide

The resonator setup raised a number of challenges in terms of coupling and observation of important features like the band crossing at the Brillouin zone edge. This setup also failed to characterize long devices (> 160 µm) as it was restrained by the limitations set by the field of view of the objective; and hence changes had to be made in coupling strategies. A schematic of the basic setup is shown in Fig. 6.8. The standard photonic-crystal waveguide is connected to the circular grating via a suspended access waveguide or nanobeams. The two gratings are oriented orthogonal to each other to filter out scattered light at the input grating which would otherwise impair the quality of the collected signal. Another improvement to this device was the addition of a fast section at the photonic-crystal and access-waveguide interface, which improved the coupling of light into slow-light modes (see Sec. 3.1.3).

![Figure 6.8: Waveguide circuit illustration. Image showing the circuit of the current design on a silicon-on-insulator platform. The photonic structure is fabricated as a free-standing membrane structure. The circular grating is connected to the photonic-crystal waveguide via a tethered waveguide section. The incident and collection gratings are positioned orthogonal to each other in order to suppress the collection of light from direct laser scattering.](image)
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Figure 6.9: Cut-back method. A bright-field microscopic image of the fabricated devices in the orthogonal setup. The length of the photonic-crystal waveguide varies from 200 µm to 1000 µm, whereas the net-length of the access waveguide remains unchanged.

A cut-back measurement technique is used where the length of the access waveguides are kept the same, but the lengths of the photonic-crystal waveguides are changed (Fig. 6.9). This makes it possible to measure waveguides varying from micrometer to millimeter in length. This technique has the unique ability to determine the optical transmission characteristics without introducing any errors due to inconsistent coupling conditions. Transmission through plain suspended waveguides of similar lengths were also measured for reference.

Fig. 6.10(a-b) shows the TE-mode transmission spectra of glide-symmetry waveguides (blue) for two different lengths of 25 µm and 250 µm along with the spectrum from a reference suspended waveguide (red). Comparing the spectra of glide-symmetry waveguides with the reference waveguide, it can be clearly seen that the transmission is dominated by the photonic crystal spectrum. The spectra is modulated by interference fringes that arise from small cavities formed by suspended waveguides, spurious reflections at tethers or mode mismatch at dissimilar structures. The corresponding dispersion diagram is plotted in Fig. 6.10(c) which shows a good agreement with the experiment. Here, the important spectral features ob-
served in the transmission spectrum can be clearly mapped with the features in the dispersion curve.

Figure 6.10: Transmission spectra comparison. Transmission spectra of a 25µm and a 250µm long glide-symmetry waveguide through the setup is shown in (a) and (b). A drop in transmission is observed at 1544 nm and 1549 nm for both the waveguides. For long waveguide, both cross-over point and slow-light region shows sufficient broadening. (c) The dispersion diagram has been shifted by 18.5 nm. The band-crossing and slow-light regions are located at 1544 nm and 1549 nm respectively.
For the shorter device, a narrow drop in transmission is observed at 1544 nm and 1549 nm which appear to correspond to the band-crossing feature (1544 nm) and the slow-light region (1548 nm) in the dispersion map. For the longer device, these two features are still observed at 1545 nm and 1549 nm respectively, but slightly broadened. The development of the trough coinciding with the maximum group index raises a number of questions. This is a single realization and hence not much can be inferred from these transmission dips. However, the sharp features emerging around the slow light could indicate the formation of Anderson-localized modes and this calls for further investigations.

This experiment was repeated with devices, which were on the order of few millimeters in length. The transmission spectra for 0.5 mm (blue) and 2.5 mm (red) long devices is shown in Fig. 6.11(a) along with the dispersion diagram Fig. 6.11(b). Referring to the dispersion diagram, the transmission spectrum can be distinguished into three different sections:

- 1425 nm - 1450 nm: Transmission is strongly attenuated. This is the region above the light line, where the slab modes are considered to be leaky and can no longer propagate as they suffer from radiation losses [170].
- 1450 nm - 1540 nm: Transmission remains high with significant propagation losses. These are the guided modes that propagate as Bloch waves and suffer from losses induced by nanometer-scale disorder.
- 1545 nm - 1550 nm: Transmission is strongly suppressed. It is difficult to discern among various scattering mechanisms because the transmission is very close to the noise floor and not much information is available. The work presented in the final section is motivated by the possibility to study multiple scattering in slow-light regime such as these.
Figure 6.11: Transmission spectra comparison of millimeter long devices. 
(a) Transmission spectra of 0.5 mm and a 2.5 mm long glide-symmetry photonic-crystal waveguide through access nanobeam waveguide interface. (b) The corresponding dispersion curve can be used to map different points of interest in the transmission spectra. The theory is shifted by 18.5 nm to compensate for irregularities arising from fabrication.
6. Transmission measurements on photonic-crystal waveguides

6.4 Measuring localization length and multiple scattering

Disordered systems are characterized by the formation of random localized modes by multiple scattering events. This is known as Anderson localization and was first studied for the propagation of waves in disordered metals [112]. This phenomenon can also be studied in optical systems because of the wave nature of light, and since then has opened new avenues for various applications such as random lasing and cavity quantum-electrodynamics [95,116]. Photonic crystals are not impervious to this phenomenon and have been an ideal platform for observing Anderson localization in one-dimensional waveguides. The unavoidable fabrication imperfections provide a means of disorder for light to undergo multiple scattering before coming to a standstill.

A key feature to studying this phenomenon is the localization length, $\xi$. The localized modes are characterized by electric fields whose intensity decays exponentially in space as $e^{-r/\xi}$. It is an ensemble-averaged statistical parameter, which is key to understanding the interaction strength between light and matter in strongly correlated systems.

Most of the attempts to observe Anderson localization have been limited to measuring the transmission peaks by adding artificially created disorder into an ordered system and measuring this key parameter [166,171]. However, it is quite complex and requires measuring on a number of realizations to include the randomness of localized modes, or ensemble averaging.

Here, a convenient and easy method to measure the localization length is proposed. The ratio of localization length to sample length is a critical criterion for observing Anderson localization. Depending on this ratio, three different regimes can be identified and defined as shown in Fig. 6.12. For device lengths shorter than the localization length, photons have a ballistic transport with high transmission. Close to the localization length, randomly localized cavities are formed, and some of the light will leak out. It will be possible to observe the transmission through these de-
6. Transmission measurements on photonic-crystal waveguides

Figure 6.12: Scheme to measure localization length. Different regimes of wave-propagation in a random one-dimensional medium of length \( L \) compared to the localization length \( \xi \): ballistic transmission where \( L < \xi \) (a), critical leaky-transmission \( L \approx \xi \) (b), and halted transmission \( L > \xi \) (c).

vices, and the cavities would show up as random peaks. For longer devices, modes are strongly localized since they are well within the localization regime and hence no transmission is observed.

In the above context, a simple method to measure the localization length in one-dimensional systems is derived. The dispersion in localization length is a crucial ingredient of this method [166]. It is known that for a photonic-crystal waveguide, the localization length \( \xi(\lambda) \) is proportional to the optical density of states \( \rho(\lambda) \), and scales as \( \xi \propto \rho^{-2}(\lambda) \) [91]. Furthermore, \( n_g(\lambda) \propto \rho(\lambda) \) and therefore \( \xi(\lambda) \propto n_g^{-2}(\lambda) \). Here, it can be seen that for larger group-index values, the localization length decreases, thus impairing slow-light propagating over long distances. Since all the devices are fabricated on the same sample, a uniform structural-disorder can be considered for all the samples, and hence \( \xi(\lambda) \) remains constant for each waveguide design.

The Thouless criterion is a strong criterion used to identify the occurrence of localization in an extended system [169]. Localization can be identified based on fluctuations in conductance brought about by scaling the boundary conditions [172]. The criterion distinguishing localized and non-localized modes can be defined by the Thouless number given by,

\[
\frac{\delta \lambda}{\Delta \lambda_{\text{FSR}}} > 1
\]  

(6.1)

where \( \delta \lambda \) is the half-width of the sharp peak and \( \Delta \lambda_{\text{FSR}} \) is the spacing between
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Figure 6.13: Localization length measured in W1 waveguides. (a) The maximum group index along with error bars are plotted for different lengths after ensemble averaging for W1 waveguides of lengths varying from 20 nm to 100 nm. The raw data shows a good fit with the theory. Black dashed line shows the highest possible group index that can be measured with the spatial resolution of 0.1 nm.

The modes. Using this theory, a qualitative criterion can be defined for cavities to determine if the observed transmission has localized modes or not. Before applying this criteria, transmission peaks of the cavity must be subtracted. This information is directly available in the experimentally extracted group index, where random cavities would show up as large deviations from the group index calculated for a perfect structure. A normalized deviation can be defined as,

\[
\delta(\lambda) = \frac{n_{g,\text{exp}}(\lambda) - n_{g,\text{the}}(\lambda)}{n_{g,\text{exp}}(\lambda) + n_{g,\text{the}}(\lambda)},
\]

where \(n_{g,\text{exp}}(\lambda)\) denotes the group index extracted from experiment and \(n_{g,\text{the}}(\lambda)\) is the group index calculated for an ordered structure. To apply this criterion, the deviation must be more than a chosen value \(\delta(\lambda_0) > 0.2\), where \(\lambda_0\) is the maximum wavelength at which group index behaves well, before it is disturbed by the onset of Anderson localization. The modes are localized when the sample length \(L\) almost exceeds the localization length \(\xi\) (see Fig. 6.12b). Hence the localization length can be approximated to be the same as the sample length, i.e., \(\xi(\lambda_0) = L\). By measuring \(\lambda_0\) in waveguides of different lengths, the dependence \(\xi(\lambda) \propto n_{g}^{-2}(\lambda)\) can be plotted directly.

Anderson localization is a statistical phenomenon and therefore the entire data set
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Figure 6.14: Localization length measurement for glide-symmetry waveguides. (a) The maximum group index at the cut-off wavelength is plotted for different lengths after ensemble averaging for glide-symmetry waveguides of lengths varying from 20 nm to 100 nm and show a good fit with the model. Black dashed line shows the highest possible group index that can be measured with the spatial resolution of 0.1 nm.

with five identical samples for each length and waveguide type is used to calculate the average of the maximum group index $\delta(\lambda_0)$ (see Appendix B, Fig. B.4). The result is shown in Fig. 6.13 for a W1 waveguide, where the average maximum group index $\delta(\lambda_0)$ is plotted against localization length, $\xi$. The error bars are large for the shorter lengths. This is because as the group index diverges rapidly and for shorter devices, microscopic fluctuation along the wavelength would give rise to a large deviation in the group index, resulting in a larger variance in the average values. The plot shows a good agreement with the predicted scaling of $n_g \propto \xi^{-2}$ thus confirming the validity of this model.

Further, the same method is applied to calculate the localization length in the glide-symmetry waveguides where a high group index has been measured and this is shown in Fig. 6.14. It can be observed that the glide-symmetric waveguides exhibits the same scaling as W1 waveguides. However, the localization length for larger group indices is shorter compared to W1 waveguides indicating early onset of Anderson localization, and hence more sensitive to loss channels. For these measurements, a bin-size of 0.1 nm is used, which sets an upper bound to the measurable group index, indicated by the dashed line in Figs. 6.13 and 6.14.
The main ingredients in this method are the dispersive nature of localization length, and the ability to create resonators, where light can bounce back and forth. Hence, it is also important to note that the full extent of the aforementioned method works mainly for one-dimensional systems. For disordered two- or three-dimensional systems, it is formally possible but the complications involved in measuring transmission and building resonators make it practically unfeasible.
A reliable and highly-reproducible optimized recipe to fabricate photonic-crystal waveguides on a silicon-on-insulator platform has been developed and reported. Glide-symmetry waveguides have been shown to possess interesting properties which are key towards realizing highly directional emission of photons, hence the interest in characterizing these device. Further, following an experimental investigation, a criterion is developed to qualitatively measure a key parameter, the localization length in one-dimensional disordered structures.

The mature fabrication-process and tailored optical-properties make silicon an ideal platform for high-density integration of photonic devices. A process recipe to fabricate photonic devices on silicon-on-insulator has been developed. The recipe has been optimized for the correct dimensions by following an iterative approach. Practical concerns like stitching errors and proximity effects have been understood and appropriate measures have been proposed to minimize their effects. This process recipe has been successfully employed to fabricate W1-photonic crystals, glide-symmetry photonic crystals and photonic circuits with appreciable good results.

The transmission properties of the glide-symmetry waveguide resonators have been studied and compared to the measurements of a standard W1 photonic-crystal waveguide. Over 120 resonator devices have been measured and studied to get a statistical overview of its behavior. The slow-light phenomenon has been observed and group indices over 90 have been measured in glide-symmetry waveguides, which makes them a promising candidate for slow-light technology and enhancing chiral properties of light.

The increased sensitivity of slow-light to fabrication disorder is known for a while.
It has been shown that this further develops and leads to the formation of random modes that are highly localized around the defects, thus ceasing any propagation. A key parameter to measure this localization effect is the localization length. A novel and simple method to measure the localization length has been proposed. A relation between the group index and the localization length parameter is derived, and measurements show a good agreement with the theory, hence validating the model.

**Prospects**

The high group indices observed in the glide-symmetry waveguides make them a promising candidate for studying chiral light-matter interactions at the most fundamental level. Other phenomena such as deterministic chiral light-emission and spin-orbit coupling could be conceived using the glide-symmetry design. The current setup with the combination of supercontinuum light-source and optical spectrum analyzer had some limitations in detecting much finer features. These localized modes would usually appear with a higher prominence for longer devices. Hence using a tunable laser-source to characterize this device would allow the possibility to resolve much finer features with a higher resolution. Christian Anker Rosiek has been working on a setup to use a high performance tunable laser and a photodetector to conduct experiments on the glide-symmetry waveguides. This setup can answer some questions related to the suppression of backscattering effects by glide-symmetry around the linear landscape of band-crossing. It has also been observed that coupling light into the slow light modes of glide-symmetry waveguide has been a challenging task. Christian is working on a further step towards improving the coupling interface between optical elements with large mode mismatch.

Slow-light operating over a large bandwidth is an important requirement for many applications. The dispersion of the glide-symmetry waveguides can be further engineered to realize a hockey-stick shaped band-structure, which should increase the flat band bandwidth for slow-light operations. Comparative investigations reveal that the glide-symmetric waveguides exhibit the same scaling as W1 photonic-crystal waveguides for localization lengths, but the
localization length for larger group indices is shorter in glide-symmetry waveguides. This indicates that the glide-symmetry waveguides are more lossy than W1 photonic-crystal waveguides. Studying the losses around the band-crossing feature could reveal if the glide-symmetry shows any interesting behavior suppressing backscattering events. The orbital angular momentum of light was for the first time calculated theoretically in a glide-symmetry waveguide [24]. Rigorous investigations of these waveguides can lead to the experimental observation of spin-orbit coupling at the nanoscale levels.
7. Conclusion
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Process recipe

More than 200 photonic-crystal membrane structures and circuits have been fabricated on the silicon-on-insulator (SOI) platform. The SOI wafer was manufactured by SOITEC and has a devices layer of 250 nm and buried oxide-layer of 3 µm. All the structures were fabricated at the DTU Nanolab facility in Lyngby. The process flow for fabricating these structures is described below.

1. Wafer cleaning: Acid/base fume hood
   - The Piranha solution is prepared by adding 1 part of concentrated H₂O₂ (30%) to a glass beaker containing 4 parts of concentrated H₂SO₄ (98%). The reaction is highly exothermic and hence this should be done inside the acid/base fume hood. The wafer is then placed in the beaker for 10 minutes. This removes most traces of organic type contaminants.
   - The wafer is then rinsed in DI water by gently agitating back and forth for 2 minutes, followed by another rinse in flowing DI water for 3 minutes.
   - The wafer is then transferred to the cassette of centrifugal spin dryer to get rid of excess water.
   - The temperature of the Piranha solution is allowed to settle down to 30°C before disposing it off in the sink or into the container using the aspirator.
   - The wafer is then diced into small samples of size 2 cm × 2 cm.

2. Sample pre-treatment: Solvent fume hood
   - The sample is cleaned with acetone followed by a quick rinse with IPA solution. Acetone can leave behind residue if it is not dried immediately and hence IPA is used to wash any remnants of acetone.
A. Process recipe

- The sample is then nitrogen-blow dried to remove excess water.

3. Resist spin-coating: Labspin

- The sample is mounted on the holder and using a disposable pipette (cleaned thoroughly) the resist CSAR-62 is dispensed on the sample. The parameters are shown in table A.1. It is made sure that the resist puddle covers the entire chip including the edges. The lid is closed and the correct recipe is loaded.
- After spin coating, the sample is then soft-baked at $180^\circ C$ for 60 seconds. This evaporates the solvent hardening the resist. Next, the sample is placed on the cooling plate for few seconds until it cools down.
- Utmost care has to be taken in disposing the excess resist and cleaning the inlay set of the spinner. A 4K sterile glove, apron, and protective glasses should be worn while handling the cleaning solvent (solvent 1165).

<table>
<thead>
<tr>
<th>Spin speed (rpm)</th>
<th>Acceleration (rpm)</th>
<th>Thickness (nm)</th>
<th>Duration (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>4000</td>
<td>215</td>
<td>60</td>
</tr>
<tr>
<td>2000</td>
<td>4000</td>
<td>275</td>
<td>60</td>
</tr>
<tr>
<td>1500</td>
<td>4000</td>
<td>310</td>
<td>60</td>
</tr>
</tbody>
</table>

Table A.1: CSAR-resist spin parameters

4. Pattern definition: E-beam writer JBX-9500FSZ

- A number of layout editors can be used to create the mask field of the required design and is saved in the usually readable GDSII format. At the same time, a jobdeck file (JDF) and schedule file (SDF), which specifies the various condition for writing patterns is also prepared.
- The next step is to create a pattern file that the machine understands. The exposure files are created in the machine readable format (. V30) using the BEAMER software. The following steps are performed.
  - In GDSII: Imports the GDSII file.
  - Heal: Performs logical OR operation on overlapping layers and heals them together in the output.
A. Process recipe

- Proximity effect correction (PEC): This process module performs correction for different electron scattering effects and artifacts. The electron scattering is specified using a point spread function (PSF) represented by a Gaussian approximation. The following PSF parameters are used.

<table>
<thead>
<tr>
<th>PSF parameters</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>alpha</td>
<td>0.005</td>
</tr>
<tr>
<td>eta</td>
<td>0.6</td>
</tr>
<tr>
<td>beta</td>
<td>34</td>
</tr>
</tbody>
</table>

- Out GDSII: Generate and saves the output file in the V30 format. Always select center-to-field option in order to align the origin to the center of the pattern.

- The 20 mm × 20 mm sample is mounted in the appropriate slot of a chip-carrier cassette using an additional protective set of glove, which is then loaded into the autoloader by a trained staff from DTU Nanolab.
- While the cassette is being transferred from the autoloader into the e-beam writer, the condition file (0.2na_ap3) is calibrated which generates a magazine file. Before the exposure starts, some initial calibration will be performed automatically which keeps fluctuations of current and drift in control.
- After the exposure is finished, the machine will display a message. The cassette can then be transferred into the autoloading chamber and unloaded.

5. Resist development: Dedicated fumehood

- The exposed sample is developed by immersing it completely in a beaker filled with a standard CSAR developer, AR-600-546. It is developed for 60 seconds at room temperature.
- The sample is then rinsed with IPA solution for another 60 seconds followed by quick dry using nitrogen gun.
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6. Silicon dry etch: Advanced silicon etch

- The etching is done at a temperature of 10°C, hence the first step is to set the temperature of the stage to 10°C.

- In order to ensure that the chamber is clean and free of contamination, a 10 minute preclean (O₂-clean) program is run on a dummy 4" silicon wafer. It is advisable to run this preclean procedure on a dummy wafer before every single etch process.

- The sample to be etched is then glued to a 4" carrier wafer (top-layer oxide) using a crystal bond. If the crystal bond is spread uneven, the etch rates can vary at different corners of the sample. So it has to be spread evenly to have a uniform heat transfer before the sample is glued to it.

- The carrier wafer is loaded into the etch chamber via the loading chamber. The correct etch-recipe is selected and the process is started. Since this is a an alternative cyclic process, an etching step of 5 seconds is followed by a passivation step for 3 seconds. A total of 7 cycles should be sufficient which leads to a total process time of 56 seconds. Few important parameters are listed below.

<table>
<thead>
<tr>
<th>Item</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>C₄F₈</td>
</tr>
<tr>
<td></td>
<td>SF₆</td>
</tr>
<tr>
<td>Etch cycle</td>
<td>time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>C₄F₈</td>
</tr>
<tr>
<td></td>
<td>SF₆</td>
</tr>
<tr>
<td>Passivation cycle</td>
<td>time</td>
</tr>
</tbody>
</table>

*Table A.2: Parameter settings.* The important parameters for etch and passivation cycles are shown.
7. Ashing process: Inductively coupled plasma

- A new O\textsubscript{2}-clean process should be run with the sample still inside the chamber. This is to strip off most of the remaining resist.

<table>
<thead>
<tr>
<th>Item</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>O\textsubscript{2} 200 (sccm)</td>
</tr>
<tr>
<td>Clean cycle</td>
<td>time 3 (minutes)</td>
</tr>
</tbody>
</table>

- The chamber is given a final round of O\textsubscript{2}-clean for 20 min at 20\textdegree C to make it ready for the next user.

8. Buried-oxide wet etch: Acid/base fumehood

- Sioetch is an industry-grade BHF with a wetting agent. Care has to be taken to pour this chemical into a plastic beaker placed inside a acid fumehood. The sample is then immersed into this chemical with the help of a plastic handle for a period of 35 minutes at room temperature.

- The sample is then slowly removed and rinsed in a water bath for 5 minutes. The membrane structures still run the risk of collapsing due to the surface tension of water.

- The remaining sioetch has to be drained into the sink or drained using an aspirator.

9. Sample drying: Ethanol fume dryer

- Ethanol is poured into the ethanol-vapour bath placed inside the solvent fumehood. Ethanol is heated to a temperature of 70\textdegree C when it starts to fume.

- The sample is placed inside this chamber filled with ethanol fume and the lid is closed for 20 minutes. Finally, the membrane structure is carefully taken out warm and dried.
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Ensemble measurements

It is necessary to do an ensemble measurement on hundreds of samples when discussing statistical concepts like Anderson localization [112]. Over 200 photonic devices in different configurations have been fabricated and measured in this work. To avoid systematic errors, each device has been measured after careful realignment of the mirrors in the excitation path and the objective focus. This section consists of measurements done on multiple realizations and illustrates different aspects of the transmission measurements.
B. Ensemble measurements

Figure B.1: Transmission measurement from cleaved-edge coupling.
(a-e) Transmission measurements on glide-symmetry waveguides with edge facets for different lengths of 40 µm to 80 µm.
Figure B.2: Transmission of five nominally identical glide-plane waveguide resonators (length = 40 µm) with good incoupling conditions. (a-e) Normalized raw data exhibiting clear Fabry-Pérot resonance fringes, whose period is clearly reduced around the zone-edge degeneracy, cf. (f) the dispersion relation. The insets show the same data over a 10 nm span and centered at 1522 nm. (g-l) The extracted group indices (red) show excellent agreement with theory (black).
Figure B.3: Transmission spectrum of W1 photonic-crystals. (a-d) Transmission spectrum of W1 waveguide resonators with twice the number of characteristic Fabry-Perot fringes. (e-h) The corresponding group index extracted experimentally without any correction factor.
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Figure B.4: W1 waveguides. Maximum group index for 5 different realizations of different lengths, criterion=0.2.
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- Length = 50 µm
- Length = 60 µm
- Length = 70 µm
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[Graphs and data points showing ensemble measurements for lengths of 80 µm, 90 µm, and 100 µm.]
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Length = 20 µm
Length = 30 µm
Length = 40 µm
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Figure B.5: Glide-symmetry waveguides. Maximum group index for 5 different realizations of different lengths, criterion=0.2.
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Length = 80 µm
Length = 90 µm
Length = 100 µm
C

Hole radii analysis

A MATLAB code to measure the hole dimensions by inspecting the scanning electron micrograph of a photonic-crystal structure is developed. It is assumed that fluctuation during the electron-beam lithography process are minimum and the holes are etched at a proper spacing. This spacing, or lattice constant can be considered as a known value in the code (standard scale) to measure the dimensions of different holes. The spacing between two rows of holes is not taken into account. This implies that if two rows of holes are closer to each other (pitch < \( a \)), it should not affect the measurement of the hole radii.

Figure C.1: Hole-radii analysis. (a) The scanning electron micrograph image of a standard photonic-crystal structure showing the air-hole structures. (b) The MATLAB processed image identifies the holes from other structures.
C. Hole radii analysis
Fabry-Peròt fringe analysis

Group index is an important parameter to characterize any slow-light waveguide. Hence its reliable measurement is extremely important. A number of techniques have been proposed and used to extract group index: Fourier transform interferometry\cite{173,174}, time-of-flight (ToF) method\cite{175}, and the Fabry-Peròt fringe analysis\cite{61}. Using the later method, the group index can be easily extracted from free spectral range or the spacing between adjacent peaks. This method is very easy and can also be used for highly dispersive media, where the fringe spacing changes as a function of wavelength especially at frequencies close to the cutoff wavelengths.

D.1 Peak search method

The free spectral range (FSR) is inversely proportional the the group index and hence the fringe spacing can be used to extract group indices as a function of wavelength. In terms of wavelength, the FSR is defined as,

$$\Delta\lambda_{FSR} \approx \frac{\lambda^2}{n_g L} \quad (D.1)$$

Here, $n_g$ is the group index of the propagating medium, $\lambda$ is the material wavelength, and $L$ is the optical path length of the total distance covered by light in one round trip around the cavity length $l$. For our analysis, we use a slightly modified version of Eqn. D.1. We consider subsequent peak-valley spacing instead of peak-peak spacing. This adjustment gives us a slightly better group index value with higher resolution. Hence the group index is extracted using the equation
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\[ n_g = \frac{\lambda^2}{\Delta \lambda_{FSR} 4l} \]  \hspace{1cm} (D.2)

Using the peak search option in Matlab\textsuperscript{®}, an automatic peak finding routine was constructed which identifies the peaks and valleys and measures the group index at a given wavelength.

Figure D.1: Group index extraction. Transmission spectrum in a 30\,\mu\text{m} long W1 waveguide. The different peaks (red) and valleys (green) identified by the peak-finding routine is highlighted. The calculated group index is plotted (black) at different wavelengths.

D.2 Calculating the shift parameter

The theoretically calculated group index has to be shifted by an offset value in order to compare and fit the experimentally measured group index. This compensates for the systematic shifts in hole radii and slab thickness that arises from fluctuations in fabrication process.

In order to measure the correct offset value, a routine was developed to measure the total variation in x-direction by scanning the theoretical group index around XX
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Figure D.2: Theoretical shift in group index. (a) The error computed for different offset values showing a minima at offset = 25.1 nm. (b) The theory group index (black) is shifted by 25.1 nm providing a good fit with the group index extracted from experiment (red).

the experimentally extracted value. This gives a local minima in the error plot as shown in Fig. D.2. This local minima precisely gives the offset value by which the theoretical group index has to be shifted.

D.3 Factor of 2 in group index

The waveguide modes are excited by carefully optimizing the laser beam spot over the input gratings. The collection path is also optimized at the same time. It has been observed that moving the laser spot around the input gratings would cause the spectral features to shift back and forth. This has been described in detail by Morten Herskind in his thesis [165]. It is quite clear that there are two different signals that were interfering with each and beating with their own frequencies. This appears as shoulder signal in shorter devices and becomes more apparent in longer devices.

When light enters into a cavity at a certain angle, the phase builds up after completing an optical path at each interface. Eventually, when it build up a phase of $2\pi$, standing waves are formed and resonance is observed. At the same time, when light
Figure D.3: Transmission comparison between two different alignments.

The transmission spectra of the same W1-waveguide resonator (length=30 µm) measured with two different alignments. The spectrum in red shows twice the number of peaks that is observed in blue spectrum.
Figure D.4: Transmission comparison between two different setups. The same W1-waveguide resonator of length 70 µm, is measured with two different setups. The spectrum in (a) is measured with free-space optics setup and the spectrum in (b) is measured with evanescent-coupling setup.

enters into the cavity from a different angle, it builds up phase, but is distinctly out of phase with the first signal. Depending on the amplitude of these two waves, few peaks will be partially suppressed and this is what is observed in the experiment. Since the gratings are smaller than the laser spot, the point where light is focused is not certain. Depending on the way light impinges on the grating coupler, the two signals can be in or out of phase and this is observed in few measurements as shown in Fig. D.3.

This was further confirmed by transmission measurements done on the same sample using an evanescent-coupling method by Guillermo Arregui at the Catalan Institute of Nanoscience and Nanotechnology (ICN2), Barcelona as shown in Fig. D.4b. Since the setup couples light into the waveguide section directly, there is no interference from the gratings as such. Consequently, the measured spectrum is free from destructive interferences and other spurious scattering.
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Polarization experiments

In this section, the measurement and characterization of glide-symmetry waveguides with different polarization settings is shown. The polarization test measurements were done on the resonator setup and the orthogonal setup. The photonic-crystals have been designed such that only TE-like modes are excited. Preparatory tests were performed to see if any TM-like modes could also be excited. The input polarization was controlled by a half-wave plate in the input-path, while the output signal was monitored using polarization filters.

For the resonator setup shown in Fig. E.1a, TE-modes were excited, and a TM-polarization filter was placed in the path of the output signal. Hence only TE-like signal was measured (green arrow). For Fig. E.1b, a TE-polarization filter was placed at the output path which blocks transmission of the TE-excited modes. Similarly, Fig. E.1c and d shows that some TM-modes can be excited within these waveguides as well. However, it has to be noted that the mirrors were aligned to maximise the transmission in all the cases. Hence, the angle with which we hit the circular gratings can have an effect on the type of modes that is being excited. The same procedure was also done for the glide-plane waveguide devices in the orthogonal setup (see Fig. E.2) and similar trends were observed indicating that there is no considerable TE-TM mode mixing.
Figure E.1: Different polarization configurations for resonator setup. Transmission in a glide-symmetry waveguide with different configurations of the in-out polarization can be seen. The coupler highlighted in blue shade corresponds to the point of excitation. The green and red arrows represent the TE- and TM-polarization of the measured signal.
Figure E.2: Different polarization configurations for orthogonal setup. Transmission in an orthogonal setup with different configurations of the in-out polarization can be seen. The two couplers are positioned orthogonal to each other, and the coupler highlighted in blue shade corresponds to the point of excitation. The green and red arrows represent the TE- and TM- polarization of the measured signal.