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Abstract

We review relativistic hydrodynamics and magnetohydrodynamics as effective field theories

to a first-order in the most general frame. This allows to study both frames’ linear stability

and causality by applying constraints on some of the involved transport coefficients. This

shows that a set of frames satisfies both stability and causality under certain constraints.

Furthermore, the Eckart and Landau-Lifshitz frame is commented on, and the latter is

considered in more details for magnetohydrodynamics. We find the linear system for small

perturbations and comment on the linear stability and causality criteria. This modern per-

spective gives sensible physics without introducing new degrees of freedom as were done in

the Israel-Stewart theory. The constraints for the general frame give criteria of what frames

to choose to ensure sensible relativistic theories. This can lead to a better understanding

of dissipative effects and include them in astrophysical settings, where it has been common

practice to only consider the ideal cases.
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Page 1 of 107 1. Introduction

1 Introduction

Relativistic hydrodynamics and magnetohydrodynamics (MHD) offer a toy model descrip-

tion of fluids and plasmas in many astrophysical settings: Shocks from short Gamma Ray

Burst (GRB) [1] and Neutron stars [2]. Relativistic Reaction fronts produced by white

dwarfs (WD) merging [3]. Toy models of jets propagating from pulsars and quasars [4][5].

In astrophysics, shocks are described as a non-continuous front that travels faster than the

local sound speed in the medium. They occur in the interstellar medium (ISM) and are

produced in high-energy settings such as GRB, binary merges and supernovas [6]. Due to

the shock fronts, particles in the ISM will be accelerated, and energy is released in the

form of radiation. The acceleration of particles due to shock fronts in GRB is believed

to produce relativistic bulk velocities. The current understanding of GRB is described by

a fireball model: There is an inner engine, which can be a black hole, surrounded by a

local medium. Jets can propagate due to matter being injected into the engine. This leads

to relativistic jets that create an internal shock front is known as the glow and emit low

to high gamma radiations. When the shock wave reaches the local ISM, it is called the

external shock or afterglow and emits high-energy gamma-rays and X-rays [1]. In order to

understand these mechanics, it is necessary to understand the inner engine. The propaga-

tion of jets has been studied for both pulsars and Active Galactic Nucleus (AGN). Pulsars

are fast rotating neutron stars that have jets propagating from their poles. Neutron stars

are believed to be remnants of massive stars that have undergone core collapse and are

extremely dense with a mass of ∼ 1.4 M⊙ and a radius of ∼ 10 km, making them one of the

densest objects in the Universe, and have been found to have a large angular momentum

Ω. A force-free approximation describes a model of the magnetosphere of a pulsar: Here,

the Lorentz force is assumed to be vanishing due to a screening of the electric field. The

screening occurs since electron-positron plasma is created due to the presence of a large

magnetic field B0 ∼ 108 T. The electric field occurs when the density of the plasma is

equal to or larger than the Goldreich-Julian (GJ) density ρGJ . In this model, it is assumed

that no dissipative effects are taken into account, and the plasma follows the ideal MHD
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Page 2 of 107 1. Introduction

description. Then the magnetic field lines are frozen into the plasma, and two regions of

the magnetosphere: A region of closed magnetic field lines where the plasma reaches the

GJ density and is co-rotating with the neutron star. Then, since the particles can not

travel faster than the speed of light, all magnetic field crossing a light cylinder is open. The

model of the pulsar’s magnetosphere is illustrated in figure (1a). A similar approach has

been developed by black holes surrounded by accretion disks or envelopes. These objects

are known as quasars and/or blazers, but are both believed to be AGN with jets, and the

intensity of their radio wave depends on the observation angle, which is illustrated in fig-

ure (1b). Relativistic hydrodynamics and MHD continue to be actively studied theories.

The first successful description of relativistic dissipative hydrodynamics was done by Eckart

[7], and later developed further by Landau and Lifshitz [8]. In both descriptions, stability

and causality were not satisfied, and their description led to inconsistent physics. This has

been solved by introducing extra degrees of freedom, which modifies the theory of hydro-

dynamics. This was first done in the Israel-Stewart theory [9][10]. This allows for a full

description of relativistic hydrodynamics with dissipative effects that are stable and causal.

However, introducing the new degrees of freedom makes the theory more complex. Similar

relativistic hydrodynamics have been studied from a kinetic theory, by finding moments of

the relativistic Boltzmann equation [11][12]. Hydrodynamics has recently been treated as

an effective field theory known as the Bemfica-Disconzi-Noronha-Kovtun (BDNK) theory.

This modern perspective of relativistic hydrodynamics allows defining conserved quantities

fully governed by three degrees of freedom T, µ and uµ. They can locally be taught the

temperature, chemical potential and fluid velocity at equilibrium. Simultaneously, the hy-

drodynamics equation in the BDNK theory is stable and satisfies causality. Similarly this

has recently been done for relativistic MHD in describing plasma, where the equations of

interest are governed by four degrees of freedom with the fourth field corresponding to the

magnetic fields. In both the fluids and plasmas description, the theories are both stable

and causal.
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Page 3 of 107 1. Introduction

(a) (b)

Figure 1: Left figure: Illustration of the magnetosphere of a pulsar. At the centre the

Neutron star, where the grey area’s are the closed field lines, and blue areas are the open

field lines. The dotted lines correspond to a light cylinder, and magnetic field lines crossing

these must remain open. The fine dashed lines correspond to a change in sign for the GJ

density. Right figure: An illustration of the upper half of an AGN, where the radio wave

intensity depends on the observation angle. Both figures are original from [13]

In this project, we will review the findings of the BDNK formulation/theory for both

hydrodynamics and MHD to a first-order: First, a definition of fluids will be given, and

hydrodynamics in the non-relativistic case to allow us to draw parallels with the BDNK

theory. Afterwards, the description of the BDNK theory is given, where we study the

stability and causality criteria for a general frame 1 . The same approach will be done

for MHD where first a classical description will be considered and then the corresponding

BDNK theory. Here the Alfvén and magnetosonic modes will be derived in the Landau

frame, and the results found in [14] for the general MHD frame will be presented and

commented on. For this project, we assume that the reader is familiar with special relativity.

Furthermore, we will make use of the Einstein summation convention, where we use the

standard notation in which Greek letters µ, ν etc., takes the values (0,1,2,3) and Latin letters

1The word frame in this context refer to of how one defines T, µ and uµ for hydrodynamics, and T, µ , uµ

and hµ in MHD.



Page 4 of 107 2. Physics description of fluids

i, j denote the spatial components with values (1, 2, 3), unless else is stated. Furthermore,

the metric will have a Lorentzian signature (−,+,+,+) which divides the four-dimensional

space-time into spatial coordinates and a time coordinate such that we are able to describe

three-dimensional values still. We will for most computation consider a flat background,

such that the general metric gµν = ηµν is the Minkowski metric in standard coordinates

ηµν = (−1, 1, 1, 1). Finally, we set the speed of light c = 1, in the relativistic descriptions.

2 Physics description of fluids

Hydrodynamics is a toy model that describes flows of quantities conserved under collisions

in fluids. In order to understand the underlying physics behind fluids, this section will

go through their definition and briefly consider the underlying kinetic theory, which gives

fundamental insight into hydrodynamics. For a system of N particles that can deform under

pressure and motion, i.e., a system that is not a rigid body, suppose that the N particles

can still interact through some coupling, e.g., through collisions. For a system where the

number of particles is large, it becomes an impossible task to determine the equations of

motions, and statistical physics is a more variable approach. If the system has a scale length

L, and a mean free path ℓ determining how long a particle can travel before it undergoes

collision, and satisfies
ℓ

L
≪ 1, (2.1)

then a fluid description of the system is possible [3]. Any system with a large N which is

not a rigid body and satisfies eq. (2.1) can be described as fluids, e.g., gases and liquids. A

system that satisfies the criteria for fluids will have a collection of particles with a position

xi and a velocity ui, and will be contained inside a phase volume d3xd3u. If the volume

contains a high number of particles but is small enough to ensure homogeneity, then all

the particles in that collection have the same velocity. Therefore, each phase volume can

be viewed as one point in the fluids and can be expected to follow a distribution function
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Page 5 of 107 2. Physics description of fluids

which is dependent on the position and velocity at a time t

f = f(t, xi, ui).

It is standard to refer to such a phase volume as the fluid element, and this term will be

maintained throughout this project. Without loss of generality, only mono-atomic fluids

are considered here. The number of particles in each fluid element can be determined by

fd3xd3u = f(t, xi, ui)d3xd3u.

Then, considering the change of the distribution function by an infinitesimal time dt allows

us to derive an expression of the conservation of the distribution function over time, called

the Boltzmann equation.

2.1 Boltzmann equation

Suppose first that in the fluids, no collisions occur such that all particles centred around

(xi, ui) at t, will at an infinitesimal time dt be centred around (xi + uidt, ui + aidt). The

distribution function is invariant between t and dt

f(t+ dt, xi + uidt, ui + aidt)d3x′d3u′ = f(t, xi, ui)d3xd3u,

where the prime denotes the coordinates at dt. This corresponds to a coordinates transfor-

mation

x′i = xi + uidt

u′i = ui + aidt

where ai is the acceleration due to external forces that acts on all the particles. Suppose

now that the force leading to the acceleration is independent on the velocity, then the fluid

elements under a coordinates transformation corresponds to writing d3x′d3u′ = Jd3xd3u,

where J is the Jacobian, and to a second order in dt satisfy

J(xi, uj) =

∂x′i

∂xj
∂x′i

∂uj

∂u′i

∂xj
∂u′i

∂uj

 = 1 +O(dt2),
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Page 6 of 107 2. Physics description of fluids

such that

d3x′d3u′ = d3xd3u+O(dt2).

If collisions are taken into consideration, particles at the point (xi, ui) might not move to

the point (xi + uidt, ui + aidt) and particles that were not originally contained in (xi, ui)

can enter into the point (xi + uidt, ui + aidt). Thus, a correction for collisions needs to be

taken into consideration: let Γ(f) correspond to such a collision term. Then the correction

is given by

f(t+ dt, xi + uidt, ui + aidt)d3x′d3u′ = f(t, xi, ui)d3xd3u+ Γ(f)d3xd3udt. (2.2)

Taking an expansion around dt to a first-order corresponds to writing(
f +

∂f

∂t
dt+

∂f

∂xi
∂xi

∂t
dt+

∂f

∂ui
∂ui

∂t
dt

)
d3xd3u = fd3xd3u+ Γ(f)dtd3xd3u.

Where the first term of left hand side (LHS) and the right hand side (RHS) cancels out,

and the relations then reads

∂tf + ui∂if + ai
∂f

∂ui
= Γ(f). (2.3)

This is the Boltzmann equation, and the RHS describes the collisions of the particles between

the time t and t + dt, and is known as the collisions integral [3]. In order to retrieve the

complete Boltzmann equation, an expression for the collision term needs to be derived.

Assume that all collisions are elastic and there are only collisions between two particles. In

its centre of mass during the velocity change ui and ui + aidt, with each particle having a

different velocity ui1 and ui2. The distribution function will give the number of the particles

in each respective fluid element

f1d
3u1 = f(t, xi, ui1)d

3u1 , f2d
3u2 = f(t, xi, ui2)d

3u2.

After the collisions, the particles will have the velocities u′i1 and u′i2 , and by neglecting any

inelastic collisions, the relative velocity will be conserved

uiR ≡ |ui1 − ui2| = u′R
i ≡ |u′i1 − u′2

i|.
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Page 7 of 107 2. Physics description of fluids

At the point of collision, the particles scatter through a solid angle. Defining the to-

tal cross-section σ(Ω) by taking the integral over the whole solid angle dΩ. The flux of

particles that scatters out from the volume d3u1d
3u2 of f1 into the solid angle given by

|ui1 − ui2|f1f2σ(Ω)dΩ. Dividing with d3u and integrating over the solid angle dΩ and d3u2

is given by

Γ(f1) =

ˆ ˆ
f1f2u

i
Rd

3uσ(Ω)dΩ.

The same argument holds for particles being scattered into f1, where the distribution func-

tion is dependent on the primed velocities f ′
1 = f ′(t, xi, u′i1 ), such that

Γ(f ′
1) =

ˆ ˆ
f1f2u

′i
Rd

3uσ′(Ω)dΩ.

Since the velocity is invariant under these collisions, then so is the solid angle. Subtracting

these two expressions, and writing dΩ = sin θdθdϕ, with θ, ϕ being the scattering angle and

the azimuthal angle respectively, the collision integral becomes

Γ(f) =

ˆ
d3u2

ˆ 2π

0
dϕ

ˆ π

0
sin θdθ|ui1 − ui2|(f1f2 − f ′

1f
′
2)σ(Ω). (2.4)

If the collision integral vanishes, the Boltzmann equation reduces to a differential equation

and describes how the distribution function is conserved. Before considering solutions, we

will here, without proof, describe an essential consequence of the Boltzmann equation. The

collision integral leads to the H-theorem, which states that if a system is out of equilibrium,

the collisions will bring it back to an equilibrium state. This happens when f1f2−f ′
2f2 = 0,

and the distribution function for a mono-atomic system is proportional to [3]

f ∝ exp(−u). (2.5)

Finally, the Boltzmann equation is difficult to solve due to the collision integral, but it is

sufficient to simplify the problem by considering invariant quantities under collisions.

2.2 Moment’s equation

For a mono-atomic fluid in an elastic collision, the conserved quantities are the mass m,

the momentum mui and the kinetic energy (1/2)mu2. The fluids consist of N particles. By
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Page 8 of 107 2. Physics description of fluids

averaging over the whole velocity space, the number density is given by

n =

ˆ
d3uf(t, xi, ui), (2.6)

while the average velocity vi, and the internal energy per number density ϵ as [3]

vi =
1

n

ˆ
d3vuf(t, xi, ui) (2.7a)

ϵ =
1

2n

ˆ
w2d3u, (2.7b)

where wi = ui − vi and describes random motion in the fluids. Note that the average of

wi, satisfy ⟨wi⟩ = 0 while in general ⟨w2⟩ and ⟨wiwj⟩ does not. The average velocity vi

describes the velocity flow and will be referred as the fluid velocity and describes the global

dynamic of fluids. For a static fluid, the fluid velocity vanishes, but a stationary fluid can

still have local motion denoted by ui. Thus the local velocity ui is independent of time,

while the fluid velocity is not per definition. Suppose a force acting on the particles in the

fluids is uniform, such that ⟨ai⟩ = ai, and that the force is independent of the velocity. For

mono-atomic fluids, m = ⟨m⟩, and multiplying the mass with the Boltzmann equation and

integrating over the whole velocity space gives

ˆ
d3um

(
∂tf + ui∂if + ai

∂f

∂ui

)
= ∂t

( ˆ
mfd3u

)
+ ∂i

( ˆ
uimfd3u

)
= ∂t(mn) + ∂i(mnvi) = 0,

(2.8)

where the first equality holds due to the product rule. The third term on the LHS goes to

zero since the distribution function consists of finite particles and according to eq. (2.5);

it goes towards zero when the velocity goes towards infinity. Eq.(2.8) describes the con-

servation of mass in fluids; thus, no particles are created or destroyed. With the same

assumption, the conservation of momentum becomes

ˆ
d3umui

(
∂tf + ui∂if + ai

∂f

∂ui

)
= ∂t

(ˆ
muifd3u

)
+ ∂i

(ˆ
uimuifd3u

)
−m

ˆ
aifd3u

= ∂t(mnui) + ∂j(mn⟨ujui⟩)−mnai = 0.

(2.9)
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Page 9 of 107 2. Physics description of fluids

Using the relation

⟨uiuj⟩ = ⟨(ui − vi)(uj − vj)⟩+ ⟨ui⟩vj + vi⟨uj⟩ − vivj = ⟨wiwj⟩+ vivj ,

and defining

Πij = nmvivj + P ij , with P ij = nm⟨wiwj⟩, (2.10)

simplifies eq.(2.9), and reduces to

∂t(nm) + ∂iΠ
ij = 0. (2.11)

Note that eq.(2.10) is the momentum flux tensor and describes the flux through an area

orthogonal to the i-th direction of the j-th components, which is precisely just the spatial

component of the energy-stress tensor. The term P ij is the pressure tensor and is still

dependent on the distribution function. The expression of eq. (2.11) for ai = 0 describes

the conservation of the linear momentum through the momentum flux tensor. Lastly, mul-

tiplying the Boltzmann equation with the internal energy

ˆ
d3u

1

2
mu2

(
∂tf + ui∂if + ai

∂f

∂ui

)
= ∂t

(
1

2
mu2d3u

)
+ ∂i

( ˆ
1

2
mu2d3u

)
−
ˆ

1

2
mai

∂u2

∂ui
d3u

= ∂t(mn⟨u2⟩) + ∂i(mn⟨u2ui⟩)− nmaiui,

(2.12)

and for the average brackets, the following relations holds

⟨u2⟩ = ⟨uiui⟩ = ⟨wiwi⟩+ vivi = ϵ+ v2

⟨u2vi⟩ = ⟨(w2 + v2 + 2wjvk)(w
i + vi)⟩ = ⟨w2wi⟩+ ⟨w2⟩vi + v2vi + 2⟨wjwi⟩vj .

Substituting this into eq.(2.12) and using the definition of the thermal flux [3]:

qi =
1

2
nm⟨wiw2⟩ (2.13)

and describes the flow of thermal energy. With eq.(2.7b) and the pressure tensor gives

∂t

(
mnϵ+

1

2
mnv2

)
+ ∂i

((
nmϵ+

nmv2

2

))
+ ∂iq

i + ∂i(P
ijvj)− nmaivi. (2.14)
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Page 10 of 107 2. Physics description of fluids

Similar to the momentum equation, setting ai = 0 describe the energy conservation through

the heat flux and pressure tensor. Defining now the density and the internal kinetic energy

per unit volume

ρ ≡ nm, (2.15)

ε ≡ ρϵ, (2.16)

then eq.(2.8),(2.11) and (2.14) can be written together as

∂t(ρ) + ∂i(ρv
i) = 0 (2.17a)

∂t(ρv
i) + ∂jΠ

ij = ρai (2.17b)

∂t

(
ε+

ρv2

2

)
+ ∂i

((
ε+

ρv2

2

)
vi
)

= −∂iq
i − ∂i(P

ijvj) + ρaivi. (2.17c)

These equations are known as the Boltzmann moment’s equation, and setting ai = 0

describes macroscopic quantities conserved through collisions. The thermal flux in eq.

(2.13 and the pressure tensor in eq. (2.10) are still dependent on the distribution function,

even if such a function was known to satisfy eq. (2.17) the physical implication, if any, is

not clear to us.

Nevertheless, while the exact value of the distribution function may not be obtainable, it

is possible to consider a derivation expansion, known as the Chapman-Enskog expansion.

The computation of such expansion is involved and is out of this project’s scope. Therefore,

we will only present the idea behind such an expansion and comment on the results. For an

exact computation, we refer the reader to [15]. The general idea is to introduce a variable τ

that is of the order of ℓ/L. Then by making an expansion for small τ , the Chapman-Enskog

expansion reads [15]

f = f(0) + τf(1) +O(τ2). (2.18)

The first term designates the zeroth-order approximation, and the collision integral vanishes

such that the Boltzmann equation is automatically conserved. Since the integral collision

equals zero, the H-theorem states that the Maxwell distribution satisfies the Boltzmann
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equation. For the first-order, the collision integral does not vanish and is thus only con-

served by collision invariant quantities. Furthermore, the expansion further implies that

the distribution function also is expanded in a power series of the gradient. The thermal

flux and pressure tensor satisfies [16]

P ij = P ij
(0) + P ij

(1) = pδij − ησij − ζδij∂kv
k (2.19a)

qi = −κ∂iT, (2.19b)

where δij is the Kronecker delta, and σij is the shear tensor given by

σij = η

(
∂ivj + ∂jvi −

2

3
δij∂kv

k

)
. (2.19c)

The first term in the last equality in eq. (2.19a) is the zeroth-order contribution and corre-

sponds to isotropic pressure, with P ij given only by diagonal elements. The two last terms

correspond to the first-order contribution and describes dissipation effects. The thermal

flux has no contribution in the zeroth-order, and no heat exchange occurs. The coefficients

p, η, κ and ζ are the isotropic pressure, shear viscosity, bulk viscosity, and thermal con-

ductivity, respectively. Here η, κ and ζ are transport coefficients and describe how rapidly

fluids out of equilibrium will return to their equilibrium state, and the Chapman-Enskog

expansion determines their exact value. Thus, when writing the hydrodynamic equations,

these transport coefficients can not be evaluated by hydrodynamics but must instead be

found from underlying physics theory. This will be a fundamental premise when consid-

ering the BDNK theory. Before writing the hydrodynamics equations, the implication of

thermodynamics should be considered.

2.3 Thermodynamic equilibrium

Thermodynamic quantities, such as pressure, density, internal energy etc., play a vital role

in describing fluids. For a system isolated from its environment, the first law of thermody-

namics states that the internal energy E can vary due to heat exchange, work done to the

system, and the creation/destruction of particles. The first law of thermodynamics reads

July 2022



Page 12 of 107 2. Physics description of fluids

[3]

dE = TdS − pdV + µdN, (2.20)

where T is the temperature of the system, S the entropy, p the pressure, V the volume,

µ the chemical potential and N the particle number. A thermodynamical system isolated

from its environment is said to be in equilibrium if its properties do not change. In a

system in a global thermodynamic equilibrium (GTE ), properties such as the temperature,

pressure and chemical potential are uniform throughout the system. At the same time,

the entropy, internal energy and volume depend on the system’s size, and are known as

extensive properties [17]. These properties can be made independent by dividing it by the

system’s volume or the density. Setting ε as the internal energy per unit volume, s = ρS as

the entropy per unit volume, with the specific volume V = 1/ρ. For a mono-atomic fluid

dN = 0, the first law reads

dε = ρTds+
w

ρ
dρ. (2.21)

Alternatively, with a constant R ∈ R, the internal energy satisfies

RE(S, V,N) = E(RS,RV,RN),

differentiating with respect to R and setting R = 1, leads to E = TS − pV + µN . Writing

this in unit volumes reads

ε+ p = Ts+ ρµ , dp = sdT + ρdµ , dε = Tds+ µdρ. (2.22)

The relationship between the pressure and thermodynamics variables is known as the equa-

tion of state. This dictates that the pressure is a function satisfy p = p(T, µ), and according

to the chain rule this corresponds to writing

dp(T, µ) =
∂p

∂T
dT +

∂p

∂µ
dµ =⇒ s =

∂p

∂T
, ρ =

∂p

∂µ
.

The two last relations are implied by comparing with eq. (2.22). Due to the relation of the

entropy and density, it can further be seen that [14](
∂s

∂µ

)
T

=

(
∂ρ

∂T

)
µ

. (2.23)
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The equation of state plays an essential role in describing a model of the universe: diluted

gas is usually considered, and an equation of state is chosen to describe the expansion of a

universe made up of specific types of matter [18]. Lastly, the second law of thermodynamics

states that the entropy of a closed system must increase. This corresponds to stating that

thermodynamic processes are irreversible in the direction they occur [3]. The second law

directly impacts hydrodynamics in terms of an entropy current. Nevertheless, the GTE

is not satisfied for fluids, which are not necessarily closed systems and can still interact

with their environment. The first law of thermodynamics can not be applied for fluids in

the global scheme. Instead a local thermodynamic equilibrium LTE is adopted, such that

for a system not satisfying GTE it can be made up of sub systems that locally satisfies

thermodynamic equilibrium. The fluid elements have local values of temperature, internal

energy etc., and fluids is a continuum of these local values. Therefore, the thermodynamic

quantities are dependent on a time t and its position xi in the system, and can be seen as

scalar fields of the fluids [3], satisfying the relations in eq. (2.22) as

dp(t, xi) = sdT (t, xi) + ρdµ(t, xi) , dε = Tds(t, xi) + µdρ(t, xi). (2.24)

For the variation of the entropy ds and the density dρ the chain rule applies

ds(t, xi) =
∂s

∂T
dT (t, xi) +

∂s

∂µ
dµ(t, xi) , dρ(t, xi) =

∂ρ

∂T
dT (t, xi) +

∂ρ

∂µ
dµ(t, xi). (2.25)

Later, perturbation around the thermodynamic equilibrium will be considered, and with

the definition of the scalar fields, it will be possible to define amplitudes for these pertur-

bations.

3 Non-relativistic hydrodynamics

From the discussion above, we summarise the findings and the assumption that allows to

write the hydrodynamic equations:

• Fluids have a scale length much larger than the mean free path of the particles. The

inequality in eq. (2.1) ensures that collisions occur, and according to the H-theorem,

fluids out of equilibrium will eventually return to their equilibrium state.
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• Hydrodynamics describes only conserved quantities, which are the system’s mass,

momentum and total energy, and in deriving the moment’s equation, only elastic

collisions occur.

• Hydrodynamics is described by an expansion of ℓ/L or equivalent of the gradient

∂i. The zeroth-order approximation corresponds to having a stress tensor with only

diagonal elements. The first-order approximation is a correction to the zeroth-order

and has a non-vanishing heat flux, and a pressure tensor has non-diagonal components.

The zeroth-order of hydrodynamics, are also called ideal or perfect fluids [16]. By setting

P ij = pδij and qi = 0, in the moments equation eqs. (2.17) the ideal hydrodynamics

equations become

∂tρ+ ∂i(ρv
i) = 0 (3.1a)

∂t(ρv
i) + ∂jΠ

ij
(0) = ρai (3.1b)

∂t

(
ε+

ρv2

2

)
+ ∂i

((
ε+ p+

ρv2

2

)
vi
)

= ρajvj (3.1c)

where Πij
(0) reads

Πij
(0) = pδij + ρvivj .

These equations govern the ideal hydrodynamics, where no terms contain the transport

coefficients η, ζ and κ. The first equation describes the conservation of matter, known as

the continuity equation, and states that no particles can be created or destroyed. For the

relativistic case, this corresponds to the conservation of a four-current related to the sym-

metries of the first unitary group U(1). The second and third equations are the conservation

of momentum and the total energy. For the relativistic case, this corresponds to the con-

servation of the energy-momentum tensor. Ideal hydrodynamics consists of one vector field

vi(t, xi), three scalar fields ρ(t, xi), p(t, xi) and ε(t, xi) that correspond to the local fluid

velocity, density, pressure and internal energy respectively. The eqs. (3.1) describe mono-

atomic fluids, and for n multi-component fluids, a summation is needed over the conserved

quantities, e.g., ρ =
n∑

i=1
ρn [8].

July 2022



Page 15 of 107 3. Non-relativistic hydrodynamics

Suppose now that no external force is present, then by multiplying the momentum equation

with the velocity vj , and using the continuity equation, leads to

1

2
∂t(ρv

2) +
1

2
∂i(ρv

2vi)− vj∂j(pδ
ij).

Subtracting this with eq.(3.1c), reduces the energy conservation to

∂tε+ ∂i(εv
i) + p∂iv

i = 0. (3.2)

Inserting eq.(2.21) into the eq.(3.2), and using the continuity equation gives

∂ts+ ∂i(sv
i) = 0. (3.3)

Here suµ is the entropy current, and is conserved for ideal hydrodynamics. For fluids with

constant density ρ ∈ R, they are said to be incompressible. In this case the continuity

equation implies that the fluid velocity is divergenceless.

The ideal hydrodynamics is not a realistic picture of fluids since the only dynamic occurs

due to pressure. Therefore, substituting eqs. (2.19) with the first-order correction into the

moments equation, gives

∂tρ+ ∂i(ρv
i) = 0 (3.4a)

∂t(ρv
i) + ∂jΠ

ij = ρai (3.4b)

∂t

(
ε+

ρv2

2

)
+ ∂i

((
ε+ p+

ρv2

2

)
vi
)
+ jε = ρajvj , (3.4c)

where for compactness

jε ≡ −∂i(ησ
ij)− ∂i(ζδ

ij∂kv
k)− ∂i(κ∂iT ),

and

Πij = pδij + ρvivj − η

(
∂ivj + ∂jvi −

2

3
δij∂kv

k

)
− ζδij∂kv

k.

The particles move due to collisions and small inhomogeneities in the temperature, density,

velocity, etc., which is due to the first-order correction. Thus, the first-order approximation
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gives a closer description of actual fluids. The first equality is unchanged from the zeroth-

order, and the second equality is known as the Navier-stokes equation and describes the

motion of viscous fluids [3]. The third is the heat-conduction equation which describes the

heat/energy distribution in a given fluid over time. Again, the transport coefficients η, ζ

and κ exact values can not be determined by the hydrodynamic equations but are found

from the Boltzmann equation. Determining the exact values of η, ζ and κ requires specific

assumptions, and dependent on their derivation can lead to different hydrodynamics [16].

This is explicitly seen by considering fluids with κ = 0, η ̸= 0 and ζ ̸= 0, describing viscous

fluids with no heat exchange, while κ ̸= 0 and η = ζ = 0 describe fluids with heat exchange

but no viscous effects, i.e., the pressure is isotropic. This will be expanded on further when

considering the BDNK theory.

3.1 Hydrodynamics fluctuations

Suppose a given vector field vi and two scalar fields ρ and ε satisfy the hydrodynamic

equations at an equilibrium configuration. Suppose the fields undergo small disturbances,

such that the initial flow undergoes small infinitesimal fluctuations. These small fluctuations

give rise to amplitude, e.g., the velocity vi will have the corresponding amplitude δvi.

Writing the velocity in power of the amplitude such that

vi = vi0 + δvi +O(δ2). (3.5)

The discussion in the previous section allow us to consider this expansion to a first-order for

hydrodynamics, such that only terms linear to these amplitudes are retained. Furthermore,

only linear equations will be considered, meaning that the disturbance is non-finite, while

non-linear systems consider finite amplitudes. If the amplitude vanishes, then the zeroth

power of the amplitude series in eq. (3.5) must satisfy the fluid velocity in equilibrium. Since

the fluctuations are small, then vi ≫ δvi. Suppose now that the fluids is in a 3-dimensional

space, with the coordinates xi = (x, y, z). We can analyse the small fluctuations of the

velocity field in terms of plane waves govern by wave vector ki, with a given wave number
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k =
√
kiki. Let δv

i
k(t) be the disturbance associated with the wave number k, the amplitude

δvi(t, xi) can be expanded by considering an infinite homogeneous background by

δvi(t, xi) =

ˆ ∞

−∞
dkδvik(t) exp(ik

ixi). (3.6)

This expansion is general for any amplitude and will also be valid for the perturbation of the

thermodynamic fields. Studying the hydrodynamic equations under these small fluctuations

gives rise to two modes.

3.2 Hydrodynamics modes

The small fluctuations of the relevant fields for hydrodynamics correspond to an ampli-

tude δ ∼ exp(ikixi). To see their effect on the hydrodynamic equations, suppose that the

fluid velocity vi = 0 at equilibrium, and that ρ, ε, p ∈ R. This setup is a solution to the

hydrodynamic equation. The fields out of thermal equilibrium reads

ρ = ρ+ δρ , ε = ε+ δε , δp = p+ δp , vi → δvi, (3.7)

where again, only terms linear in the perturbation will be retained. Using the equation of

state p = p(ε, ρ) for the perturbation corresponds to writing

∂iδp =

(
∂p

∂ε

)
ρ

∂iδε+

(
∂p

∂ρ

)
ε

∂iδρ.

Inserting now eq. (3.7) into the ideal hydrodynamic equations, gives

∂tδρ+ ρ∂iδv
i = 0 (3.8a)

ρ∂tδv
i +

(
∂p

∂ε

)
ρ

∂iδε+

(
∂p

∂ρ

)
ε

∂iδρ = 0 (3.8b)

∂tδε+ w∂iδv
i = 0 (3.8c)

where w = ε+p is the enthalpy. Then decompose the velocity perturbation into components

that are parallel and perpendicular with respect to the wave vector ki, and write δvi =

δvi∥+δvi⊥. Defining δvi∥ = (kikjδvj)/k
2. Taking the time derivative of eq.( 3.8b) while using
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the relation of eq. (3.8a) and (3.8c) the perturbed momentum equation becomes

ρ∂2
t δv

i +

(
w

(
∂p

∂ε

)
ρ

+ ρ

(
∂p

∂ρ

)
ε

)
∂2
i δv

i = 0.

Using now the relation of the amplitude in eq. (3.6) and defining the sound speed v2s ≡

(∂p/∂ρ)ε + (∂p/∂ε)ρ(w/ρ), gives

∂2
t δv

i + k2v2sδv
i = 0.

This satisfies the wave equation and describes a hydrodynamic mode that propagates with

the sound speed. By inserting the decomposition of the fluid velocity, then the only con-

tribution is from the longitudinal components since kiδvi⊥ = 0. The transverse velocity

component is thus time-independent, and the thermodynamic fields decouples. Therefore,

there are two modes in hydrodynamics: one that corresponds to the longitudinal velocities

called the sound modes, and the other that corresponds to the transverse velocities called

the shear modes [19]. For the sound channel the perturbation of the thermodynamic fields

are present, and are not for the shear modes. Furthermore, from eqs. (3.8), considering the

sound modes, that the following relations holds∣∣∣∣δρρ
∣∣∣∣ = ∣∣∣∣δvivs

∣∣∣∣ , ∣∣∣∣δεw
∣∣∣∣ = ∣∣∣∣δvivs

∣∣∣∣.
These relations require that the velocity perturbation must be much smaller than the sound

speed vs. Since it is required that hydrodynamics satisfies a mean free path much smaller

than the characteristic length according to eq.(2.1), which corresponds to stating that [16]

|∂iρ| ≪ |ρ/ℓ|,

and from the above relations corresponds to having |δvi| ≪ |vs|.

3.3 Linear analysis

The hydrodynamic equations satisfy the wave equation and define the sound modes for the

longitudinal velocities. While the wave equation is a solution to the hydrodynamic equa-

tions, we will introduce the idea of linear analysis, which will become important for more
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involved solutions. Since the longitudinal velocity components satisfy the wave equation,

then δvk(t) are given by

δvik(t) = δvik exp(σkt) =⇒ δvi = δvi exp(ikixi − σk) (3.9)

where σk will generally be complex. To see this explicitly, consider eqs. (3.8) written again

for convenience

∂tδρ = −ikρδvi

∂tδv
i = −i

a

ρ
kδε− i

b

ρ
kδρ

∂tε = −iwkδvi

where for compactness a = (∂p/∂ε)ρ and b = (∂p/∂ρ)ε. By defining a vector

δa = (δρ, δvi, δε)

the linear system can be expressed in terms of a matrix Mab, and written as

∂tδa = Mabδ
b, (3.10)

which is a linear differential equation that has the solution satisfying the relation eq.(3.9).

Suppose that the eigenfrequnecy of the system is given by σk such that

Mab − σI =


−σk −iρk 0

−i bρk −σk −iaρk

0 −iwk −σk

 , (3.11)

and taking the determinant of the matrix and solving for σk to find that

σk = ±i

√
bρ+ aw

ρ
k = ±ivsk = ±iω.

This corresponds to the result of the wave equation considered in the previous section.

Nevertheless, linear analysis is essential when studying fluctuations of hydrodynamics and

will be the primary approach for more complicated systems. Furthermore, note that ω = vsk
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has the unit of frequency, and thus the dispersion relation gives the eigenfrequency of the

modes. For the first-order approximation, an additional term of order O(k2) would be part

of the dispersion relation ω = ±vsk + iω2k
2. The fluctuations will be considered to be

proportional to exp(i(kixi − ωt)), and we will make use of the linear analysis in studying

dispersion relations. For relativistic hydrodynamics, many fundamental ideas of the classical

description translate directly over, which will also be the case for the BDNK theory.

4 Linear stability theory

Before realising the relativistic hydrodynamics, it is necessary to study the stability of the

system. Lets Suppose that the hydrodynamics variables are the density ρ, the internal

energy ε and the fluid velocity vi. Assuming that they satisfy the hydrodynamic equations,

such that they describe an initial flow: if this flow is disturbed by small fluctuations, will the

fluctuations grow in amplitude or slowly return to equilibrium? For the latter, the system

is stable, but if the amplitude grows such that fluids never return to their initial flow, the

system is unstable [20]. For illustrative purposes, consider a ball with a mass m. If the

ball is at the top of a hill, any disturbances will send it down the hill, and it departs from

its initial state. If the ball is at the bottom of a potential well, it will return to its initial

state under certain conditions. For example, if the disturbance is small, the ball will not

gain enough kinetic energy to leave the potential well and return to its initial state. This

example is illustrated in figure (4). Suppose the disturbance makes the ball oscillate with

a frequency ω > 0. Let x(t) be the position for the ball at a time t, such that the equation

of motion reads

∂2
t x(t) = ±ωx(t),

where the plus sign is for the stable system, and the minus is for the unstable system.

The solution for the stable case is given by x(t) = x0 exp(−iωt), while the unstable case

x(t) ∼ x0 exp(ωt) and thus grows exponential.
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Figure 2: Illustration of a ball with a mass m of a stable system in the potential well (left)

and the unstable case on top of the hill (right). Figure adapted from [21]

The case studies for the hydrodynamics case correspond to stating that the amplitudes

can grow exponentially. From the linear analysis, the eigenfrequency was given by ω, and

the amplitudes ∼ exp(ikixi− iωt). The dispersion relations have a real and imaginary part,

and thus to avoid the amplitudes to grow exponential, it is required that

Imω(k) ≤ 0, (4.1)

for the system to be stable. However, the stability requirement above is for the dispersion

relation only, and thus only ensures stability for small k. To find the stability for arbitrary

k, it is necessary to imply stability of the linear system’s determinant. This can be done

using the Routh-Hurwitz criterion, that states that for any polynomial with real coefficients

describing a closed system, the stability is determined by a Routh array or a Hurwitz matrix

[22][23]. For the Hurwitz matrix, consider any given polynomial with coefficients that are

real

f(x) ≡ a0x
4 + a1x

3 + a2x
2 + a4,

with a0 > 0, the leading minors of the Hurwitz determinant must all be positive. The
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Hurwitz Matrix are given by [23]

H(f) =


a1 a3 0 0

a0 a2 a4 0

0 a1 a3 0

0 a0 a2 a4

 .

The polynomial is then said to be stable if all the leading minors are positive, where the first

minors dictate that a1 > 0. For studying the linear stability of hydrodynamics fluctuations,

the dispersion relation must satisfy eq. (4.1), while for arbitrary k it is necessary to impose

the Routh-Hurwitz criterion.

5 Relativistic hydrodynamics

When writing hydrodynamics from now on, it will refer to relativistic hydrodynamics. Be-

fore considering the BDNK theory, we will present general concepts of velocity in a rela-

tivistic theory and briefly comment on the relativistic Boltzmann equation. The theory of

relativity describes a space-time given by a smooth manifold with a Lorentzian metric. The

line-element is given by [24]

ds2 = gµνdx
µdxν

which is then usually maximised to give the proper time dτ = −ds. Given a set of co-

ordinates xµ where µ = 0, 1, 2, 3, with its respective proper time τ allows to define the

four-velocity as [24]

uµ =
dxµ

dτ
. (5.1)

By introducing the Lorentz Factor γ = 1√
1−β2

, and using the definition of the spatial

velocity βi = dx
dt , the time and spatial components are given by u0 = γ and ui = γβi, with

the speed of light c = 1. The components of the four-velocity reads

uµ = γ(1, βi). (5.2)

The four-velocity is the fundamental degree of freedom in relativistic hydrodynamics. For

a static fluid, i.e. when there is no relative motion between the fluid elements, the spatial
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velocity vanishes. For an arbitrary smooth space-time manifold embedded with a general

metric gµν , then at any given point, a tangent space is spanned, and the space-time is

considered locally flat. That is, locally, the effects of any gravitational potential can be

neglected, and the metric can locally be given by the Minkowski metric gµν = ηµν . For

hydrodynamics settings, for small fluid elements, the metric should reduce to the Minkowski

metric ηµν . Thus locally, Einstein’s Equivalence principle is satisfied for any fluid element

[25]. The fluid velocity uµ is normalised accordingly

ηµνu
µuν = uµuµ = −1. (5.3)

The normalisation of the fluid velocity, is the first constraint for hydrodynamics, which

will be taken into account together with the constraints of the shear and sound modes.

Furthermore, the fluid velocity uµ is per definition a vector, and thus must transform

accordingly under a Lorentz-transformation on a general space-time

u′µ = Λµ
νu

ν . (5.4)

For an arbitrary space-time, the direction derivative ∂i can be generalised by introducing

the covariant derivative for any vector field, and the covariant derivative of the fluid velocity

reads [24]

∇µuν = ∂µuν − Γρ
µνuρ.

Here Γρ
µν is the Christoffel symbol and is dependent on the metric, and for a Minkowski

metric with cartesian coordinates, all the Christoffel symbols are zero. Thus, the covariant

derivative reduces to the directional derivative. The four accelerations in a general space-

time is given by

aµ = uν∇νu
µ. (5.5)

The normalisation criteria in eq.(5.3) implies that the four accelerations must be orthogonal

to the four-velocity such that uµa
ν = 0. Thus, any fluid element has a four-velocity that is

tangent to its worldlines, while the acceleration will be orthogonal to its worldlines, which

is illustrated in Figure (3).
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Figure 3: The worldlines of fluid elements with a given fluid velocity, and respective four

acceleration. Figure is adapted from [3]

The covariant derivative of the four-velocity ∇µu
ν gives rise to a two-rank tensor. It

is often useful to split such a tensor in a parallel and perpendicular direction to a given

vector, allowing us to study such properties of the directional components. First, consider

any general two-rank tensor Aµν . It is always possible to write it in terms of symmetric

and antisymmetric parts

Aµν = A(µν) +A[µν] =
1

2
(Aµν +Aνµ) +

1

2
(Aµν −Aνµ),

where (...) and [...] denote symmetric and antisymmetric over the indices, respectively.

Given the four-velocity and a generic metric gµν a projection tensor ∆µν can be defined

that projects any tensor on the hypersurface orthogonal to the four-velocity, given by [3]

∆µν = uµuν + gµν . (5.6)

July 2022



Page 25 of 107 5. Relativistic hydrodynamics

The projection tensor satisfies uµ∆
µν = 0 , ∆µν∆ρ

ν = ∆µρ and ∆ρ
ν∇µu

ν = ∇µu
ρ,

and its trace ∆µ
µ = 3. The space of the fluid is spanned by uµ and ∆µν . Any two

rank tensor dependent on the fluid velocity, can be decomposed in parts: A term that is

parallel, orthogonal and transverse to the fluid velocity, which further can be decomposed

in symmetric traceless and antisymmetric parts. The tensor ∇µuν decomposes as

∇µuν = auµuν + b∆µν + 2C(µuν) + σµν + ωµν . (5.7)

The scalars a, b are parallel and orthogonal respectively. The vector Cµ is transverse, σµν

is the symmetric traceless and ωµν is the skew-symmetric part. The scalars, vectors and

tensors are given by:

a = uλuρ∇λuρ , b =
1

3
∆λρ∇λuρ

σµν = ∆λ
µ∆

ρ
ν(∇ρuλ +∇λuρ −

2

3
gρλ∇σu

σ)

ωµν = ∆λ
µ∆

ρ
ν∇[ρuν] , Cµ = −∆ρ

µu
λ∇λuρ,

where the fraction in the relations of b is present due to the trace of the projection ten-

sor. The scalar a vanishes since the four-velocity is orthogonal to the acceleration, the

decomposition reduces to

∇µuν = ωµν + σµν + b∆µν + C(µuν), (5.8)

where ωµν is called the kinematic vorticity tensor and σµν is the shear tensor [3]. Both are

transverse to the four-velocity, and the shear tensor is traceless, and thus satisify

ωµν∆
µν = σµν∆

µν = 0.

The physical description of these quantities, can be illustrated by taken the action and

defining the vorticity four-vector ωµ = (1/2)εµναβωαβuν , where εµναβ is the levi-civita

symbol. Taking the action of the vorticity vector ωµ gives rise to a rotation around a fixed

axis, while the action of the shear tensor describe distortion of the fluid. Furthermore, the

scalar b contains ∆λρ∇λuρ = ∇λu
λ, which describes the expansion of the fluid. All three

cases is illustrated in Figure (4).

July 2022



Page 26 of 107 5. Relativistic hydrodynamics

Figure 4: Illustration of the different composition terms of ∇µuν . First figure to the left

is a reference, second the expansion where Θ = ∇λu
λ. Third rotation around the axis

intersecting the poles and lastly the shear of the sphere due to shear tensor σµν . Original

figure [3]

The introduction of the four-velocity, gives rise to a four-momentum, let m be the rest

mass of any sort of particle, then the four-momentum is given accordingly

pµ = muµ.

The time component is the energy, and the spatial component is the momentum, and are

normalised such that pµp
µ = −m2. Lastly, the four acceleration also introduce the four-force

given by

Fµ = maµ. (5.9)

The four-velocity uµ, the four-acceleration aµ, the momentum pµ and the four-force Fµ gives

all the quantities to derive a relativistic version of the Boltzmann equation. Its derivation is

more involved but similar to the classical description. The difference in the relativistic case

is that the phase space d3xd3u must now be Lorentz invariant under infinitesimal time dt.

The derivation will not be considered here, but finding the relativistic moment’s equation

gives conserved quantities similar to the classical description. The conserved quantities are

the stress-energy momentum tensor Tµν , and the four current Jµ. That is, with respect to

the covariant derivative [3]

∇µT
µν = 0 , ∇µJ

µ = 0 (5.10)
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where the four-current represents the conservation of electric charge, and the energy-

momentum tensor is the conservation of linear momentum and energy. The energy-momentum

tensor is symmetric, and the physical interpretation of the components is given by

• T 00 is the energy density

• T i0 the momentum density

• T ii the isotropic pressure

• T ij with j ̸= i is the shear stress .

The kinetic theory allows to derive expressions of the zeroth and first-order approximation

of the energy-momentum tensor and the four-current. However, the kinetic description will

not be considered, and alternatively a description of hydrodynamics as an effective field

theory (EFT).

6 BDNK-Theory

The description of hydrodynamics from the kinetic theory requires a solution to the relativis-

tic Boltzmann equation, which can be rather involved. However, describing hydrodynamics

as an EFT allows for simplification in writing out the equations governing hydrodynam-

ics. For any EFT the theory is characterised by an effective action, that in turns can be

constrained by the following points [26]

• Degrees of freedom: The system needs to be characterised by variables or fields cor-

responding to degrees of freedom for the system.

• Symmetries: Constrain on an effective action given by certain symmetries, i.e., as

a gauge, global symmetries etc., such that they correspond to constraints on the

system’s dynamics.

• Expansion: Physics phenomena act differently for a wide range of energy, length and

time scales. For example, particles in microscopic quantities do not behave similarly
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to macroscopic quantities. Thus, while an effective action may have an infinite amount

of terms, they can be collected in a power expansion, such that zeroth-order term is

collected together.

From the classical description, it was evident that the hydrodynamic equation describes

conserved quantities, that are characterised by two thermodynamics fields and one vector

field. The three points above must be satisfied to develop hydrodynamics as an EFT.

Firstly, the conservation of the energy-momentum tensor and the four-current comes from

the results of a kinetic theory. However, how do we establish these conservations from

an EFT perspective? This is done by studying the symmetries of the action and using

Noether’s theorem, which states that: For any symmetry of the Lagrangian, there is a

conserved quantity [16]. Translations, rotations and boosts give the symmetries of space-

time. First, defining the energy-momentum tensor for a material system is achieved by

considering the variation of the action S with a background of the metric gµν , then a

variation of the action with respect to the metric corresponds to writing gµν → gµν + δgµν

and the energy-momentum tensor may be written as [24]

Tµν =
2√
−g

δS

δgµν(x)
. (6.1)

From this definition since the metric gµν is symmetric over its indicies, then so is Tµν . The

general action S under a translation gives the energy-momentum tensor, that according to

the Neother theorem, is conserved. For direct proof of this, we refer to [24]. Furthermore,

let Aµ be a vector potential, then with similar argumentation for the energy-momentum

tensor, a four-current can be written by considering variation of the vector potential

Aµ → Aµ + δAµ, such that the four-current can be written as

Jµ =
1√
−g

δS

δAµ(x)
. (6.2)

This corresponds to a global U(1) symmetry [16]. Thus, since the energy-momentum tensor

emits translation symmetries, and the four-current emits a U(1) symmetry, they are both

conserved and satisfy eqs. (5.10). The equation governing hydrodynamics can be expressed
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with six fields, while they are parametrised by two thermodynamics fields and a vector

field. For this purpose, it is common practice to use µ, T and uµ which are the chemical

potential, temperature and fluid velocity. However, we note that these fields are auxiliary

fields, and when defining equilibrium for the BDNK theory, the fields can be seen as a local

fluid velocity, temperature and chemical potential [27]. Lastly, the thermodynamical fields

can be choosen to be ε, p, ρ etc., it is merely a choice and they related through the first

law of thermodynamics and the equation of state.

With this brief discussion, the first two points of forming an effective field theory has

been satisfied. Firstly the degrees of freedom are given by the fields T, µ and uµ, and

the symmetries of the action are given by the energy-momentum tensor and the four-

currents. Lastly, the expansion is a derivative expansion, according to the Chapman-Enskog

expansion, and thus the energy-momentum tensor and the four-current can be expanded as

Tµν = Tµν
(0) + Tµν

(1) , Jµ = Jµ
(0) + Jµ

(1). (6.3)

The zeroth-order is in the power of O(1) and the first-order approximation is in the power

of O(∂). As final note for this section, the four-current will be considered to be the charge

density, such that parity symmetry is satisfied. Lastly, the symmetries of the boost and

rotation, are not necessary taken into account, but their symmetries are satisfied by the

3-rank tensor Mµνλ = xµTµλ − xνTµλ, which is also conserved [16]. Thus there are more

conserved quantities that could be taken into account. However, the hydrodynamic equa-

tions in eq. (5.10) are dependent on six variables and its linear system is solvable, and thus

the last symmetries is not considered in this project.

6.1 General Frame for hydrodynamics

The definition of the energy-momentum tensor dictates the values of the different compo-

nents. The time-time component give the energy density, while the diagonal elements are

the pressure. From the classical description, the zeroth-order correspond to having isotropic

pressure. Therefore, decomposing the energy-momentum tensor Tµν and current vector Jµ

similar to the decomposition of the fluid velocity in eq. (5.7). The general tensor and vector
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can be decomposed into terms containing constitution relations, which can be thought of

as a relation between the physical values, such as the internal energy, pressure and the

current density contained in the four-current. Thus, for a comoving frame uµ = (1, 0, 0, 0)

let us define E as the components of T 00, P for T ii, qµ for T 0i and tµν for T ij , while for

the four-current N for J0, and jµ for J i. Furthermore, from eq. (6.3) and according to the

Chapman-Enskog expansion, it corresponds to writing these constitution scalars, vectors

and tensor as

E = E(0) + εE(1) = ε+ δε

P = P(0) + πP(1) = p+ δπ

N = N(0) + τN(1) = ρ+ δτ

qµ = qµ(0) + rqµ(1) = qµ(1)

jµ = jµ(0) + ljµ(0) = jµ(1)

tµν = tµν(0) + ηtµν(1) = tµν(1).

The vectors and tensor does not contribute to the zeroth-order approximation, since the

energy-momentum tensor is expected only to have diagonal elements, and the four-current

equals the current density. The variables ε, π, τ, l, r and η are the dummy variables, which

now can be considered transport coefficients and have been integrated into the first-order

term. It is convenient to write up the zeroth-order and first order of the conserved quantities

separately. Thus, the zeroth-order decomposition gives

Tµν
(0) = (ε+ p)uµuν + pgµν (6.4a)

Jµ
(0) = ρuµ, (6.4b)

and the first-order are given by

Tµν
(1) = δεuµuν + δπ∆µν + qµuν + qνuµ + tµν (6.5a)

Jµ
(1) = δτuµ + jµ. (6.5b)

Note that only at equilibrium can ε and p be taught of as the local energy and the

pressure, while out of equilibrium they are auxiliary parameters. It is necessary to chose
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an equilibrium configuration, which is considered in the next section. Nevertheless, the

constitution relation are given by

δε = uµuνT
µν
(1) , δπ =

1

3
∆µνT

µν
(1) , qµ = −∆µ

νuρT
νρ

tµν =
1

2

(
∆ν

λ∆
ν
ρ +∆ν

λ∆
ν
ρ −

2

3
∆µν∆λρ

)
T λρ

δτ = −uµJ
µ
(1) , jµ = ∆µ

ρJ
ρ.

(6.6)

The fraction in the relation of δπ comes from the trace of the projection tensor. For

the zeroth-order the scalars follow same definition, by replacing Tµν
(1) with Tµν

(0) . The first-

order approximation is of an order of O(∂), and its constitution relation can be written in

terms of the derivation of the field that parameterise them, i.e. T , µ and uµ. Thus, for the

constitution relations, the scalars can be written in terms of the scalar fields uµ∇µT , u
µ∇µµ

and ∇µu
µ, and for the vectors ∆µν∇µT , ∆

µν∇µµ and uµ∇µu
ν . For the tensor tµν can be

written up in terms of the shear tensor σµν defined in eq. (5.7). Note that the derivation

terms that define the constitution relation are merely a choice, and it is common to write

the term of ∇µ(µ) as ∇µ(µ/T ) [28]. The constitution relations in a general expansion then

read

δε = ε1
1

T
uλ∇λT + ε2∇λu

λ + ε3u
λ∇λ

(
µ

T

)
δπ = π1

1

T
uλ∇λT + π2∇λu

λ + π3u
λ∇λ

(
µ

T

)
δτ = τ1

1

T
uλ∇λT + τ2∇λu

λ + τ3u
λ∇λ

(
µ

T

)
qµ = r1u

λ∇λu
µ +

r2
T
∆µλ∇λT + r3∆

µλ

(
µ

T

)
jµ = l1u

λ∇λu
µ +

l2
T
∆µλ∇λT + l3∆

µλ∇λ

(
µ

T

)
tµν = −ησµν .

(6.7)

The minus sign in tµν is merely a choice and will be shown later to state that η > 0.

Nevertheless, the constitution relations have sixteen transport coefficients: εi, πi, τi, ri, li

and η. However, since T , µ and uµ are auxiliary parameters and out of equilibrium they
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have no microscopic definition. In order to understand this, a definition of what is meant

with equilibrium is considered in the following section.

6.2 Equilibrium constraints

From non-relativistic hydrodynamics, equilibrium corresponds to values of the thermody-

namics fields and fluid velocity that satisfy the conservation equations. Describing hydrody-

namics as an EFT should also reflect on this definition, such that specific values for the fields

T , µ and uµ satisfy the conservation equation in eqs. (5.10). The equilibrium configuration

for the BDNK theory is also a choice, and it is conventional to choose a time-independent

equilibrium. This corresponds to having a time-like vector Kµ corresponding to a killing

vector [29]-[30]. For Kµ to be a killing vector, it must satisfy the killing equation such that

[31]

LKgµν = 0, (6.8)

where L is the lie-derivative. Moreover, it states the direction of the symmetries of the space-

time. The killing equation implies that the general metric is time-independent ∂tgµν = 0.

Studies of such an equilibrium configuration have been done in [29] - [30], and show that the

first-order approximation must vanish. For a time-like killing vector, the energy-momentum

tensor is still invariant under translation, and is Lie dragged along K, which corresponds

to writing

LKTµν = 0.

For this to be satisfied LK must vanish for the thermodynamic variables. Suppose that T0,

µ0 and uµ0 satisfy a time-independent equilibrium; then according to the killing equation, it

corresponds to writing [28]

uµ∇µT = uµ∇µµ = 0 , Tuµ∇µu
ρ +∆ρν∇νT = 0

T∆µν∇ν

(
µ

T

)
= 0 , ∇µu

µ = 0 , σµν = 0.
(6.9)

By inserting the eqs. (6.9) into the first order constitution relations eqs. (6.7) the first

order should vanish. The constitution relations of the first-order does not contribute, and
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all goes to zero, except for the vectors, which states

qµ = r1u
λ∇λu

µ +
r2
T
∆µλ∇λT

jµ = l1u
λ∇λu

µ +
l2
T
∆µλ∇λT.

However, at this equilibrium they must be equal to zero and comparing with eqs. (6.9)

it vanishes if r1 = r2 and l1 = l2. The zeroth-order approximation gives the equilibrium

solution according to eqs. (6.4), that ε and p can be seen as the local internal energy and the

local pressure, respectively, and thus satisfy eqs. (2.22). The zeroth-order approximation is

conserved and leads to some interesting consequences. For classical hydrodynamics, it was

found that the internal energy, mass and momentum are all conserved. The conservation of

the energy-momentum tensor contracted with the fluid velocity uµ leads to a conservation

of the energy density, while contracted along the projection tensor is the conservation of

the momentum. The four-current govern the conservation of the charge density, and the

ideal hydrodynamics satisfy

∇µJ
µ
(0) = uµ∇µρ+ ρ∇µu

µ = 0 (6.10a)

∆ρ
ν∇µT

µν
(0) = (ε+ p)uµ∆ρ

ν∇µu
ν +∆µρ∇µp = 0 (6.10b)

−uν∇µT
µ
(0) = uµ∇µ(ε) + (ε+ p)∇µu

µ = 0, (6.10c)

where it has been used that uµu
µ = −1, ∆µνuν = 0 and ∆ρ

ν∆
µν = ∆ρµ, and it is

understood that ε, p, ρ > 0. Furthermore, substituting the relations of eq.(2.22) into the

energy conservation and using the conservation of the charge density gives

∇µ(ϵu
µ) + p∇µ(u

µ) = T∇µ(su
µ) + µ(uµ∇µρ+ ρ∇µu

µ) = 0

=⇒ ∇µ(su
µ) = 0.

(6.11)

This states that the entropy is conserved along the fluid velocity and defines an entropy

current Sµ = suµ that is conserved for ideal fluids. Note that for hydrodynamics to a

first-order, the entropy current is no longer conserved, and must follow the second law of

thermodynamics, by imposing that ∇µS
µ must increase [16]. As final notes for this section,
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outside of equilibrium, the auxiliary parameters T , µ and uµ no longer have a microscopic

definition and thus can be seen just as two scalar fields and a vector field, respectively. Thus,

in equilibrium, the thermodynamic relations in eqs.(2.22) are satisfied automatically, while

at a first order correction they are not. However, corresponding relations have been found

to a higher-order but does no longer represent local thermodynamics relations [29]-[30]. As

a consequence, out of equilibrium the value of the auxiliary fields can be chosen freely, as

long as they agree in equilibrium. In the following section, this corresponds to transforming

T, µ and uµ. Where in choosing this equilibrium configuration corresponds to a choice of

frame where the zeroth-order constitution relations are the local temperature T , chemical

potential µ and fluid velocity uµ. This corresponds to the discussion of LTE in the classical

description. Studying the field transformation, implies that not all the transport coefficients

in eqs.(6.7) are genuine since we will see they are not invariant under such transformation.

6.3 Field transformation

The thermodynamics scalar fields at the equilibrium are the temperature T and the chemical

potential µ. However, outside of equilibrium, the fields have no microscopic definition, and

the small perturbation of the fields does not define any microscopic quantity. It is thus

always possible to redefine the fields as long as they agree in equilibrium. By introducing

small perturbations δT, δµ and δuµ that is in order of O(∂). The fields transform as

T → T + δT , µ → µ+ δµ , uµ → uµ + δuµ. (6.12)

To ensure that the normalisation in eq. (5.3) is satisfied for any perturbation consider

uµuµ = (uµ + δuµ)(uµ + δuµ) = uµu
µ + uµδuµ + uµδu

µ + δuµδu
µ,

the last term is of higher-order and can be neglected, while the second and third term must

satisfy

uµδu
µ = 0, (6.13)

to ensure uµuµ = −1. This is not guaranteed to be satisfied at higher-order hydrodynamics,

but is satisfied at first-order [28]. These fields’ transformations correspond to transforming

July 2022



Page 35 of 107 6. BDNK-Theory

the energy-momentum tensor and four-current as

Tµν → Tµν
(0) + δTµν

(0) + Tµν
(1) + δTµν

(1) , Jµ → Jµ
(0) + δJµ

(0) + Jµ
(1) + δJµ

(1).

The terms δTµν
(1) and δJµ

(1) is of second-order, and thus neglected under these transformations

since only first-order terms are of interest. Since any higher-orders can be neglected then

it corresponds to stating that

δuµδT
µν
(0) = 0 , δuµT

µν
(1) = 0 , uµδJ

µ
(0) = 0 , δuµJ

µ
(1) = 0

and due to eq. (6.13) then

δuµT
µν
(0) = δuν((ε+ p)uµuν + pgµν) = pδuν .

Transforming the constitution relations in eqs. (6.7), for E ′ transform as

E ′ = u′µu
′
νT

′µν

= (uµ + δuµ)(uν + δuν)(T
µν + δTµν

(0))

= (uµuν + uµδuν + uνδuµ + δuµδuµ)(T
µν + δTµν

(0))

= E + (uµδuν + uνδuµ)T
µν
(0)

= E + p(uµδu
µ + uνδu

ν)

= E .

The energy-momentum tensor and the four-current are invariant under these transforma-

tions. To ensure this, it is enough to impose that the remaining constitution relations

transform as

P ′ = P , N ′ = N , tµ
′ν′ = tµν (6.14a)

qµ
′
= qµ − (ε+ p)δuµ , jµ

′
= jµ − ρδuµ. (6.14b)

Their transformation are written out explicitly in Appendix A. From the definition of the

constitution relations of the scalars, the following relations hold

ε′ + δε′ = ε+ δε

p′ + δπ′ = p+ δπ

ρ′ + δτ ′ = ρ+ δτ,
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using now that ε = ε(T, µ) with the relations in eq. (2.22), the constitution scalars satisfy

δε′ = ε+ δε− ε′ = δε−
(
∂ε

∂T

)
µ

δT −
(
∂ε

∂µ

)
T

δµ

δπ′ = p+ δπ − p′ = δπ −
(
∂p

∂T

)
µ

δT −
(
∂p

∂µ

)
T

δµ

δτ ′ = ρ+ δτ − ρ′ = δπ −
(
∂ρ

∂T

)
µ

δT −
(
∂ρ

∂µ

)
T

δµ.

(6.15)

The perturbation of the fields is of first-order. Therefore, they can be written generally as

an expansion as done for the constitution relations. Defining ai, bi and ci that are function

of T, µ, the perturbation can be written as

δT = a1
1

T
uµ∇µT + a2∇µu

µ + a3u
µ∇µ

(
µ

T

)
δµ = b1

1

T
uµ∇µT + b2∇µu

µ + b3u
µ∇µ

(
µ

T

)
δuµ = c1u

ν∇νu
µ +

c2
T
∆µν∇νT + c3∆

µν∇µ

(
µ

T

)
.

This is similar to

δε′ = δε−
(
∂ε

∂T

)
µ

δT −
(
∂ε

∂µ

)
T

δµ

= ε′1
1

T
uµ∇µT + ε′2∇µu

µ + ε′3u
µ∇µ

(
µ

T

)
.

For δϵ′ in eqs. (6.15) corresponds to writing

ε′i = εi −
(
∂ε

∂T

)
µ

ai −
(
∂ε

∂µ

)
T

bi,

and thus the transformation of the constitution relations correspond to transforming the

transport coefficient as

δε → δε′ =⇒ ε′i → εi −
(
∂ε

∂T

)
µ

ai −
(
∂ε

∂µ

)
T

bi (6.16a)

δπ → δπ′ =⇒ π′
i → πi −

(
∂p

∂T

)
µ

ai −
(
∂p

∂µ

)
T

bi (6.16b)

δτ → δτ ′ =⇒ τ ′i → τi −
(
∂ρ

∂T

)
µ

ai −
(
∂ρ

∂µ

)
T

bi. (6.16c)
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For the constitution vector qµ, we can write

q′µ = qµ − (ε+ p)δuµ

= (r1 − (ε+ p)c1)u
ν∇νu

µ + (r2 − (ε+ p)c2)
1

T
∆µν∇νT + (r3 − (ε+ p)c3)∆

µν∇µ

(
µ

T

)
,

and similar for jµ. Thus the transport coefficient related to the constitution vectors trans-

form as

r′i → ri − (ε+ p)ci

li → li − ρci.
(6.16d)

The constitution tensor transforms as

tµν → t′µν =⇒ η → η. (6.16e)

The transport coefficient η is invariant under these transformations, but εi, πi, τi, ri and li

are not. For the transport coefficients to be genuine they must be invariant under such field

transformation in order for the physics to remain the same. A combination of the none

genuine transport coefficients are invariant, consider(
∂p

∂ε

)
ρ

ε′i =

(
∂p

∂ε

)
ρ

(
εi −

(
∂ε

∂T

)
µ

ai −
(
∂ε

∂µ

)
T

bi

)
(
∂p

∂ρ

)
ρ

τ ′i =

(
∂p

∂ρ

)
ρ

(
τi −

(
∂ρ

∂T

)
µ

ai −
(
∂ρ

∂µ

)
T

bi

)
,

and using eq. (2.22) we find that

−
((

∂p

∂ε

)
ρ

(
∂ε

∂T

)
µ

+

(
∂p

∂ρ

)
ε

(
∂p

∂T

)
µ

)
ai = −sai

−
((

∂p

∂ε

)
ρ

(
∂ε

∂µ

)
T

+

(
∂p

∂ρ

)
ε

(
∂p

∂T

)
µ

)
bi = −ρbi(

∂p

∂T

)
µ

ai = sai ,

(
∂p

∂µ

)
T

bi = ρbi.

Then there are three genuine transport coefficients that are given by η and by the following

relations

fi = πi −
(
∂p

∂ε

)
ρ

εi −
(
∂p

∂ρ

)
ε

τi , ℓi = li −
ρ

ε+ p
ri, (6.17)
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and from the constraints of equilibrium configuration it implies that ℓ1 = ℓ2. The two

relations in eq. (6.17) are written explicitly in Appendix B. The discussion above shows

that it is possible to choose T , µ and uµ arbitrarily by the transformation of the transport

coefficient by choosing a value for ai, bi and ci. Such a choice is referred to as choosing a

hydrodynamics frame [16]. By choosing values for ai, bi and ci, new differential equations

will govern hydrodynamics, and can lead to instabilities that are not present in the general

frame. To clarify the consequences of such a choice, the well studied frames, Eckart and

Landau frame will be considered in the following section.

7 Landau and Eckart frame

Eckart achieved the first formulation of first-order hydrodynamics by assuming that the

four-current did not contribute at a first-order hydrodynamics [7]. Landau and Lifshits

later revised this description to allow hydrodynamics with a first-order four-current [8]. In

both cases, hydrodynamics was parameterised by two thermodynamics fields and the fluid

velocity. However, the Eckart frame and the Landau-Lifshitz (Landau) frame are unstable.

It was then proposed to add extra fields to ensure both stability and causality are satisfied

by the Israel-Stewart formulation [3]. This gives the two frames extra degrees of freedom,

and the description of hydrodynamics becomes more involved. The previous section showed

that the auxiliary parameters under transformation lead to a new frame. Thus, the Landau

and Eckart frames can be derived from the general frame.

7.1 Landau frame in hydrodynamics

Suppose that the energy flux does not contribute in the rest frame at the first-order approx-

imation, from the definition of the energy-momentum tensor that corresponds to stating

that T 0i
(1) is equal to zero, and the time component for the four-current, likewise, vanishes.

The criteria for the Landau frame is thus given by [3]

uµT
µν
(1) = 0 , uµJ

µ
(1) = 0. (7.1)
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A frame can always be chosen such that the Landau conditions are satisfied. From eqs.(6.16)

it corresponds to choosing ai, bi and ci appropriately such that δε = δτ = qµ = 0. This can

be achieved by setting εi = πi = ri = ai = bi = ci = 0, or by using eqs.(6.16) and choosing

ai =
εi
α

− ξ(τiα− εiχ)

α(λα− χξ)

bi =
τiα− ϵiχ

λα− χξ

ci =
ri

ε+ p
,

where

α ≡
(
∂ε

∂T

)
µ

, ξ ≡
(
∂ε

∂µ

)
T

, χ ≡
(
∂ρ

∂T

)
µ

, λ ≡
(
∂ρ

∂µ

)
T

.

Then the invariant transport coefficients are given by fi = πi, ℓi = li and η = η. The

energy-momentum tensor and four-current, reduce to

Tµν = (ε+ p)uµuν + pgµν +

(
f1
T
uµ∇µT + f2∇λu

λ + f3u
λ∇λ

(
µ

T

))
∆µν − ησµν

Jµ = ρuµ + l1u
λ∇λu

µ +
l2
T
∆µλ∇λT + l3∆

µλ∇λ

(
µ

T

)
.

For the landau frame the sixteen transport coefficients reduces to six, namely f1,2,3, ℓ1,2,3

and η, where ℓ1 = ℓ2. The Landau frame can be simplified further by evaluating the

energy-momentum tensor and the four-current in the hydrodynamic equations at equilib-

rium. The energy-momentum tensor and the four-current can be evaluated on-shell, by

imposing the zeroth-order approximation is equal to zero in eqs.(6.10). This gives two on-

shell relations for the scalars uµ∇µT, u
µ∇µµ and ∇µu

µ, and one on-shell relation of the

vectors uµ∇µu
ν ,∆µν∇νT and ∆µν∇νT . Solving for uµ∇µµ, u

µ∇µT and uµ∇µu
ν in eqs.

(6.10) gives the following relations

uµ∇µµ =
−s ∂s

∂µ + ρ ∂s
∂T(

∂s
∂µ

)2 − ∂s
∂T

∂ρ
∂µ

∇µu
µ

uµ∇µT =
−ρ ∂s

∂µ + s ∂ρ
∂µ(

∂s
∂µ

)2 − ∂s
∂T

∂ρ
∂µ

∇µu
µ

uµ∇µu
ν = − 1

Ts+ µρ
(s∇µT + ρ∇µµ).

(7.2)
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Inserting these relations into the energy-momentum tensor and four-current for the Landau

frame, they reduce to

Tµν = (ε+ p)uµuν − ζ∇λu
λ∆µν − ησµν

Jµ = ρuµ + χT∆
µν∇νT − Tσ∆µν∇ν

(
µ

T

)
,

(7.3)

where ζ, χT and σ are given by

ζ = −f2 +
1

∂s
∂T

∂ρ
∂µ −

(
∂s
∂µ

)2((s ∂ρ∂µ − ρ
∂s

∂µ

)
f1 +

(
ρ
∂s

∂T
− s

∂s

∂µ
+

µ

T

(
ρ
∂s

∂µ
− s

∂ρ

∂µ

))
f3

)
σ =

ρ

Ts+ µρ
ℓ1 −

1

T
ℓ3

χT =
1

T
(ℓ2 − ℓ1)

where ζ and σ are the Bulk viscosity and the charge conductivity, and the transport coeffi-

cient χT becomes zero, due to the constraints from equilibrium. Thus by choosing a frame

such that δε = δτ = qµ = 0 and with χT = 0 leaves three transport coefficients η, ζ and σ.

By setting χT = 0, the same frame proposed by Landau and Lifshitz is achieved [8].

The general frame is a collection of frames according to the transformation of the transport

coefficients. The same applies to the Landau frame: Firstly, using the on-shell constraints

to eliminate the scalar fields uµ∇µT , u
µ∇µ(µ/T ) and the vector field uµ∇µu

ν leads to one

frame that is evaluated in hydrodynamics. If instead we chose to retain uµ∇µT , would have

lead to a different hydrodynamics frame, and would in return impose different physics, and

different stability criteria. The problem is that the choice becomes rather arbitrary, and

there are no constraints to dictate a ”correct way” to eliminate fields.

7.2 Eckart frame in hydrodynamics

To emphasise that transformation of the transport coefficient leads to different hydrody-

namics. While generally focusing on the Landau and the general frame in the rest of the

project, the Eckart frame will briefly be introduced here. Suppose that the first-order the

four-current vanishes. This corresponds to state that there is no charge flow [3]. From the
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definition of the energy-momentum tensor and the four-current, stating that the charge flow

vanishes in the rest frame corresponds to writing

uµuνT
µν
(1) = 0 , Jµ

(1) = 0. (7.4)

This corresponds to setting δε = δτ = 0 and jν = 0, which can be achieved by setting

εi = τi = li = ai = bi = ci = 0, or by choosing

ai =
εi
α

− β(τiα− εiχ)

α(λα− χβ)

bi =
τiα− ϵiχ

λα− χβ

ci =
li
ρ
.

Then the invariant quantities becomes ℓi = − ρ
ε+pri and fi = πi. The energy-momentum

tensor and the four-current to a first-order reads

Tµν = (ε+ p) + pgµν + δπ∆µν + 2q(µuν) − ησµν

Jµ = ρuµ

where

qµ = −ε+ p

ρ

(
ℓ1u

λ∇λu
µ +

ℓ2
T
∆µλ∇λT + ℓ3∆

µλ∇λ

(
µ

T

))
δπ =

f1
T
uλ∇λT + f2∇λu

λ + f3u
λ∇λ

(
µ

T

)
.

Similar to the Landau frame the on-shell relations can be imposed, retaining on the scalar

field ∇µu
µ leads to the same δπ = −ζ∇µu

µ as for the Landau frame. However, solving for

∆µλ∇λ(µ/T ) or u
λ∇λu

µ respectively gives [28]

qµ = −κ

(
Tuλ∇λu

µ +∆µλ∇λT

)
+ χT∆

µλ∇λT

qµ =
ε+ p

ρ
σT∆µλ∇λ(µ/T )−

ε+ p

ρ
χT∆

µλ∇λT

Where σ and χT is given by the relation found for the Landau-frame, while

κ ≡ (ε+ p)2σ/(ρ2T )
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Thus, imposing the on-shell relation, different hydrodynamic frames are manifested. That

each have different instabilities, note that choosing to eliminate ∆µλ∇λ(µ/T ) and recalling

that ℓ1 = ℓ2, the Newtonian limit can be taken to give the classical description of the

first-order hydrodynamics [16][3]. Nevertheless, in the discussion of Landau and Eckart’s

frames can be arbitrarily chosen, but it is not guaranteed that they will lead to sensible

physics, i.e. stable frames. From the discussion of hydrodynamics as a field theory, it seems

more sensible that frames should be chosen from constraints in the general frame, such that

stability and causality are guaranteed. Lastly, the Landau frame can also be derived from a

kinetic theory and possibly the Eckart frame. However, this has recently been achieved for

the general frame, where the effective field theory description are taken into account; such

derivation can be found in [32].

8 Covariant entropy current

Thermodynamics plays a vital role in hydrodynamics, which is evident from the constraints

in equilibrium and the hydrodynamic equations themselves. Therefore, it is useful also to

consider the second law of thermodynamics, stating that the entropy for a closed system will

always increase. For the ideal hydrodynamics, it was found that the entropy is conserved

in the form of an entropy current ∇µ(su
µ). Which corresponds to writing

uνT
µν
(0) + µJµ

(0) = −T∇µ(su
µ), (8.1)

according with eq.(6.10). The entropy current to a first-order can be written as

Sµ = Sµ
(0) + Sµ

(1),

with the second term being the correction term. From eq. (8.1) it corresponds to writing

Sµ = suµ − 1

T
uνT

µν
(1) −

µ

T
Jµ
(1). (8.2)

The above expression is known as the canonical entropy and has been considered in [28] and

studied in more detail in [33]. It is also a full covariant version of the relation Ts = p+ε−µρ

July 2022



Page 43 of 107 8. Covariant entropy current

[16]. For simplicity, consider the case of uncharged fluids, such that µ = 0 and Jµ = 0. The

entropy then reduces to

Sµ = suµ − 1

T
uνT

µν
(1) . (8.3)

Taking the derivative of the entropy fully, that is including all order of derivative such that

∇µS
µ = ∇µ(su

µ)− 1

T
uν∇µT

µν
(1) − Tµν

(1)∇µ

(
uµ

1

T

)
. (8.4)

The energy-momentum tensor is conserved, which implies a relation between the zeroth and

first-order, which for uncharged fluids corresponds to writing ∇µ(su
µ) = (1/T )uν∇µT

µν
(1) .

Using this relation, the derivative of the entropy current reads

∇µS
µ = −Tµν

(1)∇µ

(
uν

1

T

)
. (8.5)

Since the energy-momentum tensor is symmetric, then the antisymmetric parts of∇µ(uν/T )

can be neglected, and it is convenient to define

χµν = ∇(µ

(
uν)

1

T

)
.

This is a two-rank symmetric tensor and can be decomposed similarly of the energy-

momentum tensor and is given by

χµν = Auµuν + B∆µν + 2Q(µuν) + T µν ,

where its constitution relations read

A = − 1

T
uλ∇λT , B =

1

3T
∆λσ∇λuσ

Qµ = − 1

2T
∆µ

ρ

(
1

T
∇ρT + uλ∇λuρ

)
, T µν =

1

2T
σµν .

(8.6)

Using these relations, together with the definition of Tµν
(1) given in eq. (6.5) the entropy

current is given by

∇µS
µ = −Aδε− 3Bδπ + 2qµQµ +

1

2T
σµνσµν . (8.7)

The exact expression is derived in Appendix C. The coefficient 3 in the second term arises

due to ∆µν∆µν = gµν∆µν = ∆ν
ν = 3 since ∆µνuν = 0, similar since both qµ and Qµ is
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transverse with the fluid velocity, then (2q(µuν))(2Q(µuν)) = 2qµQµ. The expression in eq.

(8.7) corresponds to all orders of the derivation, and not all terms contribute to a first-order

hydrodynamics. This is why higher-order terms must be eliminated. To ensure this, the

entropy must be evaluated on-shell. For uncharged fluids the thermodynamic relations read

ε+ p = Ts , dp = sdT , dε = TcdT where c =
∂s

∂T
. (8.8)

Using these relation with the on-shell, the derivative of the entropy current reads

T∇µS
µ = (v2s(ε2 + π1)− π2 − v4sε1)(∇µu

µ)2 +
η

2
σµνσ

µν , (8.9)

and the derivation is written explicitly in Appendix C. The first term is along the fluid

velocity, and the second term is transverse to uµ. For this reason the terms can be evaluated

separately. Then up to O(∂2), and demanding that the covariant entropy current satisfy

∇µS
µ ≥ 0 then the following inequalities are satisfied

η ≥ 0 , v2s(ε2 + π1)− π2 − v4sε1 ≥ 0. (8.10)

The second inequality corresponds to the bulk viscosity for uncharged fluids [28], and thus

ζ ≥ 0. These constraints ensure that an increasing entropy current is present for first-

order hydrodynamics, which agrees with the H-theorem described in the derivation of the

Boltzmann equation. The BDNK theory imposes constraints from a time-independent

equilibrium and entropy. In the following section, continuing with uncharged fluids, we find

small perturbation around equilibrium to study the linear stability of the general frame.

9 Modes for the general frame

The hydrodynamics equations in equilibrium are characterised by the two scalar fields tem-

perature T (t, xi), the chemical potential µ(t, xi) and the vector field uµ(t, xi). First consider

a unboosted frame, such that βi = 0. The hydrodynamics frame is assumed to be for un-

charged fluids, corresponding to the flow being one-dimensional. There are two modes

similar to the classical description for the relativistic modes: the shear and sound modes.
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The auxiliary parameters can be transformed by corresponding to small perturbations that

give an amplitude. Here, again, it will be considered that the amplitudes are plan waves,

such that the amplitudes are proportional to the exponential of the wave vector given by

kµ = (ω, κ sin θ, κ cos θ, 0). (9.1)

The transformation of the auxiliary parameters must agree in equilibrium. For compactness,

it is convenient to define ∆ = δ exp(ikµxµ) such that the fields transform as

T → T +∆T , uµ → uµ +∆uµ.

Furthermore, the covariant derivative, in this case, corresponds to ∇µ → ikµ, and for

clarification a flat-background is considered such that gµν = ηµν , with ηµν = (−1, 1, 1, 1).

The perturbation of the fluid velocity ∆uµ is spanned by uµ and the wave vector kµ.

Defining ∆U1 and ∆U2 as the basis for the vector, then ∆uµ = ∆U1u
µ +∆U2k

µ. Recalling

that a consequence of the normalisation in eq. (5.3), the perturbation satisfies uµ∆uµ = 0.

Solving for ∆U1 under this constrain implies ∆U1 = −ω∆U2. Thus, ∆uµ is written as

∆uµ = (kµ − ωuµ)∆U2, (9.2)

and satisfies the following relations

kµ∆uµ = κ2∆U2 , ∆ρ
µ∆uµ = ∆ρ

µk
µ∆U2. (9.3)

Lastly, for the shear mode, the fluid velocity is transverse with the wave vector such that

kµ∆uµ = 0, while for the sound channel, the relation in eq. (9.3) holds. The equations of

interest is the energy and momentum conservation. For convenience, we write the zeroth-

order again as

∆ρ
ν∇µT

µν
(0) = (ε+ p)uµ∇µu

ρ +∆µρ∇µp = 0

uν∇µT
µ = −uµ∇µ(ε)− (ε+ p)∇µu

µ = 0,

and the corresponding equation for the first-order are

uν∇µT
µν
(1) = −uµ∇µδε−∇µq

µ (9.4a)

∆ρ
ν∇µT

µν
(1) = ∆µρ∇µδπ +∆ρ

νu
µ∇µq

ν − η∆ρ
ν∇µσ

µν , (9.4b)
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where each derivation of the constitution relations are explicitly given by

∇µδε = −ε1
T
uλ∇µ∇λ∆T − ε2∇µ∇λ∆uλ

∇µδπ =
π1
T
uλ∇µ∇λ∆T − π2∇µ∇λ∆uλ

∇µq
ν = r1

(
uλ∇µ∇λ∆uν +

1

T
∆νλ∇µ∇λ∆T

)
∇µq

µ = r1

(
uλ∇µ∇λ∆uµ +

1

T
∆µλ∇µ∇λ∆T

)
∇µσ

µν = ∆µσ∆νλ

(
∇µ∇λ∆uσ +∇µ∇σ∆uλ − 2

3
gσλ∇µ∇α∆uα

)
.

(9.5)

The first expression in eqs. (9.4) is the first-order correction of conservation of energy,

while the second equation is the first-order correction of the momentum conservation. Fur-

thermore, in finding the derivation of the constitution relations, all terms that are of order

O(∂3) is neglected, since the amplitudes are of O(∂) per definition, then ∇µu
λ∇λT =

∇µ∆uλ∇λ∆T is of higher-order, and does not contribute in a first-order hydrodynamics.

9.1 Shear modes in the general frame

For the shear channel, the thermodynamics fields decouples, which in this case implies that

∆T = 0. Furthermore, the constitution scalars all vanish for the shear modes, since for

uncharged fluids they are parameterised by ∇µu
µ and uµ∇µT . Likewise, the term of ∇µq

µ

also equals zero which can be read of from eqs. (9.5). The only contributing equations for

the shear modes are the momentum conservation, and for zeroth-order reads

∆ρ
ν∇µT

µν
(0) = −iwω∆ρ

νk
ν∆u⊥,

and the first-order

∆ρ
ν∇µT

µν
(1) = r1ω

2∆ρ
νk

ν∆u⊥ − ηκ2∆ρλkλ∆u⊥.

Adding the zeroth and first-order contribution together, and multiplying with i exp(ikixi)

gives us the following equation

(ε+ p)ω − i(r1ω
2 − ηκ2) = 0. (9.6)
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The Routh-Hurwitz criteria states that r1 and η must be positive. An inequality between

r1 and η appears for the boosted frame.

9.2 Sound modes in the general frame

For the sound channel, the perturbation of T is non-vanishing. Thus, the energy conser-

vation contributes to the sound modes. Using the relation in eq. (9.3), with ∆T ̸= 0, the

zeroth-order contribution gives

uν∇µT
µν
(0) = iω∆T − iwkµ∆uµ = 0

∆ρ
ν∇µT

µν
(0) = −iwω∆ρ

νk
ν∆U2 + is∆ρµkµ∆T = 0,

(9.7)

and the first-order correction are given by

uν∇µT
µν
(1) = −ε1

1

T
uλuµ∇µ∇λ∆T − ε2u

µ∇µ∇λ∆uλ − r1
T

(
uλ∇µ∇λ∆uλ +

1

T
∆νλ∇µ∇λ∆T

)
=

ε1
T
ω2∆T − ε2ωκ

2∆U2 − r1

(
1

T
κ2∆T − ωκ2∆U2

)
= exp(ikµxµ)

(
1

T
(ε1ω

2 + r1κ
2)δT − κ2(ε2 + r1)ωδU2

)
∆ρ

ν∇µT
µν
(1) =

π1
T
∆µρuλµ∇λ∆T − π2∆

µρ∇µ∇λ∆uλ + r1

(
∆ρ

νu
λ∇µ∇λu

ν +
1

T
∆ρλ∇µ∇λ∆T

)
− η∆µσ∆ρλ

(
∇µ∇λ∆uσ +∇µ∇σ∆uλ − 2

3
gσλ∇µ∇α∆uα

)
=

π1
T
ω∆ρµkµ∆T − π2κ

2∆ρµkµ∆U2 − r1ω
2∆ρ

νk
ν∆U2 +

r1
T
ω∆σρkσ∆T +

4

3
ηκ2∆ρλkλ∆U2

= exp(ikµxµ)

(
(π1 + r1)

1

T
ω∆ρµkµδT +∆ρµkµ

(
4

3
η − π2

)
κ2δU2 − r1ω

2∆ρ
νk

νδU2

)
.

(9.8)

For uncharged fluids π2 can be given in terms of the bulk viscosity according to eq. (8.10)

as

π2 = v2s(π1 − v2sε1) + v2sε2 − ζ, (9.9)

and allow us to write the system in terms of ζ. Adding the zeroth and first-order contribution

together, for the energy and momentum conservation respectively, and multiplying with
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−i exp(ikµxµ) leads to the following equations:

1

T
(wω − iv2s(ε1ω

2 + r1κ
2))δT − κ2v2s(w − iω(ε2 + r1))δU2 = 0

1

T
(w − i(π1 + r1)ω)δT −

(
ωw + iκ2

(
4

3
η + ζ − v2s(π1 − v2sε2)− v2sε1

)
+ ir1ω

2

)
δU2 = 0.

This correspond to solving the linear system Mijδ
i = 0 with the matrix given by

Mij =

 1
T (wω − iv2s(ε1ω

2 + r1κ
2)) κ2v2s(w − iω(ε2 + r1))

1
T (w − i(π1 + r1)ω) −ωw − iκ2

(
4
3η + ζ − v2s(π1 − v2sε2)− v2sε1

)
+ ir1ω

2


where w = (ε + p) is the enthalpy. Defining DV = 4

3η + ζ as the longitudinal kinematic

viscosity [28], the determinant of the linear system gives

v2sε1r1ω
4 + iw(v2sε1 + r1)ω

3 − iκ2w(v2sε1 +DV + v2sr1)ω

−(w2 + v2sκ
2(v4sε

2
1 +DV ε1 + (ε1 + π1)(r1 − v2sε1) + ε2π1))ω

2

+κ2v2s(w
2 + κ2r1(v

2
s(ε2 + π1 − v2sε1)−DV )) = 0.

(9.10)

For the linearized system of the sound channel, there are two gapped modes and two sound

waves. The two gapped modes, are given by ω = ω0+O(∂), such tat for κ → 0 ω ̸= 0. The

gapped modes are thus found by letting κ → 0, and solving for ω in power of κ, the zeroth

order of this dispersion gives

ω = −i
w

v2sε1
, ω = −i

w

r1
. (9.11)

For the gapless mode, the dispersion relation must vanish when κ → 0, and for small κ

reads ω = vsκ+ iω2κ
2, and is given by

ωsound = ±vsκ− i

2

DV

w
κ2. (9.12)

This first term corresponds to the dispersion relation for zeroth-order hydrodynamics, and

the classical description gives a similar dispersion relation in zeroth-order. For the frame to

be stable in the sound channel for small κ, it is enough to demand that eq. (4.1) is satisfied,

such that Imω ≤ 0. Thus from the gapped and the gapless modes, the involved transport

coefficient is positive

DV > 0 , ε1 > 0 , r1 > 0. (9.13)
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For the stable hydrodynamics frame, it is also required to check for arbitrary κ, here the

Routh-Hurwitz critera is imposed. The determinant that corresponds to the system’s char-

acteristic equation can be written as a polynomial with the variables ∆ = iω. According to

eq. (9.10) this can readily be achived, the first term containing ω4 corresponds to writing

(iω)4 = ∆, etc. The determinant can be re-written in powers of ∆ as

A
(κ)
0 ∆4 +A

(κ)
1 ∆3 +A

(κ)
2 ∆2 +A

(κ)
3 ∆+A

(κ)
4 = 0 (9.14)

where the coefficients are given by

A
(κ)
0 = v2sε1r1

A
(κ)
1 = w(v2sε1 + r1)

A
(κ)
2 = w2 + v2sκ

2(v4sε
2
1 +DV ε1 + (ε1 + π1)(r1 − v2sε1) + ε2π1)

A
(κ)
3 = κ2w(v2sε1 +DV + v2sr1)

A
(κ)
4 = κ2v2s(w

2 + κ2r1(v
2
s(ε2 + π1 − v2sε1)−DV )).

(9.15)

The polynomial corresponds to the following Hurwitz Matrix

H ij
(sound) =


A

(κ)
1 A

(κ)
3 0 0

A
(κ)
0 A

(κ)
2 A

(κ)
4 0

0 A
(κ)
1 A

(κ)
3 0

0 A
(κ)
0 A

(κ)
2 A

(κ)
4

 ,

and for stability to be satisfied, it is required that the leading order minors ∆1,∆2,∆3

and ∆4 are all positive, note that the determinant of the whole Matrix, can be written

as ∆4 = A
(κ)
4 ∆3, thus for arbitrary κ the stability requirements are given by A

(κ)
0 > 0,

A
(κ)
1 > 0, A

(κ)
4 > 0 and

A
(κ)
1 A

(κ)
2 −A

(κ)
0 A

(κ)
3 > 0 ,

(
A

(κ)
1 A

(κ)
2 −A

(κ)
0 A

(κ)
3

)
A

(κ)
3 −

(
A

(κ)
1

)2
A

(κ)
4 > 0. (9.16)

The first inequality A
(κ)
0 > 0 implies that ε1r1 ≥ 0, which is in agreement with eq. (9.13).

The second inequality states that v2sε1 + r1 > 0, which holds if the speed of sound is real

and positive, for ε1, r1 > 0. The first inequality in eq. (9.16) is automatically satisfied if
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the second equality is as well. They give stability requirements for ε1, ε2, π1 and r1 in a

non-linear way. The last inequality A
(κ)
4 > 0 corresponds to stating that

ε2 + π1 > v2sε1 +
1

v2s
DV . (9.17)

For a frame with βi = 0, and demanding that the constraints are stable are illustrated

in figure (5)(left). Lastly, by studying the determinant at large κ, such that for short

wavelengths κ → ∞, given by a linear dispersion ω = Wκ, with W determined by

−r1(DV +v2s(v
2
sε1−ε2−π1))−(DV ε1−vs4ε21−r1ε2−(r1+ε2)π1+v2sε1(ε2+π1))W

2+r1ε1W
4 = 0,

here 0 < vs < 1. The above expression leads to other stability and causality constraints.

For causality to be satisfied it is enough to require that [28]

0 < lim
k→∞

Re ω(k)

k
< 1. (9.18)

Therefore, for 0 < W < 1 causality is satisfied. The stability and causality constraints from

the dispersion relation ω = Wκ are illustrated in figure (5) (right). The general frame is

stable at spatial velocity βi = 0. To find stability for frames with non-vanishing spatial

velocity, it is enough to boost the frame, which follows in the next section.
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Figure 5: Illustration of different stability regions for different sound speeds. Here dimen-

sionless quantities have been defined as ε̃1 = v2sε1/DV , where DV = γs on the axis. The

transport coefficients ε2 = 0 and π/DV = 3/v2s . Left: Stability region for arbitrary κ.

Right: Stability region for small wavelengths, with causality criteria. Original figure from

[28]

10 Modes in the boosted frame

The general frame in a co-moving frame satisfies uµ = (1, 0, 0, 0), and corresponds to stating

βi = 0 according with eq. (5.2). To study hydrodynamics with spatial velocity the velocity

can be boosted according to eq. (5.4), written here again

uµ = Λµ
ν′u

ν′ .

However, it is more useful to boost the frequency ω and the wave vector kµ. For an arbitrary

wave vector in the comoving frame kµ, analogously for the fluid velocity can be written as

[14]

kµ = (ω, ki).
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The hydrodynamics modes correspond to longitudinal and transverse velocities to the wave

vector. Instead, consider the spatial component of the wave vector in terms that are trans-

verse and longitudinal to the spatial velocity, such that ki = ki⊥ + ki∥. For this case, the

boost only occurs for ki∥, and the spatial components of the wave-vector transform as

ki = ki
′
⊥ + γ(ri

′

∥ − βω′). (10.1)

The perpendicular component can be re-written in terms of ki
′
and ki

′

∥ as ki
′
⊥ = ki

′ − ki
′

∥ ,

furthermore, the dot product of the velocity and ki
′
⊥ satisfy ki⊥βi = kβcos(ϕ = 0), with ϕ

being the angle between ki and βi. The perpendicular component can then be written in

terms of ki as

ki∥ =
kiβi
β2

βj . (10.2)

The β2 can be given in terms of the gamma factor, according to

β2 =
γ − 1

γ
,

Substituting these two relations into eq. (10.1), gives

ki = ki
′
+ γ

(
γ

1 + γ
βjkj − ω

)
βi. (10.3)

Thus, to find the modes in a boosted frame, it is sufficient to make the following substitutions

ω → γ(ω′ − βik′i) , ki → ki
′
+ γ

(
γ

1 + γ
βik′i − ω′

)
βi, (10.4a)

where the squared of the wave vector kiki = k2 are given by

k2 → kiki = k′2 + 2γ

(
γ

1 + γ
βik′i − ω′

)
βik′i + γ2

(
γ

1 + γ
βik′i − ω′

)2

β2. (10.4b)

For arbitrary ϕ and non-vanishing spatial velocities βi ̸= 0, the dispersion relations can be

found with the above transformations.

10.1 Boosted shear channel

For the boosted frames, without loss of generality the wave vector can again be given by

kµ = (ω, κ sin θ, κ cos θ, 0), such that k2 = κ2, and κ2 transforms according to (10.4b).
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Nevertheless, the transformation in eq. (10.4a) and eq. (10.4b) can be substituted into the

determinant of the shear channel in eq. (9.6) and gives

(r1 − β2)(ω′)2 +

(
iw

γ
− 2(r1 − η)ki

′
βi

)
ω′ − iw

γ
ki

′
βi −

κ2η

γ2
+ (ki

′
βi′)

2(r1 − η) = 0 (10.5)

In the boosted frame, the shear channel emits two gapped modes, with the dispersion

relation ω′ = ω0 + iω1β
iki, where ω0 are found by letting k → 0, and solving for ω0 gives

ω′ =
i(ε+ p)

√
1− β2

ηβ2 − r1
, (10.6)

while the gapless modes follow the dispersion relation ω = c(ki
′
) + iω2(k

i′)2, and for small

ki the gapless modes are given by

ω′ = βik′i −
iη

(ε+ p)

√
1− β2((ki

′
)2 − (βik′i)

2), (10.7)

which corresponds to a shear wave, that propagates perpendicular to the longitudinal waves

[28]. From the two relations, the same stability constraints are obtained, but now also

stating that

r1 > η > 0 (10.8)

according to the gapped modes. The Landau frame is unstable, since r1 = 0 for non-

vanishing η, and do not satisfy the stability criteria of the shear channel for constant βi.

The same criteria for arbitrary ki can be found with the Routh-hurwitz criteria, and the

boosted determinant of the Alfvén channel can be written in terms of ∆ = iω′, taking only

the real parts gives

Aκ
(0)∆

2 +Aκ
(1)∆+Aκ

(2), (10.9)

where

A
(κ)
(0) = r1 − β2η , Aκ

(1) = 2βik′i(η − r1)

A
(κ)
(2) = (r1 − η)(κiβi)

2 − (1− β2)η(ki
′
)2.

The Routh-Hurwitz criteria then implies that Aκ
(0) > 0, which corresponds to stating that

r1 > η, and similar for the remaining minors. The causality criteria is found in a similar
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manner as for the sound wave in the non-boosted frame. Thus, for large ki, the modes

follow a linear dispersion of cshear(ϕ) which for a boosted frame along x1 can be shown to

be given by [28]

(r1 − β2η)c2shear − 2β cosϕ(r1 − η)cshear + β2(r1 cos
2 ϕ+ η sin2 ϕ)− η = 0, (10.10)

where β < 1 , and for r1 > η the cshear must satisfy

|cshear| <
1 + β

√
r1
η

β +
√

r1
η

< 1, (10.11)

for the solution of cshear to be real, and thus ensure that the causality criteria holds. With

the above discussion, the eigenfrequency at small κ emits the two gapped and gapless modes,

while for large κ follow a linear dispersion relation. To see this explicitly, it is convenient

to write the determinant in eq. (10.5) in dimensionless quantities, by writing ω and ki in

units of (ε+ p)/η, such that

ω̃ =
η

ε+ p
ω , k̃i =

η

ε+ p
ki.

The dimensionless determinant reduces to

−k̃2 + γω̃(i+ γBω̃) + γk̃iβi(k̃
iβiγA− i− 2γA)

where we have defined

A =
r1
η

− 1 , B =
r1
η

− β2

Solving for ω̃ gives the dispersion relation for arbitrary k̃i, and are illustrated in figure (6)
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Figure 6: The real and imaginary part of the dispersion relations boosted in the x-direction,

for arbitrary k = κ. Here w0 = ε + p, r1/η = 2, and 0 ≤ ϕ ≤ 1, where the blue lines

corresponds to ϕ = 0 and purple lines corresponds to ϕ = π/2. In both figures the gapped

and gapless modes appear for small κ̃, and follow a linear dispersion relation for large κ̃. The

left figure: here the dashed lines are the light-cone, and all the curves are contained between

±κ. The causality criteria is satisfied according to eq. (9.18). The right figure: shows that

all the curves are at the lower imaginary plane, and thus satisfies stability. Original figure

from [28]

10.2 Boosted sound channel

The sound channel emits two gapped and gapless modes for βi = 0, and are found from

the determinant in eq. (9.10). Unfortunately, the determinant in the boosted frame is too

long to be shown in this project. Nevertheless, it is found by substituting eq. (10.4a) and

eq. (10.4b). The gapless modes can then be found for small ki, and satisfy the dispersion

relation ω′ = c±κ+ iω′
2, where

c± =
1− v2s

1− v2sβ
2
β cos(ϕ)± vs

1− v2sβ
2

√
(1− β2)(1− v2sβ

2 − β2(1− v2s) cos
2 ϕ). (10.12)

This corresponds to a relativistic addition of the phase velocities for arbitrary angles ϕ, and

for ϕ = 0 eq. (10.12) reduces to

c±(ϕ = 0) =
β ± vs
1± vsβ

. (10.13)
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From eq. (10.12) the stability and causality requires that 0 < c± < 1, and setting β = 0,

implies that in frame with vanishing spatial velocity, the speed of sound is real and must

be large than zero, but smaller than the speed of light. Unfortunately, because of lack of

time, we could not derive the gapless modes to power of O(∂) and, likewise for the gapped

modes. However, the gapless modes was found in [28], and their findings will be presented

here, which leads to some interesting constraints of stability and causality for the sound

channel. For an arbitrary angle ϕ the dispersion relation can be found to be given by

ω′ = c±(ϕ)κ− i

2
Γs(ϕ)κ

2, (10.14)

where

Γs =
DV

ε+ p

c± − β cosϕ√
1− β2

1 + β2c± − 2c±β cosϕ− β2 sin2 ϕ

c±(1− β2v2s)− β(1− v2s) cosϕ
, (10.15)

and it is understood that c± is dependent on ϕ. The coefficient Γs(ϕ) is the damping

coefficient and is always positive for different β. The damping coefficient are obtained by

considering the linear dispersion relation for when ki → ∞. Furthermore, the gapped modes

also change, and it is found that a necessary criteria for stability is given by [28]

v2sε1 + r1 >
DV

1− v2s
. (10.16)

The constraints in figure (5) still holds for the frame with β = 0, since that they were

found for large ki. As was found for the boosted Alfvén channel, it is possible to define

dimensionless quantities

ε̃1 =
vs
DV

ε1 , ε̃2 = ε2D
−1
V , r1 = r1D

−1
V , π̃1 = π1D

−1
V ,

and finding the dispersion relation for arbitrary κ̃ which is illustrated in figure (7).The

discussion of the perturbation of the general frame leads to sets of frames that satisfy

stability and causality simultaneously. It also illustrates that frame transformations should

be chosen according to the constraints of the transport coefficients to ensure stability and

thus sensible physics. The same approach can be applied to fluids that have the property

of electrical conductivity, known as plasmas. While the approach is the same, the plasmas
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description becomes more involved, which will be considered in the rest of this project, and

concludes the hydrodynamics description as an EFT theory. Nevertheless, some comments

will be directed towards hydrodynamics in the discussion.

Figure 7: Illustration of the dispersion relation for arbitrary κ̃ in the sound channel. In

both figure ε̃1 = 3, π̃1 = 3v−2
s , r̃1 = 4, ε̃2 = 0 and 1 ≤ ϕ ≤ 0, where the blue curves

corresponds to ϕ = 0 and purple ϕ = π/2. The left figure: Shows that all curves are inside

±κ, and thus causaility is satisfied. The left figure: shows that all imaginary parts are in

the lower half-plane and satisfies stability. Furthermore, the gapped modes can be seen

for the curves between ∼ [−0.9,−0.24]. Both figures shows that for large κ̃ the dispersion

relation is linear. Original figure from [28]

11 Physics description of plasma

Plasmas have properties that differ from a liquid, gas and solid. For that reason, it is known

as the fourth state of matter. For most descriptions, plasma has a high temperature. How-

ever, a description of cold plasma has also been developed [21]. Magnetohydrodynamics

(MHD) offers a toy model for plasmas, and the necessary approximation will be reviewed

here. Plasmas are fluids that have the property of electrical conduction and possible a mag-

netic field due to the movement of the electric charge. The dynamics of plasma corresponds

to a coupling of matter and electrodynamic fields, and such dynamics are governed by the
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Maxwell’s law in matter, given by [34]

∇ ·E =
ρ

ε0

∂tB +∇×E = 0

∇ ·B = 0

∇×B = µ0(J+ ε0∂tE).

(11.1)

Here E,B are the electric and magnetic field respectively, while J, ρ, µ0, ε0 are the current

density, charge density, vacuum permeability and vacuum permittivity. Maxwell’s equation

in matter offers a dynamic of plasmas, together with the Lorentz force given by

a =
q

m
(E+ u×B), (11.2)

with a, u, m and q being the acceleration, local velocity, m the particle’s mass and q the

charge of the particles. For a system containing N particles that are charged, a summation

over m and q is needed, together with ρ in the divergence of the electric field. The dynamic

of the system can be determined accordingly: given an electric and magnetic field, the

velocity u and position x are given by the Lorentzian force. In contrast, if a position and

velocity are known, Maxwell’s equation gives the electrodynamic fields. However, such a

description becomes impossible for a system of N particles. Instead, it is of more interest

to integrate the Lorentz force into the Boltzmann equation by taking the average overall

acceleration due to the Lorentzian force. The Boltzmann equation for a monoatomic plasma

now reads

∂tf + ui∂if +
q

m

∂

∂u
· ((E+ u×B)f) = Γ(f). (11.3)

For the description of plasma according to MHD, it is necessary to find the moment’s

equation. This was done for non-relativistic hydrodynamics, by averaging over collision

invariant quantities. However, the collision term does not apply here: The present of

electric and magnetic field leads to long range interactions, and thus random collisions

can not bring the system back to an equilibrium state [19]. Thus, to ensure that MHD is

govern by the same moment’s equation as fluids, with an external force corresponding to the
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Lorentz force. It is necessary to make the following key assumptions: 1) The fluid velocities

are non-relativistic, 2) the velocities of the positive and negative charges are locked together,

such that the plasma is described by a single velocity vi(t, xi), corresponding to the fluid

velocity. 3) plasmas are strongly collisional such that the particle motion corresponds to the

fluid motion. 4) The conductivity σe is large, such that in the rest frame a magnetic field

is produced even for small electric field. 5) The plasma is quasi-neutral, and the electric

field is divergencesless [21]. The last assumption occurs due to Debye shielding which will

be discussed in the following section.

11.1 Debye shielding

Suppose that the plasma is quasi-neutral, and ρe, ρn corresponds to the density for negative

and positive charged particles, respectively. Quasi-neutral then means that ρe ≃ ρn, and

the divergence of the electric field is given by

∇ ·E =
q

ε0
[ρe − ρn].

Assuming that the inductive electric fields are negligible, such that E ∼ −∇iϕ, then the

above relation corresponds to the Poisson equation. Suppose now that a positive test charge

qt is placed inside the plasma at the centre r = 0. This leads to inhomogeneity in the plasma

since the positive charge repels all the positive charges and attracts all the negative charges

so that at r = 0, the electron density increases. For a stationary test charge, the Poisson’s

equation in terms of the number densities ne, nn, then reads [21]

∇2ϕ(r) = − q

ε0
(ne(r)− nn(r))−

qt
ε0

δ(r), (11.4)

where δ(r) is the Kronecker delta function. If the temperature is spatially uniform and the

plasma remains in thermal equilibrium after the insertion of the test charge. Then if the

test particle is surrounded by electrons, then ne is given by the Boltzmann relation, that

reads [21]

ne = n0 exp

(
− qϕ

kBTe

)
,
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where n0, Te, kb is the equilibrium electron number density, Boltzmann constant, and the

electron temperature respectively. The potential ϕ for a single test particle, is expected to

be infinitesimal small, so away from origin qϕ ≪ kBTe, and expanding the energy density

simplifies to

ne = n0

(
1− qϕ

kBT

)
.

Substituting this into the Poisson equation and defining D = 1 + (x/λ2
De), with

λDe =

√
ε0kBTe

n0q2
, (11.5)

being the Debye length for electrons [21]. The Poisson equation can then be solved by a

Fourier transformation

ϕ(r) =
qt

8π3ε0

ˆ
d3x

exp(ixiri)

x2D
,

and the solution then reads

ϕ(r) =
qt

4πε0r
exp

(
− r

λDe

)
. (11.6)

For r ≪ λDe, the potential describes a test charge in vacuum [34], where for r ≫ λDe,

the potential goes towards zero, and the electric field is completely shielded. Thus for the

non-relativistic case, plasmas satisfy:

• The scale length L >> λDe such that outside of the corresponding fluid element for

plasmas, the electric field is screened, and the divergence of the electric field vanishes.

• The screening can only occur if enough particles are present in the fluid elements,

which can be shown to be satisfied when the number of particles satisfies N =

(4π/3)n0λ
3
De ≫ 1, which corresponds to weakly coupled plasma.[21].

Furthermore, for the non-relativistic case, the velocities are assumed to be small, and thus

the displacement field can be neglected. Thus going forward, when referring to Maxwell’s
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equations, we mean

∂tB+∇×E = 0 (11.7a)

∇B = 0 (11.7b)

∇×B = µ0J. (11.7c)

The discussion above allows to derive the conservation of equation governing the MHD,

and can be found by inserting the Lorentz force into the hydrodynamics equation. Their

derivation will be considered in the following section, and we will briefly comment on the

consequences of the coupling of the electrodynamics fields.

12 Non relativistic MHD

For MHD the plasmas are considered as a system withN particles that satisfies the dynamics

of fluids, coupled with with Maxwell’s equations. Thus, deriving the conservation of MHD

the Lorentz force have to be substituted in for the force term in eqs. (3.1) for the ideal case,

and eqs. (3.4) for the first-order correction. For this reason the continuity equation stays

unchanged, and particles can not be created or destroyed in MHD. The only two terms that

changes are the momentum equation and the energy-conservation. The acceleration term

in the momentum equation reads ρa, and due to Debye shielding the electric flux vanishes

ρE = 0. Using the definition of the current density J = qnv, the “flux” of the Lorentz force

reads

ρa = J×B =
1

µ0
(B · ∇)B− 1

2µ0
∇B2. (12.1)

For the second equality eq. (11.7c) have been used to substitute for J, together with general

identities and eq. (11.7b). The last term in the second equality corresponds to pressure

produced by the magnetic field, and the momentum flux for a plasma can be defined by

Π̃ = Π(0) +Π(1) +
1

2µ0
∇B2, (12.2)

where Π(0) and Π(1) correspond to the zeroth and first-order found for hydrodynamics. The

term (B·∇)B corresponds to a magnetic tension, and applies a force to the curved magnetic
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fields, and is for that reason often referred to as a restoring force [19]. To see this explicitly,

it is convenient to consider the normalisation unit vector of B defined by

h =
B

B
. (12.3)

Substituting this into eq. (12.1) gives

J×B =
B2

µ0
(h · ∇)h−∇

(
B2

2µ0

)
,

where (h · ∇)h points towards the centre for a curved magnetic field, and go towards

zero as the magnetic lines gets straighten out. Lastly, for the non-relativistic case the

velocities are much smaller than the speed of light. Thus, the Ohm’s law is under a Galilean

transformation in the non-rest frame, given by [34]

E + v ×B = ηeµ0J. (12.4)

Here ηe is the resistivity, and the subscript e is denoted to not confuse it with shear viscosity

η. One of the key assumption for MHD, was that the conductivity was large to ensure the

production of a magnetic field. In the ideal case, this corresponds to having a plasma that

is a perfect conductor, and thus ηe → 0. Setting the RHS of eq. (12.4) to zero implies that

the time derivative of the magnetic field satisfies

∂B

∂t
= ∇× (v ×B), (12.5)

which is known as the induction equation [21]. The continuity equation, momentum con-

servation and induction equation together with the relation ∇·B = 0 gives eight equations,

where there are eight unknown variables ρ, p,v and B, making the system solvable. For the

ideal hydrodynamics it was shown that the total energy was conserved, this also applies for

MHD. To see this, consider the acceleration term of eq. (3.1c): ρa ·v. The acceleration are

given by the Lorentz force, and the RHS of eq. (3.1c) reads

v · (J×B) = −J ·E

=
1

µ0
(∇×B) ·E

= − 1

2µ0

∂

∂t
B2 − 1

µ0
∇ · (E×B).
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The first equality holds for any odd permutations, and due to Ohm’s law stating E = −v×B.

The remaining equality’s are given by standard identities of the cross product. The last

term is the Poynting vector S, and the energy conservation can be written as

∂

∂t

(
ε+

ρv2

2
+

B2

2µ0

)
+∇ ·

((
w +

ρv2

2

)
v + S

)
= 0. (12.6)

Note that the electromagnetic energy corresponds to multiplying the induction law with

1
µ0
B, that is

∂

∂t

(
B2

2µ0

)
= −∇ · S.

Using this expression, together with the continuity and momentum equation, leads to a

conservation of the entropy current

∂s

∂t
+∇ · (sv) = 0, (12.7)

or equivalently, the euler equation

∂ε

∂t
+∇ · (εv)−∇p = 0. (12.8)

Thus for the ideal MHD, the entropy current is conserved. The equations governing the

zeroth-order MHD are then given by

∂ρ

∂t
+∇ · (ρv) = 0

∂(ρv)

∂t
+∇ · Π̃(0) =

1

µ0
(B · ∇)B

∂

∂t

(
ε+

ρv2

2
+

B2

2µ0

)
+∇ ·

((
w +

ρv2

2

)
v + S

)
= 0,

(12.9)

together with the divergence of the magnetic field and an equation of state. A final remark

is necessary before writing the first-order correction of MHD. For the zeroth-order MHD

the plasma follows a frozen-in flux, which can either be stated as the magnetic field lines

must pass through the fluid elements, or the magnetic fields move with the plasma. This

means that the magnetic field lines can not change, and are ”frozen” into the plasma.

The first-order approximation requires that eq. (12.4) is non vanishing, and the curl of

ηeµ0J can be written as

∇× (ηµ0J) = η∇2B,
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and the first order correction reads

∂ρ

∂t
+∇ · (ρv) = 0

∂(ρv)

∂t
+∇Π̃ =

1

µ0
(B · ∇)B

∂B

∂t
= ∇× (v ×B)−∇× (ηµ0J)

∂

∂t

(
ε+

ρv2

2
+

B2

2µ0

)
+∇ · jε = 0,

where for compactness, we have defined

jε ≡
(
w +

ρv2

2

)
v − ησ − ζ∇(∇ · v)− κ∇T +

1

µ
S− ηµ0J

2,

together with the divergence of the magnetic field and an equation of state. For Hydrody-

namics two modes where found, and two corresponding modes appear for MHD.

12.1 Magnetohydrodynamics modes

The zeroth-order approximation emits two modes, corresponding to the shear and sound

modes of hydrodynamics. For simplicity, the zeroth-order will be considered with the fol-

lowing assumptions: at equilibrium, the velocity is zero, the magnetic field is constant, and

the plasma is homogeneous such that the entropy is constant. Then only the continuity,

momentum and induction equation are present. The field out of equilibrium is then

ρ → ρ+ δρ , p → p+ δp , vi → δvi , B → B + δB. (12.10)

The amplitude is described as a plane wave; similar to hydrodynamics, only linear terms in

the gradients are of interest. For an isotropic flow, the pressure satisfies [19]

δp = v2sδρ. (12.11)
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Furthermore, recall that ∂i → iki and ∂t → −iω, the perturbation of eq. (12.9) in compo-

nents are then given by

−iωδρ+ ρikiδv
i = 0

−ωρδvi + ikivsδρ+
i

µ0
kiBj

0δBj −
i

µ0
kjB

j
0δB

i = 0

−iωBi − i(kjδvj)B
i
0 − i(kjB

j
0)δv

i = 0

.

Solving for δρ and δB in the continuity equation and induction equation and substituting

into the momentum equation then gives

−ω2δvi + ikivskiδv
i+

i

µ0ρ
Bj((knδv

n)Bj − (knB
n)δvj)k

i

− i

µ0ρ
kjB

j((knδv
n)Bi − (knB

n)δvi) = 0

where the momentum equation have been divided with ρ and multiplied with ω. It is

convenient to consider the unit vector of the magnetic field given in eq. (12.3) writing

Bi = hiB, and defining

v2A ≡ B2

µ0ρ
, (12.12)

the momentum equation reduces to

ω2δvi−((v2s+v2A)k
jvj−v2A(k

jhj)(h
nδvn))k

i+c2A(k
jhj)((k

nhn)δv
i−hi(knδvn)) = 0. (12.13)

The linear system can now be written up in terms of δvi = (δv1, δv2, δv3) corresponding to

the x,y and z components of δvi, furthermore, without loss of generality suppose that hi

and ki are given by

hi = (0, 0, 1) , ki = (κ sin θ, 0, κ cos θ).

The linear system can then be written as Mabδv
a = 0, with the matrix given by

Mab =


ω2 − κ2(v2A + v2s sin

2 θ) 0 −κ2v2s sin θ cos θ

0 ω2 − κ2v2A cos2 θ 0

−κ2c2s sin θ cos θ 0 ω2 − κ2v2s cos
2 θ

 . (12.14)
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Recall that for the shear channel the perturbation of the velocity is perpendicular to the

wave vector, that is δviki = 0, this corresponds to consider the y-component of the fluid

velocity, which immediately can be read as

ω2 − κ2v2A cos2 θ = 0, (12.15)

which gives the following dispersion relations

ω = ±κvA cos θ. (12.16)

Thus, vA corresponds to a velocity along the magnetic field lines, which is seen by eq.

(12.12). For B2 ≫ µ0ρ the velocity increases, while for B2 ≪ µ0ρ the velocity goes towards

zero [20]. The dispersion relation reaches its highest value when θ = 0 and can not propa-

gates perpendicular to the magnetic field since θ = π/2 implies ω = 0. The shear mode for

MHD is referred to as the Alfvén mode, and this will be maintained throughout the rest of

the project.

Similar to hydrodynamics, longitudinal modes emits for MHD. These modes are known as

the magnetosonic modes [19], and corresponds to velocities parallel to the wave vector ki.

For this particular case, it corresponds to x and z component of δvi and the Matrix for this

linear system can be written as

Mab =

ω2 − κ2(v2A + v2s sin
2 θ) −κ2v2s sin θ cos θ

−κ2c2s sin θ cos θ ω2 − κ2v2s cos
2 θ

 , (12.17)

with its respective determinate reads

ω4 − (v2A + v2s)κ
2ω2 + v2Av

2
sκ

2 cos2 θ = 0. (12.18)

Solving this gives the following dispersion relation

ω = ±κc± (12.19)

where ± defines the direction, and

c± =

√√√√v2A + v2s ±
√

(v2A + v2s)
2 − 4v2sc

2
A cos2 θ

2
. (12.20)
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Thus, in the magnetosonic channel, there are two-speed modes, a slow c− and a fast c+.

Furthermore, for the case of vs > vA, the gas pressure is dominating, while in the reverse

case, the plasma is magnetically dominated. Both the sound speed and the Alfvén speed are

positive and real, and thus both the fast and slow magnetosonic speed is real and positive.

Lastly, the magnetosonic waves reduces to the sound waves in the case of vA → 0, which

corresponds to stating that the magnetic field vanish. Thus, MHD and hydrodynamics are

closely related, but the introduction of the magnetic field can lead to more complex physics.

This will also be shown to be the case when describing MHD as an EFT, while it is similar

to the hydrodynamics approach, it is more involved with the introduction of the extra field

B. Before discussing MHD as an EFT, we will first consider some consequences of the

relativistic Maxwell’s equations.

13 Relativistic Maxwell’s equations

Maxwell’s equations give dynamics to the electromagnetic fields; however, as stated in

the description of plasma, such description becomes too complex. Going onwards, when

stating MHD, it refers to relativistic MHD, and likewise for plasmas. Nevertheless, to

describe MHD, which corresponds to a coupling of the electromagnetic fields to fluids, the

introduction of Maxwell’s equation is necessary. Given a potential Aµ that is related to the

electric and magnetic fields, the strength fields tensor is given by [24]

Fµν = ∇µAν −∇νAµ, (13.1)

where Fµν is fully antisymmetric, and its time-spatial components is related to the electric

field, and spatial-spatial components give the magnetic field. The Maxwell equations are

then govern by

∇[ρFµν] = 0 , ∇νF
µν = Jµ. (13.2)

The first term is the Bianchi identity and gives dynamics to the magnetic fields, while

the second term gives dynamics to the electric fields. For MHD, the full dynamic is given

by a matter and electromagnetic section, such that the four-current can be written as
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Jµ = Jµ
(em)+Jµ

(matter). Since the F
µν is anti-symmetric over its indices, then it follows that

∇µ∇νF
µν = 0, which imposes that the four-current Jµ is conserved. Therefore,

∇µJ
µ = 0. (13.3)

Similar the energy-momentum tensor can be written as

Tµν = Tµν
(em) + Tµν

(matter),

where

Tµν
(em) = Fµ

ρF
νρ − 1

4
ηµνFρλF

ρλ.

While coupling the matter to the electromagnetic fields is straightforward, a direct calcu-

lation can be difficult. For that reason, a common assumption is that Tµν
(em) ≫ Tµν

(matter)

for many astrophysical settings. For example, in studying a zero-force approximation for

pulsars and black holes [4][5]. The assumption is sound for astrophysical settings with large

|B|, and while the Maxwell equations are not Lorentz invariant themselves, it is the case

for relations between the magnetic and electric fields. For example

F 2 = FµνFµν =
1

2
(B2 − E2), (13.4)

which is invariant, and in order to satisfy causality it correspond to stating that B2 > E2

[5]. The relation Tµν
(em) ≫ Tµν

(matter) corresponds to stating that the plasma is weakly coupled,

however, many astrophysical settings have a coupling constant Γ ∼ 1012, and corresponds

to the ratio of potential to kinetic energy [35]. Thus, for many astrophysical settings

the assumption of weak coupling is inconsistent. These assumption can be neglected by

describing MHD as an EFT, and will be considered in the following section.

14 Magnetohydrodynmics as an EFT

The description of MHD as an EFT follows hydrodynamics analogously, with the exception

of the coupling of an extra field. As such, the degrees of freedom follow T , µ and uµ, which

in equilibrium corresponds to a local temperature, chemical potential and fluid velocity.
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Another degree of freedom at equilibrium correspond to the magnetic field, and as in the

non-relativistic case, it is enough to consider the unit vector hµ. Similarly, the expansion of

MHD will be given as an expansion of the covariant derivative. For hydrodynamics, the con-

served quantities of interest were Tµν and a four-current associated with U(1) symmetries.

However, the four-current Jµ is not the generalized global symmetry for electrodynamics.

The global symmetry is instead given as a two-form current [36]

Jµν =
1

2
εµνρσFρσ, (14.1)

which should be treated similar to the four-current Jµ, and is associated with a two-form

potential bµν . For the 2-form potential, a 3-form strength field can be written analogously

to Fµν

Hµνρ = ∂µbνρ + ∂νbρµ + ∂ρbµν . (14.2)

Then from the Bianchi identity, the 2-form current is conserved, such that

∇µJ
µν = 0. (14.3)

This corresponds to the state that the magnetic field is divergenceless, and as such, the

2-form current can be viewed as a string corresponding to the magnetic field lines. It

was explained in [36] that instead of considering magnetic field lines, the dual of Fµν

corresponds to electric flux lines. However, such quantity is not conserved in the electrically

charged matter because the electric field lines end on charges, and thus electrodynamics only

have one conserved 2-form current. The absence of a magnetic charge allows for different

symmetries, and they are better suited for studying plasma. If the metric is the background

of Tµν and the 2-form potential bµν external source of Jµν , the conserved quantities read

[14]

∇µT
µν = Hν

ρσJ
ρσ , ∇µJ

µν = 0. (14.4)

Therefore, the electric field is not necessary for describing MHD as an effective field theory.

Without loss of generality, it is enough to consider the unit vector of the magnetic field hµ

corresponding to eq. (12.3) and this unit vector will be referred to as the magnetic field.
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The magnetic field satisfies

hµhµ = 1 , uµhµ = 0, (14.5)

where the first equality counts for any unit vectors, while the second relation holds due to

the magnetic field lines having no time direction. Lastly, the chemical potential in eq. (2.22)

now corresponds to the chemical potential for the charge J0i [36]. Before considering the

expansion of these quantities, note that per definition, the 2-form current is antisymmetric

over its indices, while the energy-momentum tensor remains symmetric. Finally the RHS

term in the conservation of Tµν corresponds to a work done by an external source, and

vanishes for bµν = 0 [36].

14.1 MHD: General frame

This section follows analogously the BDNK theory for hydrodynamics. An expression of

the expansion of the conserved quantities will be written together with the constitution

relations. Then constraints from the covariant entropy and the equilibrium state will be

reviewed, and small fluctuations around this equilibrium will be studied. Unfortunately,

the fluctuations of the general frame were not realised in this project, due to lack of time.

However, the stability criteria were found in [14], and we will present their findings and

comment on the results. Instead of finding the dispersion relation for the general frame, the

Landau frame will instead be considered. It offers simpler algebra but follows analogously

the derivation of the dispersion relation in the general frame, which allows us to compare

the dispersion relation and show inconsistencies with the Landau Frame. Nevertheless, the

energy-momentum tensor and the 2-form current can be written in power of O(∂)

Tµν = Tµν
(0) + Tµν

(1) , Jµν = Jµν
(0) + Jµν

(1). (14.6)

With the introduction of the magnetic field, the decomposition will have terms transverse

and along hµ. For this reason the projection tensor now reads

∆µν = uµuν + gµν − hµhν , (14.7)
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and satisfies

∆µ
ν = 2 , ∆µν∆ρ

ν = ∆µρ , ∆µνuµ = ∆µνhµ = 0. (14.8)

The zeroth orders decompose as

Tµν
(0) = (ε+ p)uµuν + pgµν − µρhµhν , Jµν

(0) = 2ρu[µhν], (14.9)

where the transport coefficients ε, p, ρ and µ in equilibrium correspond to a local energy

density, pressure, charge density and chemical potential. This is satisfied due to some

equilibrium states studied similar to the hydrodynamics, and we will later comment on this.

Nevertheless, the first-order can be decomposed in terms that are transverse, longitudinal to

hµ and uµ. For the energy-momentum tensor an additional term is symmetric and traceless,

and for the 2-form current a term that is antrisymmetric. They both can be written as

Tµν
(1) = δεuµuν + δπ∆µν + δξhµhν + 2δχh(µuν) + 2ℓ(µhν) + 2k(µuν) + tµν

Jµν
(1) = 2δτu[µhν] + 2m[µhν] + 2n[µuν] + sµν .

(14.10)

There are five constitution scalars δε, δπ, δξ, δτ and δχ, where the latter is a scalar of mixed

terms. The constitution vectors ℓµ, kµ,mµ and nµ are transverse to both hµ and uν . Lastly

the constitution tensors tµν , sµν are both transverse, where the first is traceless symmetric

and the last one is antisymmetric. The constitution relation is per definition in order of

O(∂), and can be expanded in terms of the degrees of freedom T, µ, uµ and hµ, and it
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possible to define them as [14]

δε = −ε1∆
µν∇µuν − ε2h

µhν∇µuν − ε3u
µ∇µT − ε4u

µ∇µ

(
µ

T

)
δπ = −π1∆

µν∇µuν − π2h
µhν∇µuν − π3u

µ∇µT − π4u
µ∇µ

(
µ

T

)
δξ = −ξ1∆

µν∇µuν − ξ2h
µhν∇µuν − ξ3u

µ∇µT − ξ4u
µ∇µ

(
µ

T

)
δτ = −τ1∆

µν∇µuν − τ2h
µhν∇µuν − τ3u

µ∇µT − τ4u
µ∇µ

(
µ

T

)
δχ = −Tχ1u

µhνδBgµν − Tχ1∇µ(Tρh
µ)

ℓµ = −Tℓ1∆
µσhνδBgνσ − Tℓ2∆

µσuνδBbσν

kµ = −Tk1∆
µσhνδBbνσ − Tk2∆

µσuνδBuσν

nµ = −Tn1∆
µσhνδBgνσ − Tn2∆

µσuνδBbσν

mµ = −Tm1∆
µσhνδBbνσ − Tm2∆

µσuνδBgσν

tµν = −Tη⊥

(
∆µρ∆νσ − 1

2
∆µν∆ρσ

)
δBgρσ

sµν = −Tr∥∆
µρ∆νσδBbρσ,

(14.11a)

where

δBgµν = 2∇(µ

(
uν)

1

T

)
, δBbµν = 2∇[µ

(
hν]

µ

T

)
+

1

T
uλHλµν.

There are 28 unidentified transport coefficients that depends on T and µ. The general

frame can be transformed into arbitrary frames, by considering small fluctuations out of

the equilibrium for the fields. Similar to hydrodynamics, it corresponds to stating that not

all transport coefficients are genuine.

14.2 MHD: Frame transformation

The auxiliary parameters T and µ, together with the fluid velocity and the magnetic field

hµ outside of equilibrium have no microscopic definition, and just as in hydrodynamics they

transform as

T → T + δT , µ → µ+ δµ , uµ → uµ + δuµ , hµ → hµ + δhµ, (14.12)
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where the terms δ are of order O(∂), and due to the normalisation of the fluid velocity and

the magnetic field, the following constraints must be satisfied

uµδu
µ = 0 , hµδh

µ = 0 , uµδh
µ + hµδu

µ = 0. (14.13)

The difference in the field transformations in MHD from hydrodynamics, is that the fields

should not only be invariant, but respect parity and charge conjugation symmetry. By

considering vectors αµ, γµ and a scalar β̃ that are dependent on µ, T and satisfy CPT

symmetries 2 , the two vectors δuµ and δhµ can be decomposed as

δuµ = αν∆
µν + β̃hµ , δhµ = γν∆

µν + β̃uµ.

Then generally the scalars β̃, δT and δµ in the transformed frame can be treated the same

as the constitution relation, and can be written as an expansion

δT = −a1∆
µν∇µuν − a2h

µhν∇µuν − a3u
µ∇µT − a4u

µ∇µ

(
µ

T

)
δµ = −b1∆

µν∇µuν − b2h
µhν∇µuν − b3u

µ∇µT − b4u
µ∇µ

(
µ

T

)
β̃ = −T β̃1u

µhνδBgµν − β̃2∇µ(Tρh
µ)

γµ = −Tγ1∆
µνhσδBgνσ − Tγ2∆

µνuσδBbνσ

αµ = −Tc1∆
µνhλδBbνλ − Tc2∆

µνuλδBgνλ.

(14.14)

By inserting eq.(14.2) and (14.14) into the constitution relations eq.(14.11), it can be shown

that the transformation corresponds to transforming the transport coefficients. Here δε, δπ

and δτ transform similar to eq. (6.16) with a sign change

εi → εi +
∂ε

∂T
ai +

∂ε

∂µ
bi

πi → πi +
∂p

∂T
ai +

∂p

∂µ
bi

τi → τi +
∂ρ

∂T
ai +

∂ρ

∂µ
bi

(14.15a)

2CPT stands for charge conjugation (C), parity transformation (P) and time reversal (T), where C cor-
responds to symmetries with particles respective anti particles. P is a sign flip in the spatial coordinates
and T: t → −t.
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where i = 1, 2, 3, 4 and the constitution vectors mi and ki correspond to the vectors in eq.

(6.16) such that

ki → ki + (ε+ p)ci

mi → mi + ρci,
(14.15b)

where i = 1, 2. The remaining transport coefficients can be shown to satisfy the following

transformations [14]

ξ̃i → ξi +

(
∂p

∂T
− µ

∂ρ

∂T

)
ai − µ

∂ρ

∂µ
bi

χi → χi + Tsβ̃i

ℓi → ℓi − µργi

ni → ni − ργi

η⊥ → η⊥

r∥ → r∥

(14.15c)

where i = 1, 2, 3, 4 for ξ̃i, and i = 1, 2 for the remaining ones. The transport coefficients

are not invariant under the transformation in eq. (14.15), except η⊥ and r∥. However,

similar to hydrodynamics it can be found that a combination of the transport coefficients

are invariant, and can shown to by given by [14]

fi ≡ πi −
(
∂p

∂ε

)
ρ

εi −
(
∂p

∂ρ

)
ε

τi

ℓ̃i ≡ ℓi − µni

m̃i ≡ mi −
ρ

ε+ p
ki

ξ̃ ≡ ξi −
(

∂

∂ε
(p− µρ)

)
ρ

εi −
(

∂

∂ρ
(p− µρ)

)
ε

τi

η⊥ → η⊥ , r∥ → r∥.

(14.16)

Here εi, πi and τi have i = 1, 2, 3, 4 and ni, ℓi, ki and mi have i = 1, 2. The transport

coefficients fi, ℓ̃i and η⊥ corresponds to those from hydrodynamics, while the remaining are

additional for MHD. There are in total 14 genuine transport coefficients, and choosing ai,
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bi, ci, ℓi, ni etc., corresponds to changing the frame in MHD. For the stability and causality

criteria found in eq. (4.1 and eq. (9.18) to be satisfied, it requires certain constraints of the

transport coefficients that must be found in the two normal modes for MHD. Furthermore,

in hydrodynamics constraints of the transport coefficients were found by considering the

equilibrium settings and by demanding that ∇µS
µ ≥ 0 at all orders. These constraints were

found in [14], and will be reviewed in the following section.

14.3 MHD: Equilibrium and entropy constraints

For the rest of this project, the background will be assumed to be flat, and no external force

is present such that

gµν = ηµν , bµν = 0.

The last equality implies that the 3-form Hµνρ = 0. The equilibrium configuration is found

in a similar way from hydrodynamics, with an additional killing field ζµ is chosen and aligns

with the magnetic field hµ, such equilibrium configurations have been studied in [37][38]

[39], and it implies that [14].

δBgµν = 0 , δBgµν = 0 , ∇µ(Tρh
µ) = 0. (14.17)

For such configuration, the first-order vanish and in equilibrium the following equalities

hold

(ε+ p) > 0 , µρ > 0 , s > 0 , T > 0, (14.18)

together with extra constraints for a MHD with a non zero spatial velocity(
∂ρ

∂µ

)
T

≤ 0 , T

(
∂ε

∂T

)
µ

+µ

(
∂ε

∂µ

)
T

≥ 0 ,

(
∂ε

∂T

)
µ

(
∂ρ

∂µ

)
T

−
(
∂ρ

∂T

)
µ

(
∂ε

∂µ

)
T

≥ 0 (14.19)

For compactness we will define the variables

c ≡
(
∂s

∂T

)
µ

, χ ≡
(
∂ρ

∂µ

)
and λ =

(
∂s

∂µ

)
T

≡
(
∂ρ

∂T

)
µ

. (14.20)

Thus, at equilibrium, the transport coefficient in the zeroth-order can be read as the en-

ergy density, pressure, chemical potential and charge density. The zeroth orders can be
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contracted by the fluid velocity, magnetic field and the projection tensor and for Tµν
(0) reads

uν∇µT
µν
(0) = −uµ∇µε− (ε+ p)∇µu

µ − µρuνh
µ∇µh

ν = 0

hν∇µT
µν
(0) = (ε+ p)hνu

µ∇µu
ν + hµ∇µp− hµ∇µ(µρ)− µρ∇µh

µ = 0

∆ρ
ν∇µT

µν = (ε+ p)∆ρ
νu

µ∇µu
ν +∆ρµ∇µp− µρ∆ρ

νh
µ∇µh

ν = 0,

(14.21a)

while the 2-form current reads

uνJ
µν
(0) = hµ∇µρ− ρuµuν∇µh

ν + ρ∇µh
µ

hνJ
µν
(0) = uµ∇µρ+ ρ∇µu

µ − ρhµhν∇µu
ν = 0

∆ρ
ν∇µJ

µν
(0) = ∆ρ

νu
µ∇µh

ν −∆ρ
νh

µ∇µ = 0

(14.21b)

For an ideal MHD, they define a general coupling of the magnetic field to charged matter,

the conservation of Tµν
(0) along the fluid velocity corresponds to the conservation of the

energy density in the plasma, while the contraction of hν and ∆ρ
ν corresponds to the

momentum conservation longitudinal and transverse to the background field. Similarly,

for the 2-current, uµ∇µJ
µν the continuity equation is retained, while the two remaining

describes the dynamic of the magnetic field. Where the transverse part is Lie dragged by

the fluid along the velocity and corresponds to the frozen-in theorem. Lastly, the entropy

for the zeroth-order is also conserved, which can be seen by considering

uν∇µT
µν
(0) + hνJ

µν
(0) = −T∇µ(su

µ) = 0. (14.22)

The entropy current was conserved through the induction equation for the classical descrip-

tion. Thus, hν∇µJ
µν
(0) can be seen as a general form of that equation. Finally, the term

µρ is related to the magnetic tension and can be seen as the magnetic pressure since that

T 33 = µρ, which should correspond to an isotropic pressure term from the magnetic fields,

a more detailed argumentation for such interpretation is given in [36].

Finally, the remaining constraints are retained from the covariant entropy, which now reads

Sµν = suµ − 1

T
uµT

µν
(1) −

µ

T
Jµν
(1). (14.23)

The covariant derivative can then be evaluated at all orders and reads

∇µS
µ = −Tµν

(1)δBgµν − Jµν
(1)δBbµν (14.24)
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Writing out the 2-current and the energy-momentum tensor, and imposing the on-shell

relation while neglecting any terms of higher order than O(∂2) give constraints for the

transport coefficients. Such work has been carried out in [14], and can shown to be given

by

r⊥, r∥, ζ⊥, ζ∥, η⊥, η∥ ≥ 0 , ζ⊥ζ∥ ≥
1

4
(ζ× + ζ ′×)

2, (14.25)

where

η∥ = ℓ̃1 − µℓ̃2

r⊥ = m̃1 −
ρ

ε+ p
m̃2

ζ⊥ = f̃1 − T

(
p

∂ε

)
ρ

f̃3 −
1

T

(
∂p

∂ρ

)
ε

f̃4

ζ× = f̃2 − T

(
∂(p− µρ)

∂ε

)
ρ

f̃3 −
1

T

((
∂(p− µρ)

∂ε

)
ε

+ µ

)
f̃4

ζ ′× = χ̃1 − T

(
∂p

∂ε

)
ρ

ξ̃3 −
1

T

(
∂p

∂ε

)
ρ

ξ̃4

ζ∥ = ξ̃2 − T

(
∂(p− µρ)

∂ε

)
ρ

ξ̃3 −
1

T

((
∂(p− µρ)

∂ε

)
ε

+ µ

)
ξ̃4.

(14.26)

Studying the underlying linear response theory allows finding relations between these trans-

port coefficients, and such computation shows that ζ× = ζ ′× [14] 3

15 Landau frame in MHD

The general frame at first-order is determined by eqs. (14.10) and simplifies a lot when

considering the Landau-frame. By imposing a frame change that satisfies the Landau con-

ditions in eq. (7.1) implies that at first-order MHD

uνT
µν
(1) = −δεuµ − δχhµ − kµ = 0

uνJ
µν
(1) = δτhµ − nν = 0,

which corresponds to choosing a frame such that the constitution relations δε = δχ = kµ = 0

and δτ = mµ = 0. Again, this is achieved by transforming the fields by either demanding

3The exact method corresponds to finding a dissipation matrix, which is done by finding Kubo formulae.
Then Onsager’s relations state that these dissipation matrix are symmetric over its indices. In doing so,
the relation ζ× = ζ′× is found. See [14]
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that εi = χi = ki = τi = ni = 0, which can either be achieved by setting them to zero, or

by setting relevant relations in eqs. (14.15) equal to zero, and then solve for ai, bi, ci, β̃i

and γi, which give

ai =
εi
∂ε
∂T

+

∂ε
∂µ

∂ε
∂T

∂ε
∂T τi −

∂ρ
∂T εi

∂ρ
∂µ

∂ε
∂T − ∂ρ

∂T
∂ε
∂µ

, bi =
∂ε
∂T τi −

∂ρ
∂T εi

∂ρ
∂µ

∂ε
∂T − ∂ρ

∂T
∂ε
∂µ

ci = − ki
ε+ p

, β̃i = − ξi
Ts

, γi =
ni

ρ
.

These relations further impose that the invariant transport coefficient now satisfy

fi = πi , ℓ̃i = ℓi , m̃i = mi , ξ̃ = ξi (15.1)

In using the transformations for the general frame, and eliminating the constitution relations

such that the Landau conditions are satisfied, the conserved quantities reads

Tµν
(1) = δπ∆µν + δξhµhν + 2ℓ(µhν) + tµν

Jµν
(1) = 2m[µhν] + sµν .

Following now the example for the Landau frame in hydrodynamics, by imposing on-shell.

The constitution relations can be shown to be given by ([14])

δπ = −ζ⊥∆
µν∇µuν − ζ×h

µhν∇µuν

δξ = −ζ×∆
µν∇µuν − ζ∥h

µhν∇µuν

ℓµ = −2η∥∆
µσhν∇(σuν)

mµ = −2r⊥∆
µβhν

(
T∇[β

(
hν]

µ

T

)
+ uσH

σ
βν

)
tµν = −2η⊥

(
∆µρ∆νσ − 1

2
∆µν∆ρσ

)
∇(ρuσ)

sµν = 2r∥∆
µρ∆νσ(µ∇[ρhσ] + uλh

λ
ρσ),

where the transport coefficients ζ⊥, ζ×, ζ∥, η∥, r∥, η⊥ and r⊥ are given by eq. (14.26)

with eq. (15.1). These constitution relations define the Landau frame, and it is possible to

investigate the Alfvén and Magnetosonic channel, which will be considered next.
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15.1 Alfvén channel in the Landau frame

The Alfvén channel describes the shear modes in MHD, and similar for hydrodynamics the

perturbation of the fluid velocity is perpendicular to the wave vector. Similar to the classical

description, hµ can be considered being along the z-component such that hµ = (0, 0, 0, 1).

Then, under a general field transformation according to eq. (14.12), δhµ can be split

into components parallel and perpendicular to kµ. Then since the thermodynamics fields

decouples in the Alfvén channel the following relations holds

kµδu
µ = kµδh

ν = 0 , hµδu
µ = uµδh

µ = 0 , δT = δµ = 0. (15.2)

The perturbations of the fields are proportional to exp(ikµxµ), where without loss of gen-

erality set

kµ = (ω, κ sin θ, 0, κ cos θ). (15.3)

We then define ∆ ≡ δ exp(ikµxµ), and the field transformation reads

T → T +∆T , µ → µ+∆µ , uµ → uµ +∆uµ , hµ → hµ +∆hµ. (15.4)

We write in details the different contractions of uν , hν and ∆ρ
ν in Appendix D, and will

here just comment on the results, and only write the equations that do not automatically

vanish due to the relations in eqs. (15.2). Recall that for gµν = ηµν , the covariant derivative

∇µ → ∂µ, and this implies that ∇µ → ikµ. The zeroth-order MHD contracted with the

fluid velocity uµ and hµ does not contribute in the Alfvén channel since kµ∆uµ and kµ∆hµ

equals zero. Thus for the zeroth-order approximation, the following relations holds

uν∇µT
µν
(0) = 0 , uν∇µJ

µν
(0) = 0 , hν∇µT

µν
(0) = 0 , hν∇µJ

µν
(0) = 0.

July 2022



Page 80 of 107 15. Landau frame in MHD

The only contributing equations in the Alfvén channel are the momentum equations. Thus,

contracting with the projection tensor ∆ρ
ν gives

∆ρ
ν∇µT

µν
(0) = ∆ρ

ν∇µ((ε+ p)uµuν + pgµν − µρhµhν)

= (ε+ p)∆ρ
ν∇µ(u

µuν)−∆ρ
νµρ∇µ(h

µhν)

= (ε+ p)uµ∆ρ
ν∇µu

ν − µρhµ∆ρ
ν∇µh

ν

= i(ε+ p)uµkµ∆
ρ
ν∆uν − iµρhµkµ∆

ρ
ν∆hν

= i exp(ikµxµ)(−(ε+ p)ω∆ρ
νδu

ν − µρκ cos θ∆ρ
νδh

ν)

∆ρ
ν∇µJ

µν
(0) = ∆ρ

ν∇µ(2ρu
[uhν])

= ρ∆ρ
ν∇µ(u

µhν)− ρ∆ρ
ν∇µ(u

νhµ)

= ρuµ∆ρ
ν∇µh

ν − ρhµ∆ρ
ν∇µu

ν

= iρ(uµkµ∆hρ − ρhµkµ∆uρ)

= iρ exp(ikµxµ)(−ω∆ρ
νδh

ν − κ cos θ∆ρ
νδu

ν).

There are two equations in the linear system, which is evident from the restraints of eqs.

(15.2) since that in the Alfvén Channel, the perturbations of the magnetic field and the four

velocity are only non-zero in its y-component i.e., δuµ = (0, 0, δu2, 0) and δhµ = (0, 0, δh2, 0).

The eigenfrequency ω of the zeroth-order approximation for the Landau frame in the Alfvén

channel is determined by the linear system Mijδ
i = 0 with δi = (δu2, δh2), and the Matrix

is given by

Mij =

(p+ ε)ω κµρ cos θ

κρ cos θ −ρω

 ,

while the determinant of the Matrix of zeroth-order is given by

(p+ ε)ω2 + κ2µρ cos2 θ = 0. (15.5)

Dividing by ε+ p and defining VA ≡ µρ
ε+p the zeroth-order approximation then satisfy

ω = VAκ cos θ, (15.6)

where VA is the Alfvén velocity, and for the relativistic case, it corresponds to the tension of

the strings. This is expected from the classical description that the fluid elements propagates
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along the magnetic field lines, i.e the strings. The first-order approximation can be obtained

similarly. It is written explicitly in Appendix D. First consider the quantities δπ and δξ

in the Alfvén channel. They consist of two terms that are ∼ ∆µν∇µuν and ∼ hµhν∇µuν .

Both of these terms must vanish in the Alfvén channel, since ∇µ → ikµ and the wave vector

does not have any y-components, by using that ∆µν∇µuν = ∇µu
µ then

∆µν∇µuν = i∆µνkµ∆uµ = ikµ∆uµ = 0,

while the other term vanishes due to hµ∆uµ = 0. For the Alfvén channel the Bulk viscosity

is not included, and all the the constitution scalars can be neglected. Thus by contracting

the projection tensor ∆ρ
ν for the first-order approximation we obtain

∆ρ
νT

µν
(1) = ∆ρ

ν∇µ(δπ∆
µν + δτhµhν + 2ℓ(µhν) + tµν)

= −∆ρ
νh

µ∇µℓ
ν +∆ρ

ν∇µt
µν

= η∥∆
ρ
ν∆

νσhµhλ∇µ(∇σuλ −∇λuσ)− η⊥∆
ρ
ν(∆

µλ∆νσ − 1

2
∆µν∆λσ)∇µ(∇λuσ −∇σuλ)

= −η∥∆
ρσhµkµh

λkλ∆uσ + η⊥∆
µλ∆ρσ(kµkλ∆uσ − kµkσ∆uλ)

= κ2(η∥ cos
2 θ + η⊥ sin2 θ)∆ρσ∆uσ

= exp(ikµxµ)κ
2(η∥ cos

2 θ + η⊥ sin2 θ)∆ρσδuσ

∆ρ
ν∇µJ

µν
(1) = ∆ρ

ν∇µ(2m
[µhν] + sµν)

= −∆ρ
νh

µ∇µm
ν +∆ρ

ν∇µs
µν

= µr⊥∆
ρ
ν∆

νσhµhλ∇µ(∇σhλ −∇λhσ)− r∥∆
ρ
ν∆

νσ∆µλµ∇µ(∇λhσ −∇σhλ)

= −µr⊥∆
µρkµh

λkλ∆hσ − µr∥∆
µλ∆ρσkµkλ∆hσ

= κ2µ(r⊥ cos2 θ + r∥ sin
2 θ)∆σρ∆uσ

= exp(ikµxµ)κ
2µ(r⊥ cos2 θ + r∥ sin

2 θ)∆σρδuσ,

where the relation in eqs.(15.2) haven been used. It is convenient to define

Tr ≡ r⊥ cos2 θ + r∥ sin
2 θ , Tη ≡ η∥ cos

2 θ + η⊥ sin2 θ. (15.7)
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Then, adding the contributing equation with the first-order approximation and multiplying

with i exp(−ikµxµ) gives the linear system

ω(ε+ p)δu2 + µρκ cos θδh2 + iκ2Tηδu2 = 0 (15.8)

ωδh2 + ρκ cos θδu2 + iµκ2Trδh2 = 0, (15.9)

that can be written in Matrix form as

Mij =

(ε+ p)ω + iκ2Tη µρκ cos θ

ρκ cos θ ρω + iµκ2Tr

 , (15.10)

with its respective determinant

ρ(p+ ε)ω2 + i(µ(p+ ε)Tr − ρTη)κ2ω − κ2(µκ2TηTr + µρ2 cos2 θ) = 0. (15.11)

Solving for ω gives the dispersion relation to O(κ2) reads

ω = ±VAκ cos
2 θ − i

2

(
1

ε+ p
Tη +

µ

ρ
Tr
)
κ2 (15.12)

Letting the viscosity and resistivity going towards zero gives the zeroth order dispersion

relation as expected. It is also possible to find two diffusive modes: however, it was found

in [40] that these modes are not physical. The reason for this, is that they are first found by

letting θ → π/2 and then κ → 0. But, the Alfvén waves can not propagate perpendicular

to the magnetic field lines, and θ → π/2 is unphysical.

15.2 Landau: Alfvén channel in boosted frame

The Alfvén channel has two gapped and gapless modes for a spatial velocity βi ̸= 0. This

can be realised by substituting eq. (10.4a) and (10.4b) together with hµ → hµ
′
. To see this,

consider hµ = (ht, h
i): they transform similar to kµ, such that

ht = γ(h′t − βih′i) , hi = hi
′
+ γ

(
γ

1 + γ
βih′i − h′t

)
βi. (15.13)

However, ht = 0 and the magnetic field and fluid velocity satisfy hµuµ = 0. For frames with

non-vanishing βi it corresponds to stating βih′i = 0. The first equality then reads h′t = 0
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and the second equality reduces to hi → hi
′
. The determinant in the boosted frame then

reads

γ2w((ω′)2 − (βik′i)
2)− k2µρ2 cos2 θ − iργk2βik′iTη − k2µTη(iγwβik′i + k2Tη) = 0, (15.14)

where k2 = κ2 and should be read according to eq. (10.4b). The gapped modes follow a

dispersion relation ω′
G = ω0+ω1β

iki, where ω0 is found by letting κ → 0, in which case the

determinant reduces to

ρw − β2µρ2 cos2 θ + iβ2γω′(ρTη + Tr(w + iβ2γω′Tη)) = 0. (15.15)

Setting ω′ = ω0, and solving for ω0 gives

ω0 =
i

2

√
1− β2(wµTr + ρTη ±D)

β2µTrTη
, (15.16)

where D is defined as

D2 ≡ (wµTr − ρTη)2 + 4TηTrβ2µ2 cos2 θ.

We were unable to find a compact way in writing the first-order term for ω′
G. However, by

letting θ → π/2, then Tr = r∥ and Tη = η⊥: the two gapped modes reduce to

ω−
G = i

√
1− β2

β2

p+ ε

η⊥
+

(2− β2)

β2
βik′i

ω+
G = i

√
1− β2

β2

ρ

µr∥
+

2− β2

β2
βik′i,

(15.17)

Note that this is inconsistent with the stability criteria in eq. (4.1), since that for Im ω < 0,

it requires that η⊥ and r∥ to be negative, which is inconsistent with the inequality from

the entropy current. Furthermore, these modes do not allow one to return to an unboosted

frame since both terms go towards infinity when βi → 0. Which is most likely due to a bad

choice of frame.

15.3 Magnetosonic channel in the Landau frame

The magnosonic channel consists of the longitudinal components of the fluid velocity uµ

and the magnetic field hµ. The perturbations δuµ and δhµ are spanned by the equilibrium
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values uµ, hµ and the wave vector kµ such that

δuµ = Auµ +Bkµ + Chµ , δhµ = Dkµ + Fuµ +Ghµ.

Using now that uµδu
µ = 0, and hµδh

µ = 0, and setting B = δU1, C = δU2, D = δH1 and

F = δH2 the above relations reads

δuµ = (kµ − ωuµ)δU1 + hµδU2 , δhµ = (kµ − κ cos θhµ)δH1 + uµδH2.

Furthermore the normalisation in eq. (14.13) impose that uµδh
µ+hµδu

µ = 0, which implies

δH2 = κ cos θδU1 − ωδH1.

The amplitudes for the sound channel can then be written as

δuµ = (kµ − ωuµ)δU1 + hµδU2

δhµ = (kµ − κ cos θhµ − ωuµ)δH1 + uµ(κ cos θδU1 + δU2),
(15.18)

the magnetosonic channel is parameterised by δU1, δU2, δH1, δT and δµ that satisfies the

following relations

∆ρ
µδu

µ = ∆ρ
µk

µδU1 , kµδu
µ = κ2δU1 + κ cos θδU2

∆ρ
µδh

µ = ∆ρ
µk

µδH1 , kµδh
µ = κ2 sin2 θδH1 − ω(cos θδU1 + δU2)

hµδu
µ = κ cos θδU1 + δU2 , uµδh

µ = −κ cos θδU1 − δU2.

(15.19)

For the sound channel all the constitution relations are non-vanishing, except for the anti-

symmetric part of the 2-form current, sµν . This is explicitly seen by

sµν = −2r∥∆
µρ∆νσµ∇[ρhσ]

= −i2r∥∆
µρ∆νσ(kµ∆hσ − kσ∆hρ)

= −i2r∥∆
µρ∆νσ(kµkσ∆H1 − kσkρ∆H1)

= 0.

The linear system is then found by contracting ∇µT
µν and ∇µJ

µν with the fluid velocity

uν , the magnetic field hν and the projection tensor ∆ρ
ν . For the magnetosonic channel, it
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is convenient to consider relation of the entropy current. Thus, the linear system consist of

the following contractions

uν∇Tµν + µhν∇µJ
µν = 0

hν∇µT
µν = 0

uν∇µJ
µν = 0

∆ρ
ν∇µT

µν = 0

∆ρ
ν∇µJ

µν = 0.

Where the first expression in the zeroth-approximation corresponds to considering T∇µ(su
µ) =

0. We write the calculation of these equations explicitly in Appendix E and contracted

equations reads

T (sδU1κ
2 − (cδT + δµλ)ω + sδU2κ cos θ)− iµr⊥(δµ− µ

T
δT − µκ cos θδH1) = 0

ωTsδU1 − κ cos θ(A− µρκ2 sin2 θδH1)− κ2(cos2 θ(δU1 + κ cos θ)ζ∥ + sin2 θB) = 0

(δTλ+ δµχ) cos θ + δH1κρ sin
2 θ = 0

(sδT + ρδµ)− (ε+ p)ωδU1 − µρκ cos θδH1 − iκCδU1 − 2η∥ cos θ(cos θδU1 + δU2) = 0

ρ(ωδH1 + κ cos θδU1) + i
r⊥
T

κ cos θ(Tδµ− µδT − µκ cos θδH1) = 0,

(15.20)

where

A = (s− µλ)δT − ωTsδU1 + µχδµ

B = δU2η∥ + δU1κ cos θ(ζ× + 2η∥)

C = ζ× cos2 θ + sin2 θ(ζ⊥ + η⊥).

The Matrix is to long to be shown in this section, but for clarification, its components can be

found in Appendix (F). Alternatively it can be read directly from eq.(15.20). Nevertheless,

finding the determinant of the linear system allows to set up an expansion in powers of κ,

to find the following dispersion relation

ω = ±v±κ+ iτκ2, (15.21)
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where

v± =
1

2
((V2

A + V2
0 ) cos

2 θ + V2
s sin

2 θ)± 1

2

√
((V2

A − V2
0 ) cos

2 θ + V2
s sin

2 θ)2 + 4V4 cos2 θ sin2 θ

(15.22)

with

V2
0 ≡ sχ

T (cχ− λ2)
, V2

s ≡ s2χ+ cρ2 − 2sρλ

(ε+ p)(cχ− λ2)
, V4 =

s(ρλ− sχ)2

T (cχ− λ2)2(ε+ p)
, (15.23)

The results correspond to the findings in the classical description, and it can be read that

there are a slow v− and a fast v+ mode. For θ = 0, the fast mode c+ → V0 while for the

slow mode c− → VA. For θ = π/2, c+ → Vs and c− → 0. For the classical description at

θ → π/2 implied that the fast mode was equal to the sound speed. For this reason Vs can

be seen as a sort of speed of sound for the magnetosonic channel for the fast mode.

The first order-term τ , are as well to long to be presented, but it simplifies greatly for

specific angles and different modes

τ(V0, θ = 0) =
ζ∥

2sT

τ(VA, θ = 0) =
1

2

(
µ

ρ
r⊥ +

η∥

ε+ p

)
τ(Vs, θ = π/2) = −1

2

(ρ(cT + λµ)− s(Tλ+ µχ))2

T 2(λ2 − cχ)(cρ2 + s2χ− 2sλρ)
+

ζ⊥ + η⊥
ε+ p

τ(0, θ = π/2) =
1

2

(
η∥

sT
+

r⊥(ε+ p)2

T 2(s2χ+ ρ2c− 2ρsλ)

)
,

(15.24)

here when writing τ(V0) it corresponds to setting all the other modes to zero. Finally two

diffusive modes can again be found by first setting θ = π/2, and then κ → 0. However, due

to their unphysical nature they are left out of the computation. The procedure that have

been provided is analogous to the general frame, which has been done in [14] and for the

purpose of the discussion, their findings will be presented and commented.

16 MHD modes in the General frame

For the Landau frame, the two normal modes were found, the Alfvén and magnetosonic

channel. The same procedure can be considered for the general frame determined by

July 2022



Page 87 of 107 16. MHD modes in the General frame

eq.(14.10), with its respective constitution relations. The general frame consists of a set of

stable and causal frames, as was also evident in the case of hydrodynamics. However, the

general frame for MHD is more involved than the Landau frame. Due to the lack of time,

we were unfortunately unable to derive the normal modes of the general frame, but we will

present the findings for the Alfvén channel in [14] and comment on the different modes.

To compare the Landau frame from the general frame, it is only necessary to consider the

first-order relations, since the zeroth-order is independent of the transport coefficients. The

equation of interest in the general frame is given by

uν∇µT
µν
(1) + µhν∇µJ

µ
(1) = −uµ∇µδε− hµ∇µδχ−∇µk

µ + µuµ∇µδτ + µ∇µm
µ

hν∇µT
µν
(1) = hµ∇µδξ − uµ∇µδχ+∇µℓ

µ

uν∇µJ
µν
(1) = hµ∇µδτ −∇µn

µ

∆ρ
ν∇µT

µν
(1) = ∆ρµ∇µδπ +∆ρ

νh
µ∇µℓ

ν +∆ρ
νu

µ∇µk
ν +∆ρ

ν∇µt
µν

∆ρ
ν∇µJ

µν
(1) = −∆ρ

νh
µ∇µm

ν −∆ρ
νu

µ∇µn
ν +∆ρ

ν∇µs
µν .

(16.1)

Comparing these equations with the Landau frame, the difference lies in the vanishing

four additional terms containing the constitution relation. The work carried out in [14] a

flat background with no external source was considered. For the Alfvén channel the only

contributing equations are

∆ρ
ν∇µT

µν
(1) = ∆ρ

νh
µ∇µℓ

ν +∆ρ
νu

µ∇µk
ν +∆ρ

ν∇µt
µν

∆ρ
ν∇µJ

µν
(1) = −∆ρ

νh
µ∇µm

ν −∆ρ
νu

µ∇µn
ν +∆ρ

ν∇µs
µν .

(16.2)

By writing the derivation and solving the linear system, the Alfvén mode emits two gapless

and two gapped modes. The gapless modes are in the same form as eq. (15.12) where

η∥, η⊥, r∥ and r⊥ now defined by eq. (14.26). The gapless modes are [14]

ω = i
ρ

µn2
, ω = i

(ε+ p)

k2
. (16.3)

They are not present in the Landau frame for βi = 0, and in the boosted frame they would

go towards infinity when the spatial velocity going towards zero. The stability criteria then

requires that

n2 < 0 , k2 < 0. (16.4)
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While in the Landau frame, one set n2 = k2 = 0. Thus it is clear that the Landau

Frame is not stable in the Alfvén Channel. Furthermore, gapped modes also appear in the

magnetosonic channel, and here the stability criteria also requires that k2 < 0, and the

Landau frame is also unstable in the magnetosonic channel. It was shown by [14] that the

general frame emits stable and causal frames.

17 Discussion

In this thesis, we have briefly reviewed the classical description of fluids and plasmas to draw

parallels with the relativistic case. The BDNK theory has been applied to hydrodynamics

and MHD by writing them as a gradient expansion in a flat background. In order to study

the linear stability and causality of hydrodynamics, a general frame has been studied. The

transport coefficients of this frame have been constrained by an equilibrium configuration

and a covariant version of the second law of thermodynamics. We have then studied the

linear stability and causality for the general frame in hydrodynamics by considering the

small perturbations out of equilibrium that correspond to transforming the involved fields.

This gives a linear system, where the two normal modes (shear and sound modes), have

been found for small wave numbers. The linear stability and causality criteria of these two

modes have then been reviewed, and the determinant allows us to study the linear stability

and causality for arbitrary wavelengths. For magnetohydrodynamics, a similar approach

was taken. Namely, first, a definition of plasma was reviewed, and the classical description

of the conservation equation governing MHD. Then the relativistic MHD was described as

an EFT, following analogously to the BDNK theory for hydrodynamics. An equilibrium

configuration allowed to describe physics interpretation of the conservation equation to a

zeroth-order. Lastly, the linear system was found in the Landau frame and was shown to be

inconsistent and not to satisfy stability and causality as expected. The results from [14] were

then reviewed, showing that the general frame for MHD is stable and causal. The Eckart

and Landau frame lead to non-sensible physics since both frames’ stability and causality

criteria are not satisfied. The BDNK theory shows that a general frame can be derived,
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confirmed by a kinetic theory as well in [32]. Without applying the Israel-Stewart theory

and introducing extra degrees of freedom. The theories are guided by symmetries on the

effective action and give conserved quantities up to a first-order approximation that agrees

with the classical description. Namely, for hydrodynamics, the governing equation is given

by a continuity equation, momentum equation and energy equation. Similar to MHD, with

the extra equation due to coupling of the electromagnetic fields. The constraints imposed by

the transport coefficients from the normal modes ensure causality and stability and give rise

to a set of frames. The Eckart and Landau frame can be derived directly, and the constraints

show that it is inconsistent. This agrees with previous studies in hydrodynamics [9]. To our

knowledge, the general frame for MHD has not been derived from the relativistic Boltzmann

equation. Nevertheless, the BDNK theory gives sensible physics: Firstly, as already stated,

the general frame is stable and causal. Secondly, the contractions of the conserved quantities

corresponds to those in the classical description, and both for hydrodynamics and MHD

the entropy current is conserved at zeroth-order.

Furthermore, for the description of MHD, no assumption of the coupling constant or the

separation of the energy-momentum tensor is needed. Thus, it gives a more complete theory

since the coupling of matter and electromagnetic fields are retained. However, it should be

noted that hydrodynamics and MHD remain toy models, and their prediction power may

not be sufficient enough to predict physics phenomena in astrophysical settings. Rather

or not this is true is unclear to us. The future outlook for hydrodynamics and MHD, is

a bit exciting. We hope that the BDNK theory allows for a better understanding of the

physical effects of dissipative hydrodynamics and MHD in various situations, for example,

in shocks. Furthermore, studying the stability and causality criteria for an arbitrary metric

could be interesting and likewise, with an external background source. Lastly, we would

find it interesting to apply the force-free approximation for the general frame, to first study

the linear stability and causality criteria, and hopefully apply a stable MHD theory to the

magnetosphere for pulsars. This could give new insights and a better understanding of how

pulsars work.
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From the above discussion, we conclude that both hydrodynamics and MHD, in their general

frames, give a complete toy model of fluids and plasmas. The constraints imposed by the

general frame should be used as guidelines of what frames to choose. Finally, we think this

modern approach can lead to a better understanding of various astrophysical settings.
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A Field transformations for hydrodynamics

For the field transformations, only orders of O(∂) is of interest. Therefore, δuµδuν and

δuνT
µν
(1) are neglected. The transformation of P is invariant up to a first-order, accordingly

P =
1

3
∆µνT

µν

=
1

3

(
(uµ + δuµ)(uν + δuν) + gµν

)
(Tµν + δTµν

(0))

=
1

3
(uµuν + gµν)T

µν +
1

3
(uµδuνT

µν + uνδuµT
µν + uµuνδT

µν
(0) + gµνδT

µν
(0))

=
1

3
∆µνT

µν +
1

3
(uµδuν + uνδuµ)T

µν
(0)

=
1

3
∆µνT

µν = P.

The terms in the second parenthesis cancel out, this is specifically seen by

uµδuνT
µν = uµδuνT

µν
(0) + uµδuνT

µν
(1)

= uµδuν(ε+ p)uµuν

= 0

uµuνδT
µν
(0) = (ε+ p)uµuν(δu

µuν + uµδuν)

= −(ε+ p)(uµδu
µ + uνδu

ν) = 0

gµνδT
µν
(0) = (ε+ p)gµν(δu

µuν + uµδuν)

= (ε+ p)(uµδu
µ + uνδu

ν) = 0.

Similar N is invariant under these transformations

N ′ = −u′µJ
µ′

= −(uµ + δuµ)(J
µ + δJµ

(0))

= −uµJ
µ − uµδJ

µ
(0)

= −uµJ
µ

= N ,
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where again δuµδJ
µ
(0) is of higher order and

uµδJ
µ
(0) = ρuµδu

µ = 0.

The transformation of the constitution vector qµ becomes

qµ
′
= −∆µ

νu
′
ρT

νρ′

= −∆µ
ν(uρ + δuρ)(T

νρ + δT νρ
(0))

= −∆µ
νuρT

νρ −∆µ
νuρ∆T νρ

(0)

= −∆µ
νuρT

νρ −∆µ
νuρ(ε+ p)(δuνuρ + uνδuρ)

= −∆µ
νuρT

νρ + (ε+ p)δuµ

= qµ + (ε+ p)δuµ.

Here we have used that

∆µ
νδ

ν = (uµuν + gµν)δu
ν = gµνδu

ν = δuµ.

Similar for jµ
′

jµ
′
= ∆µ

νJ
ν

= ∆µ
ν(J

µ + δJµ
(0))

= ∆µ
νJ

µ + ρ∆µ
νδu

ν

= jµ + ρδuµ.

Lastly, the constitution tensor the energy-momentum tensor is replaced with Tµν + δTµν
(0) ,

thus to show that tµν
′
= tµν , it is sufficient to consider

∆µ
λ∆

ν
ρδT

λρ
(0) = ∆µ

λ∆
ν
ρδ(ε+ p)(δuλuρ + uλδuρ) = 0

∆λρδT
λρ
(0) = 0.

Thus, tµν
′
= tµν under these transformations, since Tµν and Jµ are invariant under these

transport coefficient. It is enough to demand that the constitution vectors transform as eq.

(6.14b).
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B Hydrodynamics: Invariant transport coefficients

Consider first the invariant transport coefficients

fi = πi −
(
∂p

∂ε

)
ρ

εi −
(
∂p

∂ρ

)
ε

τi , ℓi = li −
ρ

ε+ p
ri.

Using now the transformation relations in eqs. (6.16), then ℓ′i reads

ℓ′i = l′i −
ρ

ε+ p
r′i

= li − ρci −
ρ

ε+ p
ri +

ρ

ε+ p
(ε+ p)ci

= ℓi.

For f ′
i using again eqs. (6.16) reads

f ′
i = π′

i −
(
∂p

∂ε

)
ρ

ε′i −
(
∂p

∂ρ

)
ε

τ ′i

= πi −
(
∂p

∂ε

)
ρ

εi −
(
∂p

∂ρ

)
ε

τi + Yai + X bi,

where

Y =

(
∂p

∂ε

)
ρ

(
∂ε

∂T

)
µ

+

(
∂p

∂ρ

)
ε

(
∂ρ

∂T

)
µ

−
(
∂p

∂T

)
µ

X =

(
∂p

∂ε

)
ρ

(
∂ε

∂µ

)
T

+

(
∂p

∂ρ

)
ε

(
∂ρ

∂µ

)
T

−
(
∂p

∂µ

)
T

.

For f ′
i = fi, then Y = X = 0 must be satisfied. From eq. (2.22) the following relations

holds

∂ε

∂µ
= Tλ+ µχ ,

∂ε

∂T
= Tc+ µλ(

∂p

∂T

)
µ

= s ,

(
∂p

∂µ

)
T

= ρ,

where

λ =
∂s

∂µ
=

∂ρ

∂T
, χ =

∂ρ

∂µ
, c =

s

∂T
.

First consider dρ = 0, then

dρ = χdµ+ λdT =⇒ dT = −χ

λ
dµ,
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then (∂p/∂ε)ρ reads (
∂p

∂ε

)
ρ

=
sdT + ρdµ

T (cdT + λdµ)

=
−sχλ + ρ

T (−cχλ + λ)

=
sχ− ρλ

T (cχ− λ2)

and for dε = 0 it reads

dε = (Tc+ µλ)dT + (λT + µχ)dµ = 0 =⇒ dT = −Tλ+ µχ

cT + µλ
dµ.

Then (∂p/∂ρ)ε reads (
∂p

∂ε

)
ε

=
sdT + ρdµ

χdµ+ λdT

=
λ(sT − ρµ) + sχµ− ρTc

T (λ2 − χc)
.

Substituting these relations into Y and X gives

Y =
sχ+ ρλ

T (χc− λ2)
(Tc+ µλ) +

λ(sT − ρµ) + χsµ− ρTc

T (λ2 − χc)
λ− s = 0

X =
sχ− ρλ

T (χc− λ2)
(Tλ+ µχ) +

λ(sT − ρµ) + χsµ− ρTc

T (λ2 − χc)
χ− ρ = 0.

Thus f ′
i = fi, is invariant under these transformations.

C Covariant entropy current for uncharged fluids

The entropy current to a first-order hydrodynamics satisfies eq. (8.7, written again here as

∇µS
µ = −Aδε− 3Bδπ + 2qµQµ +

1

2T
σµνσµν .

For simplicity consider each term separately. By using eq. (6.7), the first term reads

−Aδε =

(
− 1

T 2
uλ∇λT

)(
ε1
T
uλ∇λT + ε2∇λu

λ

)
= − 1

T 3
ε1
(
uλ∇λT

)2 − 1

T 2
ε2u

λ∇λT∇σu
σ,
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and the second term

−3Bδπ = −3

(
1

3T
∇λu

λ

)(
π1
T
uλ∇λT + π2∇λu

λ

)
= − 1

T 2
π1∇λu

λuσ∇σT − 1

T
π2

(
∇λu

λ
)2
.

The third term containing the constitution vector qµ reads

2qµQµ = 2

(
r1u

λ∇λu
µ +

r1
T
∆µλ∇λT

)(
− 1

2T 2
∆µ

ρ∇ρT − 1

2T
∆µ

ρuλ∇λuρ

)
= − r1

T 2
(uλ∇λu

µ)(∆µ
ρ∇ρT )−

r1
T

(
uλ∇λu

µu
σ∇σuµ)−

r1
T 3

∆µρ∆µ
ρ∇λT∇ρT − r1

T 2
∆ρλ∇λTu

σ∇σuρ

= −2r1
T 2

(uλ∇λu
µ)(∆µ

ρ∇ρT )−
r1
T

(
uλ∇λu

µu
σ∇σuµ)−

r1
T 3

∆µρ∆µ
ρ∇λT∇ρT,

and the last term remain the same. The on-shell relations needs to be taken into account,

and since only uncharged-fluids are considered, then

dp = sdT , dε = Tds = TcdT.

The energy conservation then reads

−uµ∇µε− (ε+ p)∇µu
µ = −Tcuµ∇µT − Ts∇µu

µ = 0,

solving for uµ∇µT , and using that v2s = s/cT gives

uµ∇µT = −Tv2s∇µu
µ.

The momentum equation reads

(ε+ p)uµ∇µu
ρ +∆µρ∇µp = Tsuµ∇µu

ρ + s∆µρ∇µT = 0,

and solving for ∆µρ∇µT gives

∆µρ∇µT = −Tuµ∇µu
ρ.

Inserting these on-shell relations into each term gives

−Aδε = − 1

T
v4sε1(∇µu

µ)2 +
1

T
ε2v

2
s(∇µu

µ)2

−3Bδπ =
1

T
π1v

2
s

(
∇µu

µ
)2 − 1

T
π2

(
∇µu

µ
)2
.
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The vector term cancels out, and to see this explicitly we write

2qµQµ =
2

T
r1
(
uλ∇λu

µuσ∇σuµ
)
− r1

T

(
uλ∇λu

µu
σ∇σuµ)−

1

T
r1
(
uλ∇λu

µuσ∇σuµ
)
= 0.

Note, that it only vanishes due to the equilibrium settings r1 = r2, and might not vanish

at higher orders. Setting it all together gives

∇µS
µ =

1

T
(v2s(ε2 + π1)− π2 − v4sε1)

(
∇µu

µ
)2

+
η

2T
σµνσ

µν .

Multiplying with T on both sides, agrees with eq. (8.9).

D Derivation of Alfvén channel in the Landau Frame

The only contributing equations in the Alfvén channel are those contracted by the projection

tensor. To see explicitly that the other terms vanishes, they are written out in this appendix.

First recall that δT = δµ = 0 and ∇µu
µ = ikµ∆uµ = ikµh

µ = 0. The contraction of the

fluid velocity for both conserved quantities gives

uν∇µT
µν
(0) = uν∇µ((ε+ p)uµuν + pgµν − µρhµhν)

= (ε+ p)uν∇µ(u
µuν)− µρuν∇µ(h

µhν)

= (ε+ p)uνu
ν∇µu

µ + (ε+ p)uνu
µ∇µu

ν − µρuνh
µ∇µh

ν

= −i(ε+ p)kµ∆uµ − iµρhµkµuν∆hν = 0

uν∇µJ
µν
(0) = uν∇µ(2ρu

[uhν])

= ρuν∇µ(u
µhν)− ρuν∇µ(u

νhµ)

= ρuνu
µ∇µh

ν − ρuνh
µ∇µu

ν − ρuνu
ν∇µh

µ

= ρuνu
µ∇µh

ν − ρuνh
µ∇µu

ν + ρ∇µh
µ

= iρuνu
µkµ∆hν − ρuνh

µkµ∆uν + ρkµ∆hµ = 0,

July 2022



Page 97 of 107 D. Derivation of Alfvén channel in the Landau Frame

where it has been used that uµ∆hµ = hµ∆uµ, and recall that due to the normalisation of

uµ and hµ, then hµ∆hµ = uµ∆uµ = 0. Similar for the contractions by hν

hν∇µT
µν
(0) = hν∇µ((ε+ p)uµuν + pgµν − µρhµhν)

= (ε+ p)hν∇µ(u
µuν)− µρhν∇µ(h

µhν)

= (ε+ p)hνu
µ∇µu

ν − µρ∇µh
µ − µρhνh

µ∇µh
ν

= i(ε+ p)hνu
µkµ∆uν − iµρkµ∆hµ − iµρhνh

µkµ∆hν = 0

hν∇µJ
µν
(0) = hν∇µ(2ρu

[uhν])

= ρhν∇µ(u
µhν)− ρhν∇µ(u

νhµ)

= ρ∇µu
µ + ρhνu

µ∇µh
ν − ρhνh

µ∇µu
ν

= iρkµ∆uµ + iρhνu
µkµ∆hν − iρhνh

µ
µ∆uν = 0.

Similar at first-order the contraction of the fluid velocity vanishes:

uν∇µT
µν
(1) = uν∇µ(δf∆

µν + δτhµhν + 2ℓ(µhν) + tµν)

= uνδτ∇µ(h
µhν) + uν∇µ(ℓ

µhν) + uν∇µ(ℓ
νhµ)

= δτuνh
µ∇µh

ν + uνℓ
µ∇µh

ν + uνh
µ∇µℓ

ν

= δτuνh
µ∇µh

ν + uνℓ
µ∇µh

ν − 2η∥∆
µσuνh

µ∇µ(h
ρ∇(σuρ)))

= iδτuνh
µkµ∆hν + iuνℓ

µkµ∆hν = 0

uν∇µJ
µν
(1) = uν∇µ(2m

[µhν] + sµν)

= uν∇µ(m
µhν)− uν∇µ(m

νhµ)

= uνm
µ∇µh

ν − uνh
µ∇µm

ν

= uνm
µ∇µh

ν + 2r⊥∆
νβuνh

µ∇µ(h
ρT∇[β(hρ]µ/T ))

= iuνm
µkµ∆hν = 0,
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and by contracting hν

hν∇µT
µν
(1) = hν∇µ(δf∆

µν + δτhµhν + 2ℓ(µhν) + tµν)

= hν∇µ(δτ)h
µhν + δτhν∇µ(h

µhν) + hν∇µ(ℓ
µhν) + hν∇(ℓνhµ)

= hµ∇µδτ + δτ∇µh
µ + δτhνh

µ∇µh
ν +∇µℓ

µ + hνℓ
µ∇µh

ν + hνh
µ∇µℓ

ν

= hµ∇µ(−ζx∆
ρλ∇ρuλ − ζ∥h

ρhλ∇ρuλ)− 2η∥∆
µσ∇µ(h

ρ∇(σuρ))

= hµ∇µ(−iζ×∆
ρλkρ∆uλ − iη∥h

ρhλkρ∆uλ)− η∥∆
µσ∇µ(ih

ρkσ∆uρ − ihρkρ∆uσ)

= −iζ×∆
ρλkρh

µ∇µ∆uλ + iη∥∆
µσhρκρ∇µ∆uσ

= −iζ×(u
ρuλ + gρλ − hρhλ)kρh

µ∇µ∆uλ + iη∥(u
µuσ + gµσ − hµhσ)hρkρ∇µ∆uσ

= −iζ×k
λhµkµ∆uλ + iη∥h

ρkρk
σ∆uσ = 0

hν∇µJ
µν
(1) = hν∇µ(2m

[µhν] + sµν)

= hν∇µ(m
µhν)− hν∇µ(m

νhµ)

= ∇µm
µ + hνm

µ∇µh
ν − hνh

µ∇µm
ν

= −2r⊥∆
µβ∇µ(h

ρT∇[β(hρµ/T )) + ihνm
µkµ∆hν + 2r⊥∆

νβhνh
µ∇µ(h

ρT∇[β(hρ]µ/T ))

= −2r⊥µ∆
µβ∇µ(h

ρ∇βhρ − hρ∇ρhβ)

= −2r⊥µ∆
µβ∇µ(ih

ρkβ∆hρ − hρkρ∆hβ)

= 2r⊥µ∆
µβhρkρkρk

β∆hβ = 0.

Thus, for the first-order only the projection by ∆ρ
ν contributes, the zeroth and first-order

can be added together to give the full linear system for the Alfvén channel.
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E Derivation of the magnetosonic channel in the Landau

Frame

The first equation we consider are ∇µ(su
µ) = 0 for the zeroth approximation, which corre-

sponds to considering uν∇µT
µν
(0) + µhν∇µJ

µν
(0) = 0 we find

∇µ(su
µ) = uµ∇µs+ s∇µu

µ (E.1)

= λuµ∇µµ+ cuµ∇µT + s∇µu
µ (E.2)

= i(−λω∆µ− cω∆T + sκ2∆U1 + sκ cos θ∆U2) (E.3)

= i exp(ikµxµ)(−λωδµ− cωδT + sκ2δU1 + sκ cos θδU2) (E.4)

We next consider the contraction of uν∇µJ
µν
(0), where we find that

uν∇µJ
µν
(0) = uν∇µ(2ρu

[µhν])

= (uµhν − uνhµ)uν∇µρ+ ρuν∇µ(u
µhν − uνhµ)

= hµ(χ∇µµ+ λ∇µT ) + iρuµkµuν∆hν + iρkµ∆hµ

= iκ cos θ(χ∆µ+ λ∆T ) + iωρ(κ cos θ∆U1 −∆U2) + iρ(κ2 sin2 θ∆H1 − ω(κ cos θ∆U1 +∆U2))

= i exp(ikµxµ)(κ cos θ(χδµ+ λδµ) + ρκ2 sin2 θδH1)

(E.5)

Likewise, for the contraction of hν∇µT
µν
(0) we find that

hν∇µT
µν
(0) = hν∇µ((ε+ p)uµuν + pgµν − µρhµhν)

= (ε+ p)hνu
µ∇µu

µ + hµ(s∇µT + ρ∇µµ)− ρhµ∇µµ− µhµ(χ∇µµ+ λ∇µT )− µρ∇µh
µ

= i(ε+ p)uµkµhν∆uν + ihµkµ(s∆T + ρ∆µ)− iρhµkµ∆µ− µhµkµ(∆µ+ λ∆T )− iµρkµ∆hµ

= −iωTs∆U2 + iκ cos θ((s− µλ)∆T − ωTs∆U1 − µχ∆µ)− iµρκ2 sin2 θ∆H1

= i exp(ikµxµ)(−ωTsδU1 + κ cos θ((s− µλ)δT − ωTsδU1 − µχδµ)− µρκ2 sin2 θδH1)

(E.6)
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While for the contraction with the projection tensor, for both the conserved quantities in

the zeroth-order we explicitly find

∆ρ
ν∇µT

µν
(0) = ∆ρ

ν∇µ((ε+ p)uµuν + pgµν − µρhµhν)

= (ε+ p)∆ρ
νu

µ∇µu
ν +∆µρ(s∇µT + ρ∇µµ)− µρ∆ρ

νh
µ∇µh

ν

= −i(ε+ p)ω∆ρ
νk

ν∆U1 + i∆ρµkµ(s∆T + ρ∆µ)− iµρκ cos θ∆ρ
νk

ν∆H1

= −i exp(ikµxµ)(∆
ρµkµ(sδT + ρδµ)− (ε+ p)ω∆ρ

νk
νδU1 − µρκ cos θ∆ρ

νk
νδH1)

∆ρ
ν∇µJ

µν
(0) = ∆ρ

ν∇µ(2ρu
[µhν])

= ρ∆ρ
νu

µ∇µh
ν − ρ∆ρ

νh
µ∇µu

ν

= −iρω∆ρ
νk

ν∆H1 − iρκ cos θ∆ρ
νk

ν∆U1

= −i exp(ikµxµ)ρ∆
ρ
νk

ν(ω∆H1 + κ cos θδU1)

(E.7)

Next we consider the first-order approximation, in the same order as for the zeroth-approximation.

We can start by considering uν∇µT
µν
(0) + µhν∇µJ

µν
(0) = 0. We note here again that for the

sound channel sµν = 0.

uν∇µT
µν
(1) + µhν∇µJ

µν
(1) = uν∇µ(δπ∆

µν + δξhµhν + 2ℓ(µhν) + tµν) + µhν∇µ(2m
[µhν])

= µ∇µm
µ

= −2µr⊥∆
µσhλT∇µ∇[σ

(
hλ]

µ

T

)
= µr⊥∆

µσ(kµkσ∆µ− µ

T
kµkσ∆T − µκ cos θkµ∆hσ)

= µr⊥∆
µσkµkσ(∆µ− µ

T
∆T − κ cos θ∆H1)

= exp(ikµxµ)(µr⊥κ
2 sin2 θ(δµ− µ

T
δT − µκ cos θδH1))

(E.8)

Next the conservation of the current contracted with the fluid velocity

uν∇µJ
µν
(1) = uν∇µ(2m

[µhν]) = uν∇µ(m
µhν −mνhµ) = 0 (E.9)

July 2022



Page 101 of 107 E. Derivation of the magnetosonic channel in the Landau Frame

This complete vanish since that uνh
µ = 0, and mν is transverse to the fluid velocity, while

hν∇µT
µν
(1) = hν∇µ(δπ∆

µν + δξhµhν + 2ℓ(µhν) + tµν)

= hµ∇µδπ −∇µℓ
µ

= −ζ×h
µ∆ρσ∇µ∇ρuσ − ζ∥h

µhρhσ∇µ∇ρuσ + 2η∥∆
µσhλ∇µ∇(σuλ)

= −ζ×κ cos θ∆
ρσkρkσ∆U1 − ζ∥κ

2 cos2 θhσ∆uσ − η∥κ
2 sin2 θhλ∆uλ − η∥κ cos θ∆

ρσkσkρ∆U1

= κ2 sin2 θ(−κ cos θ∆U1(ζ× + 2η∥)− η∥∆U2)− ζ∥κ
2 cos2 θ(κ cos θ∆U1 −∆U2)

= exp(ikµxµ)κ
2(cos2 θ(δU1 + κ cos θ)ζ∥ + sin2 θ(δU2η∥ + δU1κ cos θ(ζ× + 2η∥))).

(E.10)
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Lastly we have the contraction of the projection tensor

∆ρ
ν∇µT

µν
(1) = ∆ρ

ν∇µ(δπ∆
µν + δξhµhν + 2ℓ(µhν) + tµν)

= ∆µρ∇µδπ +∆ρ
νh

µ∇µℓ
ν +∆ρ

ν∇µt
µν

= −ζ⊥∆
µρ∆σλ∇µ∇(σuλ) − ζ×∆

µρhσhλ∇µ∇(σuλ) − 2η∥∆
ρ
ν∆

νσhµhλ∇µ∇(σuλ)

− 2η⊥∆
ρ
ν(∆

µλ∆νσ − 1

2
∆µν∆λσ)∇µ∇(λuσ)

= ζ⊥∆
µρ∆σλkµkσ∆uλ + ζ×∆

µρhσhλkµkσ∆uλ + η∥h
µkµ∆

ρσkσh
λ∆uλ

+ η∥h
µkµ∆

ρσhλkλ∆uσ + η⊥∆
µλkµ∆

ρσkλ∆uσ + η⊥∆
µλkµ∆

ρσkσ∆uλ

− 1

2
η⊥∆

µρkµ∆
λσkλ∆uσ − 1

2
η⊥∆

µρkµ∆
λσkσ∆uλ

= ζ⊥∆
µρkµκ

2 sin2 θ∆U1 + ζ×∆
µρkµκ cos θ(κ cos θ∆u1 +∆U2)

+ η∥∆
ρσkσκ cos θ(κ cos θ∆U1 +∆U2) + η∥∆

ρσkσκ
2 cos2 θ∆U1 + 2η⊥∆

ρσKσκ
2 sin2 θ∆U1

− η⊥∆
µρkµκ

2 sin2 θ∆U1

= exp(ikµxµ)∆
µρkµκ(ζ× cos θδU1 + κ(ζ× cos2 θ + sin2 θ(ζ⊥ + η⊥))δU1

+ η∥ cos θ(2κ cos θδU1 + δU2))

∆ρ
ν∇µJ

µν
(1) = ∆ρ

ν∇µ(2m
[µhν])

= ∆ρ
νh

µ∇µm
ν

= 2r⊥∆
ρ
ν∆

νσhλhµT∇µ∇[σ

(
hλ]

µ

T

)
= −r⊥∆

ρσhλhµT∇µ

(
∇σ

(
hλ

µ

T

)
−∇λ

(
hσ

µ

T

))
= r⊥∆

ρσhµ
(
∇µ∇σµ− µ

T
∇µ∇σT − µhλ∇µ∇λhσ

)
= −r⊥∆

ρσhµkµ

(
kσ∆µ− µ

T
kσ∆T − µhλkλ∆hσ

)
= − 1

T
r⊥∆

ρσκ cos θ(T∆µ− µ∆T − µκ cos θ∆H1)

= − exp(ikµxµ)r⊥∆
ρσkσκ cos θ(Tδµ− µδT − µκ cos θδH1)

(E.11)
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F Magnetosonic matrix

The magnetosonic modes are determined by the linear system

Mabδ
a = 0,

where δ = (δU1, δU2, δH1, δµ, δT ), where a = 1, 2, 3, 4. The Matrix can be written as

Mab =



κ2ρ κρ cos θ 0 M14 M15

M21 M22 0 0 −sκ cos θ

M31 M32 − 1
ε+pκµ cos θ ρ

p+ε
s

p+ε

0 0 κ2ρ sin2 θ κχ cos θ κλ cos θ

−κρ cos θ 0 −ρω − iκ2µ cos2 θr⊥ iκ cos θr⊥ − i
µκµ cos θr⊥,


where

M14 = − 1

sT

(
Tλρω − iκ2µ(µχ cos2 θ + ρ sin2 θ)r⊥

)
M15 = − 1

sT 2

(
cT 2ρω − iκ2µ2(Tλ cos2 θ − ρ sin2 θ)r⊥

)
M21 = κ cos θ

(
sTω + iκ2(cos2 θζ∥ + sin2 θ(ζ× + 2η∥))

)
M22 = sTω + iκ2(cos2 θζ∥ + sin2 θη∥)

M31 = − 1

ε+ p

(
(ε+ p)ω + iκ2(sin2 θ(ζ⊥ + η⊥) + cos2 θ(ζ× + 2η∥))

)
M32 = − i

ε+ p
κ cos θ(ζ× + η∥)

The Matrix can be read directly from eq. (15.20), and its determinant can be written

directly from the Matrix.
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