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## Abstract

Subgap states in Josephson junctions have been proposed as qubit candidates because they form closed energy subspaces with distinct transition frequencies and are hence currently of great interest to the scientific community. Probing these states and inducing transitions between them requires knowledge of the photon absorption proporties of the Josephson junctions, which is what we study in this thesis. Using the Green's function method, the linear response of the system to a harmonic voltage bias is calculated. This procedure reveals a result for the real part of the admittance which is related to the absorption rate of the junction. The different contributions to the admittance can be ascribed to excitation processes involving the creation of quasiparticles in the subgap states. We initially perform this calculation for the simple case of a QPC, and then move on to consider the more complicated Anderson model where approximations must be introduced to make the problem solvable. Firstly we consider the limit of $U \gg \Delta$ in the classical spin approximation. Here we derive the Green's functions for the system and obtain the YSR bound states. Calculating the admittance reveals a discrete absorption peak arising from the creation of two quasiparticles in the bound states which vanishes at the phase transition to a ground state where the impurity spin is screened by a quasiparticle. The problem is also treated using perturbation theory in the scattering formalism, which provides a way of understanding the underlying reason for the constraints on the properties of quasiparticles created in absorption processes. To investigate whether the results for the classical spin approximation are also valid outside of this regime we proceed by studying the Anderson model in other limits; firstly we consider the noninteracting limit $U=0$ with a magnetic field and subsequently the limit of infinite gap $\Delta \rightarrow \infty$. In both cases we regain the result from the classical spin approximation, and furthermore these approaches turn out to be useful for providing a more straightforward physical interpretation of the singlet and doublet states of the Anderson model and the absorption processes leading to transitions between them.
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## Chapter 1

## Introduction

When a Josephson junction is subject to a constant phase bias, Andreev bound states form at subgap energies. These states are receiving significant interest from the scientific community, not least because they have been proposed as platforms for quantum computation. This is due to the fact that Josephson junctions are nonlinear inductors where the bound states forms closed subspaces with distinct transition energies which can be manipulated coherently. An example is the transmon qubit exploiting the Andreev bound states in a superconducting quantum point contact (QPC) which is operated by inducing transitions between the states of even parity [1]. More complicated types of Josephson junctions such as the S-QD-S junction where tunneling between the leads happens across a quantum dot exhibit even richer non-degenerate subgap spectra. In order to gain knowledge about the properties of these subgap states and learn how they can be manipulated, it is necessary to investigate the ability of Josephson junctions to absorb microwave radiation when they are embedded in electrical circuits. Hence this thesis investigates the photon absorption properties of Josephson junctions with and without magnetic interactions. Our ultimate goal is to account for the absorption which is related to creation of quasiparticles in the spin-split YSR subgap states predicted by Yu, Shiba and Rusinov to exist in the presence of a magnetic impurity ([2], [3], [4]). To establish the necessary formalism, we start by considering the simpler case of a quantum point contact following the approach used by Kos and co-authors [5]. By means of a linear response calculation using the Green's function method, we calculate the real part of the admittance of a QPC subject to a small, time-dependent voltage bias. This quantity is related to the absorption rate of the junction and has distinct frequency-dependent features which can be ascribed to the creation of quasiparticles by photon absorption. The calculation is then repeated for a S-QD-S Josephson junction described by the Anderson model in the limit where the quantum dot is occupied by a single spin, which is assumed to be classical. To aid the physical interpretation of the results from this calculation and compare with the result used for different kinds of approximations, we then continue by performing a similar calculation for a Josephson junction where tunneling between the leads happens through a single energy level subject to a magnetic field. We also provide an explanation for the excitation processes
which are possible by photon absorption using scattering theory. Finally, we consider the Anderson model in the limit of $\Delta \rightarrow \infty$ where it becomes exactly solvable and a particularly simple calculation reveals the way a change of ground state affects the absorption due to quasiparticle creation in the bound states.

### 1.1 Superconductivity

In order to understand the basic properties of superconducting systems which will be relevant throughout this thesis and to establish the necessary formalism, in this section we go through some of the most important results of BCS theory and calculate the Green's functions for a homogeneous BCS superconductor.

In a BCS-superconductor, the superconductivity is due to an attractive phononmediated interaction in the homogeneous electron gas. The interaction is attractive only for Cooper-pairs which consist of two time-reversed electrons $c_{\mathbf{k} \uparrow}^{\dagger}$ and $c_{-\mathbf{k} \downarrow}^{\dagger}$ (in the simplest case of s-wave superconductivity). In momentum-space the Hamiltonian for such a system can be written as

$$
\begin{equation*}
H=\sum_{\mathbf{k} \sigma} \xi_{\mathbf{k}} c_{\mathbf{k} \sigma}^{\dagger} c_{\mathbf{k} \sigma}+\sum_{\mathbf{k} \mathbf{k}^{\prime}} V_{\mathbf{k} \mathbf{k}^{\prime}} c_{\mathbf{k} \uparrow}^{\dagger} c_{-\mathbf{k} \downarrow}^{\dagger} c_{-\mathbf{k}^{\prime} \downarrow} c_{\mathbf{k}^{\prime} \uparrow} \tag{1.1}
\end{equation*}
$$

It is assumed that the interaction $V_{\mathbf{k k}^{\prime}}$ is a constant $V$ for electrons with an energy within an interval of the Debye frequency around the Fermi surface and zero otherwise. To make the problem solvable one then performs a mean-field decoupling of the quadratic term. When using the mean-field approximation we assume that the expectation values of the operators which create and annihilate a Cooper pair have a nonzero expectation value $\left\langle c_{\mathbf{k} \uparrow}^{\dagger} c_{-\mathbf{k} \downarrow}^{\dagger}\right\rangle \neq 0$, and that the fluctuations around the average value are small. This approximation is based on the assumption that in the superconducting ground state many Cooper pairs are present. The mean-field decoupling yields the Hamiltonian

$$
\begin{equation*}
H_{M F}=\sum_{\mathbf{k} \sigma} \xi_{\mathbf{k}} c_{\mathbf{k} \sigma}^{\dagger} c_{\mathbf{k} \sigma}-\sum_{\mathbf{k}} \Delta_{\mathbf{k}} c_{\mathbf{k} \uparrow}^{\dagger} c_{-\mathbf{k} \downarrow}^{\dagger}-\sum_{\mathbf{k}} \Delta_{\mathbf{k}}^{*} c_{-\mathbf{k} \downarrow} c_{\mathbf{k} \uparrow}, \tag{1.2}
\end{equation*}
$$

where the pair-potential $\Delta_{\mathbf{k}}=-\sum_{\mathbf{k}^{\prime}} V_{\mathbf{k k}^{\prime}}\left\langle c_{-\mathbf{k}^{\prime} \downarrow} c_{\mathbf{k}^{\prime} \uparrow}\right\rangle$ is to be determined self-consistently. $\Delta_{\mathbf{k}}$ is the superconducting order parameter which is nonzero only below the critical temperature $T_{c}$. The now bilinear Hamiltonian can easily be diagonalized by means of a Bogoliubov transformation. We will get back to this in chapter 4.

### 1.1.1 Matsubara Green's functions

In the Green's function formalism, the imaginary time Matsubara Green's functions are very essential, as from these we can obtain retarded and advanced Green's functions by analytic continuation. They will also be used frequently throughout this thesis. Generally the Matsubara Green's function is defined as

$$
\begin{equation*}
\mathcal{G}_{A B}\left(\tau, \tau^{\prime}\right)=-\left\langle T_{\tau} A(\tau) B\left(\tau^{\prime}\right)\right\rangle, \tag{1.3}
\end{equation*}
$$

where $T_{\tau}$ is the time-ordering operator acting as

$$
\begin{equation*}
T_{\tau} A(\tau) B\left(\tau^{\prime}\right)=\theta\left(\tau-\tau^{\prime}\right) A(\tau) B\left(\tau^{\prime}\right) \pm \theta\left(\tau^{\prime}-\tau\right) B\left(\tau^{\prime}\right) A(\tau) \tag{1.4}
\end{equation*}
$$

The plus sign is for bosons and the minus is for fermions. We will now consider the Matsubara Green's functions for a homogeneous BCS-superconductor. Due to the expectation value of the Cooper pair operator being nonzero in the superconduting state, we anticipate that there will be anomalous Green's functions which are not always zero in the normal state. Hence we define two types of Green's functions: The normal Matsubara Green's function is defined as

$$
\begin{equation*}
\mathcal{G}_{\uparrow \uparrow}(\mathbf{k}, \tau)=-\left\langle T_{\tau} c_{\mathbf{k} \uparrow}(\tau) c_{\mathbf{k} \uparrow}^{\dagger}(0)\right\rangle \tag{1.5}
\end{equation*}
$$

and the anomalous one is

$$
\begin{equation*}
\mathcal{F}_{\downarrow \uparrow}(\mathbf{k}, \tau)=-\left\langle T_{\tau} c_{-\mathbf{k} \downarrow}^{\dagger}(\tau) c_{\mathbf{k} \uparrow}^{\dagger}(0)\right\rangle, \tag{1.6}
\end{equation*}
$$

The Green's functions can be calculated using the equation of motion-technique. Starting from $\mathcal{G}_{\uparrow \uparrow}(\mathbf{k}, \tau)$ we differentiate with respect to $\tau$ and use that in imaginary time we have $\partial_{\tau} A(\tau)=[H, A](\tau)$. We also assume that $\Delta$ is independent of $\mathbf{k}$.

$$
\begin{align*}
-\partial_{\tau} \mathcal{G}_{\uparrow \uparrow}(\mathbf{k}, \tau) & =\delta(\tau)\left\langle\left\{c_{\mathbf{k} \uparrow}, c_{\mathbf{k} \uparrow}^{\dagger}\right\}\right\rangle \\
& +\left(\theta(\tau)\left\langle\left[H, c_{\mathbf{k} \uparrow}\right](\tau) c_{\mathbf{k} \uparrow}^{\dagger}(0)\right\rangle-\theta(-\tau)\left\langle c_{\mathbf{k} \uparrow}^{\dagger}(0)\left[H, c_{\mathbf{k} \uparrow}\right](\tau)\right\rangle\right) \\
& =\delta(\tau)+\left\langle T_{\tau}\left[H, c_{\mathbf{k} \uparrow}\right](\tau) c_{\mathbf{k} \uparrow}^{\dagger}(0)\right\rangle  \tag{1.7}\\
& =\delta(\tau)-\xi_{\mathbf{k}}\left\langle T_{\tau} c_{\mathbf{k} \uparrow}(\tau) c_{\mathbf{k} \uparrow}^{\dagger}(0)\right\rangle+\Delta\left\langle c_{-\mathbf{k} \downarrow}^{\dagger}(\tau) c_{\mathbf{k} \uparrow}^{\dagger}(\tau)\right\rangle \\
& =\delta(\tau)+\xi_{\mathbf{k}} \mathcal{G}_{\uparrow \uparrow}(\mathbf{k}, \tau)-\Delta \mathcal{F}_{\downarrow \uparrow}(\mathbf{k}, \tau)
\end{align*}
$$

From this we see that the normal and anomalous Green's functions are coupled so that we also have to find an equation for $\mathcal{F}_{\downarrow \uparrow}(\mathbf{k}, \tau)$. We again take the time derivative

$$
\begin{equation*}
-\partial_{\tau} \mathcal{F}_{\downarrow \uparrow}(\mathbf{k}, \tau)=-\xi_{\mathbf{k}} \mathcal{F}_{\downarrow \uparrow}(\mathbf{k}, \tau)-\Delta^{*} \mathcal{G}_{\uparrow \uparrow}(\mathbf{k}, \tau) . \tag{1.8}
\end{equation*}
$$

Here there is no term arising from the derivative of $\theta(\tau)$ because $\left\{c_{-\mathbf{k} \downarrow}^{\dagger}, c_{\mathbf{k} \uparrow}^{\dagger}\right\}=0$. By Fourier transforming eqs. 1.7 and 1.8 we obtain a closed set of algebraic equations which are readily solved

$$
\begin{align*}
\left(i \omega_{l}-\xi_{\mathbf{k}}\right) \mathcal{G}_{\uparrow \uparrow}\left(\mathbf{k}, i \omega_{l}\right) & =1-\Delta \mathcal{F}_{\downarrow \uparrow}\left(\mathbf{k}, i \omega_{l}\right) \\
-\left(i \omega_{l}+\xi_{\mathbf{k}}\right) \mathcal{F}_{\downarrow \uparrow}\left(\mathbf{k}, i \omega_{l}\right) & =\Delta^{*} \mathcal{G}_{\uparrow \uparrow}\left(\mathbf{k}, i \omega_{l}\right) . \tag{1.9}
\end{align*}
$$

The solution is

$$
\begin{align*}
\mathcal{G}_{\uparrow \uparrow}\left(\mathbf{k}, i \omega_{l}\right) & =\frac{\xi_{\mathbf{k}}+i \omega_{l}}{\left(i \omega_{l}\right)^{2}-|\Delta|^{2}-\xi_{\mathbf{k}}^{2}}  \tag{1.10}\\
\mathcal{F}_{\downarrow \uparrow}\left(\mathbf{k}, i \omega_{l}\right) & =-\frac{\Delta^{*}}{\left(i \omega_{l}\right)^{2}-|\Delta|^{2}-\xi_{\mathbf{k}}^{2}} \tag{1.11}
\end{align*}
$$

We will later need the local (k-summed) versions of these Green's functions, so we calculate those here:

$$
\begin{align*}
\mathcal{G}_{\uparrow \uparrow}\left(i \omega_{l}\right) & =\sum_{\mathbf{k}} \mathcal{G}_{\uparrow \uparrow}\left(\mathbf{k}, i \omega_{l}\right)=\sum_{\mathbf{k}} \frac{\xi_{\mathbf{k}}+i \omega_{l}}{\left(i \omega_{l}\right)^{2}-|\Delta|^{2}-\xi_{\mathbf{k}}^{2}} \\
& =\nu_{F} \int_{-\infty}^{\infty} d \xi \frac{\xi+i \omega_{l}}{\left(i \omega_{l}\right)^{2}-|\Delta|^{2}-\xi^{2}}=-\pi \nu_{F} \frac{i \omega_{l}}{\sqrt{|\Delta|^{2}-\left(i \omega_{l}\right)^{2}}} \tag{1.12}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{F}_{\downarrow \uparrow}\left(i \omega_{l}\right)=\pi \nu_{F} \frac{\Delta^{*}}{\sqrt{|\Delta|^{2}-\left(i \omega_{l}\right)^{2}}} \tag{1.13}
\end{equation*}
$$

### 1.1.2 Nambu basis

In superconducting condensed matter systems it is customary to work in the so-called Nambu basis. That is, one defines the two-spinor $\psi_{\mathbf{k}}^{\dagger}=\left(c_{\mathbf{k} \uparrow}^{\dagger}, c_{-\mathbf{k} \downarrow}\right)$. This is useful because we can then cast the Hamiltonian in a particularly simple form

$$
H=\sum_{\mathbf{k}}\left(c_{\mathbf{k} \uparrow}^{\dagger} c_{-\mathbf{k} \downarrow}\right)\left(\begin{array}{cc}
\xi_{\mathbf{k}} & -\Delta  \tag{1.14}\\
-\Delta^{*} & -\xi_{\mathbf{k}}
\end{array}\right)\binom{c_{\mathbf{k} \uparrow}}{c_{-\mathbf{k} \downarrow}^{\dagger}}+\text { const. }=\sum_{\mathbf{k}} \psi_{\mathbf{k}}^{\dagger} \mathbf{m}_{\mathbf{k}}^{S C} \psi_{\mathbf{k}} .
$$

The Matsubara Green's function in the Nambu basis is defined as

$$
\mathcal{G}(\tau)=-\sum_{\mathbf{k}}\left\langle T_{\tau} \psi_{\mathbf{k}}(\tau) \psi_{\mathbf{k}}^{\dagger}(0)\right\rangle=\left(\begin{array}{ll}
\mathcal{G}_{\uparrow \uparrow}(\mathbf{k}, \tau) & \mathcal{F}_{\downarrow \uparrow}^{*}(\mathbf{k}, \tau)  \tag{1.15}\\
\mathcal{F}_{\downarrow \uparrow}(\mathbf{k}, \tau) & G_{\uparrow \uparrow}^{*}(\mathbf{k}, \tau)
\end{array}\right) .
$$

The local Nambu Green's function in frequency space is then

$$
\mathcal{G}\left(i \omega_{l}\right)=\frac{\pi \nu_{F}}{\sqrt{|\Delta|^{2}-\left(i \omega_{l}\right)^{2}}}\left(\begin{array}{cc}
-i \omega_{l} & \Delta  \tag{1.16}\\
\Delta^{*} & -i \omega_{l}
\end{array}\right)
$$

### 1.2 Josephson junctions

In order to set the stage for the calculations that follow, we will start by presenting some results from the early seminal work on Josephson junction carried out by Josephson and others, and for which Josephson was awarded the Nobel Prize in 1973. He predicted the Josephson effect which is the phenomenon where a dissipationsless supercurrent runs across a Josephson junction even in the absence of a voltage bias. A Josephson junction consists of two superconducting leads connected by a region of some other material. Examples of Josephson junctions are SIS-junctions where the leads are separated by a piece of insulating material, SNS-junctions where they are separated by a normal metal and S-QD-S-junctions where tunneling between the leads happens through the energy levels of a quantum dot.

Naively one might anticipate that no current can run across such a junction unless a voltage bias $V>2 \Delta$ is applied due to the superconducting energy gap. However, by studying an SIS-junction Josephson showed [6] that a current flows across the junction if there is a finite phase difference $\phi$ between the leads

$$
\begin{equation*}
I=I_{c} \sin (\phi(t)) \tag{1.17}
\end{equation*}
$$

where $I_{c}$ is the critical current, which is the maximum supercurrent that the junction can sustain. This is the first Josephson relation. The fact that this current runs without an applied bias tells us that it can't be carried by electrons. Instead it is due to Cooper pairs tunneling across the junction. The second Josephson relation gives the relation between the time evolution of the phase and the applied voltage bias [7]

$$
\begin{equation*}
\dot{\phi}=\frac{2 e V}{\hbar} \tag{1.18}
\end{equation*}
$$

Combining the two Josephson relations we see that when applying a DC voltage the phase grows linearly with time, which gives rise to a current oscillating in time. This is known as the AC Josephson effect. Throughout the past 60 years, the field of research involving Josephson junctions has become very rich, both experimentally and theoretically. Especially in the recent years experimental techniques have improved, which has allowed for the implementation of Josephson junctions in circuit where they can be probed them with microwave radiation in order to examine their properties.

### 1.3 Quantum electric circuits

This section follows the derivations of [8] and [9].
In this section we provide an elemental description of a Josehpson junction embedded in an electrical circuit. This is a necessary foundation for our later studies, where we investigate Josephson junctions subject to a harmonic voltage bias. When implementing Josephson junctions in electrical circuits, the simplest type of circuit one can have is the LC-circuit. We can imagine it as consisting of two distinct elements: a capacitor and an inductor. In practice the circuit usually consists of many devices all contributing to an effective capacitance and inductance, but for our purposes this simplistic description suffices. To gain knowledge about such a circuit, we find the energy associated with it and write up the Lagrangian. The energy related to the current flow through the inductor is $T=L I^{2} / 2=L \dot{q}^{2} / 2$, which can be interpreted as a kinetic energy as it arises from the motion of the charges. The system also has a potential energy, which is the charging energy of the capacitor. It is given by $V=q^{2} / 2 C$. This gives the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{L \dot{q}^{2}}{2}-\frac{q^{2}}{2 C} \tag{1.19}
\end{equation*}
$$

We find the conjugate momentum

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \dot{q}}=L \dot{q}=L I=\Phi \tag{1.20}
\end{equation*}
$$

where $\Phi$ is the flux through the inductor. The resulting Hamiltonian is

$$
\begin{equation*}
H=\dot{q} \frac{\partial \mathcal{L}}{\partial \dot{q}}-\mathcal{L}=\frac{L \dot{q}^{2}}{2}+\frac{q^{2}}{2 C}=\frac{\Phi^{2}}{2 L}+\frac{q^{2}}{2 C} \tag{1.21}
\end{equation*}
$$

This is the well-known Hamiltonian for a harmonic oscillator with eigenfrequency $\omega=$ $1 / \sqrt{L C}$ where $q$ is the generalized position coordinate and $\Phi$ is as mentioned the generalized momentum. Motivated by this, we define the quantum mechanical flux and charge operators which satisfy the canonical commutation relation $[\hat{q}, \hat{\Phi}]=i \hbar$. Furthermore we define the reduced flux operator $\hat{\phi}=2 \pi \Phi / \Phi_{0}$ given in terms of the flux quantum $\Phi_{0}=h / 2 e$. An operator which gives the number of Cooper pairs is also defined as $\hat{n}=-\hat{q} / 2 e$. In terms of these operators we can rewrite the Hamiltonian as

$$
\begin{equation*}
H=4 E_{c} \hat{n}+E_{L} \frac{\hat{\phi}}{2} \tag{1.22}
\end{equation*}
$$

where $E_{c}=e^{2} / 2 C$ is the charging energy of adding one electron to the capacitor and $E_{L}=\left(\Phi_{0} / 2 \pi\right)^{2} / L$ is the inductive energy per (reduced) flux quantum. Following the standard approach we can now introduce the annihilation and creation operators

$$
\begin{equation*}
\hat{a}=\frac{1}{\sqrt{2 \hbar C \omega}} \hat{q}+i \frac{1}{\sqrt{2 \hbar L \omega}} \hat{\phi} \quad \text { and } \quad \hat{a}^{\dagger}=\frac{1}{\sqrt{2 \hbar C \omega}} \hat{q}-i \frac{1}{\sqrt{2 \hbar L \omega}} \hat{\phi} \tag{1.23}
\end{equation*}
$$

In terms of these operators the Hamiltonian is quadratic $H=\hbar \omega\left(\hat{a}^{\dagger} \hat{a}+1 / 2\right)$. As the energy levels of a quantum mechanical harmonic oscillator are equidistant, such a system is fundamentally unsuitable as a qubit. To construct a qubit one must have a subspace of two states with distinct energies, so that they can be manipulated without unintentionally and unknowingly exciting any other states. Essentially the equidistance of the energy levels is due to the fact that the potential of the LC-circuit is quadratic in $\phi$. By using instead a nonlinear inductor with an inductance which depends on $\phi$, a level structure with distinct transition frequencies can be created, allowing for creation of systems which can potentially be utilized as qubits. A Josephson junction is such a nonlinear inductor. We see this even for the simplest type of Josephson junction in the tunnel limit, which satisfies the first Josephson relation in eq. 1.17. From eq. 1.18, we can find the inductance as

$$
\begin{equation*}
V=-L_{J} \frac{d I_{J}}{d t}=\dot{\phi} \frac{\hbar}{2 e} \Rightarrow \frac{1}{L_{J}}=-\frac{2 e}{\hbar}\left(\frac{d \phi}{d t}\right)^{-1} \frac{d I_{J}}{d t} \Rightarrow \frac{1}{L_{J}}=-\frac{2 e}{\hbar} \frac{d I_{J}}{d \phi} \tag{1.24}
\end{equation*}
$$

In the simple case of weakly coupled leads (eq. eq. 1.17) we find that the inductance is $L_{J}=-2 e I_{c} / \hbar \cos (\phi)$. Inserting this in eq. 1.22 yields the Hamtiltonian

$$
\begin{equation*}
H=4 E_{c} \hat{n}-E_{J} \cos (\hat{\phi}) \tag{1.25}
\end{equation*}
$$

where the characteristic scale of the Josephson energy is $E_{J}=\Phi_{0} I_{c} / 2 \pi$. From this it is clear that the Hamiltonian is no longer quadratic in $\phi$ and hence we no longer have a


Figure 1.1: Simple sketch of a circuit which allows for a measurement of the power absorbed by an inductor such as a Josephson junction. Figure taken from [10].
harmonic potential with equidistant energy levels. Up to this point we have only dealt with the general case of a purely inductive Josephson junction carrying dissipationsless current. However, our main interest is the dissipative properties when an AC voltage is applied. To find the absorption rate we use the relation for dissipated power in an AC-circuit which is given by

$$
\begin{equation*}
\langle P\rangle=\frac{V^{2}}{2|Z|} \cos (\theta) \tag{1.26}
\end{equation*}
$$

where $V$ is the amplitude of the applied voltage and $\theta$ is the phase difference between current and voltage. Using that $\cos (\theta)=R /|Z|$ where $Z=R+i X$ is the impedance we obtain an average absorbed power of

$$
\begin{equation*}
\langle P\rangle=\frac{V_{0}^{2} R}{2|Z|^{2}}=\frac{V_{0}^{2}}{2} \operatorname{Re} Y \tag{1.27}
\end{equation*}
$$

where we introduced the admittance $Y=Z^{-1}=(R-i X) /|Z|^{2}$, which relates voltage and current as $I(t)=Y(t) V(t)$. Hence we see that the absorption can be determined by calculating the real part of the admittance. This quantity will play a major role in the rest of the thesis. To experimentally measure the power absorbed by a Josephson junction (or generally an inductor) embedded in a circuit one can use reflectometry. Here the LC-resonator described above is connected to the inner and outer conductor of a coaxial cable constituting the transmission line of the setup and an oscillating voltage bias is applied to the coaxial cable, which supplies microwaves that can be absorbed by the inductor. The circuit is sketched in fig. 1.1. The reflection coefficient which directly yields the dissipated power can then be determined by measuring the difference between the characteristic impedance of the cable $Z_{c}$ that of the resonator $Z(\omega)$ from the relation [10]

$$
\begin{equation*}
r=\frac{Z(\omega)-Z_{c}}{Z(\omega)+Z_{c}} \tag{1.28}
\end{equation*}
$$

## Chapter 2

## Superconducting quantum point contact

### 2.1 Green's functions

In the first part of this thesis we study the type of Josephson junction which is a superconducting quantum point contact, where the two leads are connected by a weak link. Generally, a point contact is a narrow constriction connecting two leads and in the ballistic regime where the elastic scattering length of the electrons is much larger than the length of the constriction, the normal state the zero-temperature conductance of the point contact is quantized in units of $G_{0}=2 e^{2} / h$ and given by the famous Landauer formula $G=G_{0} \tau$ [11] (for a single channel of transmission probability $\tau$ ). See appendix A for a derivation of the normal-state conductance. When the leads are superconducting the situation is more complicated, and in this section we will study the implications of this. As we subsequently wish to follow the approach presented in ref. [5] and calculate the linear response of the system to a small voltage bias using the Green's function method, we start by deriving and solving the equations of motion for the Green's functions. This will also yield information about the subgap states and equilibrium current. The system of our interest is described by the Hamiltonian

$$
\begin{align*}
& H=H_{L R}+H_{T} \\
& H_{L R}=\sum_{\alpha k \sigma} \xi_{k} c_{\alpha k \sigma}^{\dagger} c_{\alpha k \sigma}-\sum_{\alpha k}\left(\Delta_{\alpha} c_{\alpha k \uparrow}^{\dagger} c_{\alpha-k \downarrow}^{\dagger}+\Delta_{\alpha}^{*} c_{\alpha-k \downarrow} c_{\alpha k \uparrow}\right)  \tag{2.1}\\
& H_{T}=w \sum_{k p \sigma}\left(c_{L k \sigma}^{\dagger} c_{R p \sigma}+c_{R p \sigma}^{\dagger} c_{L k \sigma}\right)+w \sum_{k k^{\prime}} c_{L k \sigma}^{\dagger} c_{L k^{\prime} \sigma}+w \sum_{p p^{\prime}} c_{R p \sigma}^{\dagger} c_{R p^{\prime} \sigma},
\end{align*}
$$

where $H_{T}$ includes both tunneling between the leads and backscattering at the interface and $\alpha \in\{L, R\}$ refers to the left and right leads. The transmission coefficient is given by $\tau=\left(2 \pi \nu_{F} w\right)^{2} /\left(1+\left(2 \pi \nu_{F} w\right)^{2}\right)$ (see appendix A). The order parameter contains the phase dependence $\Delta_{L / R}=\Delta e^{i \phi_{L / R}}$. Throughout the thesis we will be using units where $\hbar=1$ and reinstate it when necessary. The phase difference across the junction
is $\phi=\phi_{R}-\phi_{L}$. We can let $\phi_{R}=0$ without loss of generality so that $\Delta_{R}=\Delta$ and $\Delta_{L}=\Delta e^{-i \phi}$, with $\Delta$ real. We can also remove the phase dependence from the order parameter by performing a gauge transformation $c_{L k \sigma}^{\dagger} \rightarrow c_{L k \sigma}^{\dagger} e^{i \phi / 2}$. The phase dependence is then transferred to the tunneling term which becomes

$$
\begin{equation*}
H_{T}=w \sum_{k p \sigma}\left(e^{i \phi / 2} c_{L k \sigma}^{\dagger} c_{R p \sigma}+e^{-i \phi / 2} c_{R p \sigma}^{\dagger}\right)+w \sum_{k k^{\prime}} c_{L k \sigma}^{\dagger} c_{L k^{\prime} \sigma}+w \sum_{p p^{\prime}} c_{R p \sigma}^{\dagger} c_{R p^{\prime} \sigma} \tag{2.2}
\end{equation*}
$$

We will now calculate the Green's functions using the equation of motion-technique for the time-ordered Matsubara Green's function. Subsequently the retarded and advanced Green's functions can be obtained by performing an analytical continuation. The calculations will be performed in Nambu space. In terms of the Nambu spinors defined for each lead as

$$
\begin{equation*}
\psi_{\alpha k}^{\dagger}=\left(c_{\alpha k \uparrow}^{\dagger}, \quad c_{\alpha-k \downarrow}\right) \quad \text { and } \quad \psi_{\alpha k}=\binom{c_{\alpha k \uparrow}}{c_{\alpha-k \downarrow}^{\dagger}} \tag{2.3}
\end{equation*}
$$

the Hamiltonian is given by

$$
\begin{align*}
H & =\sum_{\alpha k} \psi_{\alpha k}^{\dagger} \mathbf{m}_{k}^{S C} \psi_{\alpha k}+\sum_{k p}\left(\psi_{L k}^{\dagger} \mathbf{w}_{T} \psi_{R p}+\text { h.c. }\right)  \tag{2.4}\\
& +\sum_{k k^{\prime}} \psi_{L k}^{\dagger} \mathbf{w}_{R} \psi_{L k^{\prime}}+\sum_{p p^{\prime}} \psi_{R p}^{\dagger} \mathbf{w}_{R} \psi_{R p^{\prime}}
\end{align*}
$$

where

$$
\mathbf{m}_{k}^{S C}=\left(\begin{array}{cc}
\xi_{k} & -\Delta  \tag{2.5}\\
-\Delta & -\xi_{k}
\end{array}\right), \quad \mathbf{w}_{R}=\left(\begin{array}{cc}
w & 0 \\
0 & -w
\end{array}\right), \quad \mathbf{w}_{T}=\left(\begin{array}{cc}
w e^{i \phi / 2} & 0 \\
0 & -w e^{-i \phi / 2}
\end{array}\right)
$$

We will start by considering the equation of motion for the local Matsubara Nambu Green's function for the left lead

$$
\begin{equation*}
\mathcal{G}_{L L}\left(\tau-\tau^{\prime}\right)=-\sum_{k k^{\prime}}\left\langle T_{\tau} \psi_{L k}(\tau) \psi_{L k^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right\rangle \tag{2.6}
\end{equation*}
$$

However, it turns out to be easier to work with $\mathcal{G}_{k L}\left(\tau-\tau^{\prime}\right)=-\sum_{k^{\prime}}\left\langle T_{\tau} \psi_{L k}(\tau) \psi_{L k^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right\rangle$, and perform the sum over $k$ at a later time. To find the time derivative of the Green's function we use the Heisenberg equation of motion for imaginary time [12]

$$
\begin{equation*}
\partial_{\tau} \hat{O}(\tau)=[H, \hat{O}](\tau) \tag{2.7}
\end{equation*}
$$

so we need to calculate the commutators of the Hamiltonian with the Nambu spinors. They are given by:

$$
\begin{align*}
& {\left[H, \psi_{L k, \mu}\right]=-\sum_{\mu^{\prime}} \mathbf{m}_{k, \mu \mu^{\prime}}^{S C} \psi_{L k, \mu^{\prime}}-\sum_{p, \mu^{\prime}} \mathbf{w}_{T, \mu \mu^{\prime}} \psi_{R p, \mu^{\prime}}-\sum_{k^{\prime}, \mu^{\prime}} \mathbf{w}_{R, \mu \mu^{\prime}} \psi_{L k^{\prime}, \mu^{\prime}}} \\
& {\left[H, \psi_{L k, \mu}^{\dagger}\right]=\sum_{\mu^{\prime}} \mathbf{m}_{k, \mu^{\prime} \mu}^{S C} \psi_{L k, \mu^{\prime}}^{\dagger}+\sum_{p, \mu^{\prime}} \mathbf{w}_{T, \mu \mu^{\prime}}^{*} \psi_{R p^{\prime}, \mu^{\prime}}^{\dagger}+\sum_{k^{\prime}, \mu^{\prime}} \mathbf{w}_{R, \mu \mu^{\prime}} \psi_{L k^{\prime}, \mu^{\prime}}^{\dagger}}  \tag{2.8}\\
& {\left[H, \psi_{R p, \mu}\right]=-\sum_{\mu^{\prime}} \mathbf{m}_{p, \mu \mu^{\prime}}^{S C} \psi_{R p, \mu^{\prime}}-\sum_{k, \mu^{\prime}} \mathbf{w}_{T, \mu^{\prime} \mu}^{*} \psi_{L k, \mu^{\prime}}^{\dagger}-\sum_{p^{\prime}, \mu^{\prime}} \mathbf{w}_{R, \mu \mu^{\prime}} \psi_{R p^{\prime}, \mu^{\prime}}} \\
& {\left[H, \psi_{R p, \mu}^{\dagger}\right]=\sum_{\mu^{\prime}} \mathbf{m}_{p, \mu^{\prime} \mu}^{S C} \psi_{R p, \mu^{\prime}}^{\dagger}+\sum_{k, \mu^{\prime}} \mathbf{w}_{T, \mu^{\prime} \mu} \psi_{L k^{\prime}, \mu^{\prime}}^{\dagger}+\sum_{p^{\prime}, \mu^{\prime}} \mathbf{w}_{R, \mu \mu^{\prime}} \psi_{R p^{\prime}, \mu^{\prime}}^{\dagger},}
\end{align*}
$$

where the indices $\mu$ refer to Nambu space. From this we find the equation of motion for the left lead Matsubara Green's function

$$
\begin{align*}
& -\partial \tau \mathcal{G}_{k L, \mu \mu^{\prime}}\left(\tau-\tau^{\prime}\right)=\delta(\tau) \delta_{\mu \mu^{\prime}}-\sum_{k^{\prime}, \mu^{\prime \prime}} \mathbf{m}_{k, \mu \mu^{\prime \prime}}^{S C}\left\langle T_{\tau} \psi_{L k, \mu^{\prime \prime}}(\tau) \psi_{L k^{\prime}, \mu^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right\rangle  \tag{2.9}\\
& -\sum_{k^{\prime} p^{\prime}, \mu^{\prime \prime}} \mathbf{w}_{T, \mu \mu^{\prime \prime}}\left\langle T_{\tau} \psi_{R p^{\prime}, \mu^{\prime \prime}}(\tau) \psi_{L k^{\prime}, \mu^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right\rangle-\sum_{k^{\prime} k^{\prime \prime}, \mu^{\prime \prime}} \mathbf{w}_{R, \mu \mu^{\prime \prime}}\left\langle T_{\tau} \psi_{L k^{\prime \prime}, \mu^{\prime \prime}}(\tau) \psi_{L k^{\prime}, \mu^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right\rangle
\end{align*}
$$

Introducing $\mathcal{G}_{L R}\left(\tau, \tau^{\prime}\right)=-\sum_{k p}\left\langle T_{\tau} \psi_{L k}(\tau) \psi_{R p}^{\dagger}\left(\tau^{\prime}\right)\right\rangle$ which couples the two leads, we can write this on matrix form in Nambu space as

$$
\begin{equation*}
-\partial_{\tau} \mathcal{G}_{k L}\left(\tau, \tau^{\prime}\right)=\delta(\tau) \sigma_{0}+\mathbf{m}_{k}^{S C} \mathcal{G}_{k L}\left(\tau, \tau^{\prime}\right)+\mathbf{w}_{R} \mathcal{G}_{L L}\left(\tau, \tau^{\prime}\right)+\mathbf{w}_{T} \mathcal{G}_{R L}\left(\tau, \tau^{\prime}\right) \tag{2.10}
\end{equation*}
$$

where $\sigma_{0}$ is the (identity) Pauli matrix. We Fourier transform

$$
\begin{equation*}
\left(i \omega_{l}-\mathbf{m}_{k}^{S C}\right) \mathcal{G}_{k L}\left(i \omega_{l}\right)=\sigma_{0}+\mathbf{w}_{R} \mathcal{G}_{L L}\left(i \omega_{l}\right)+\mathbf{w}_{T} \mathcal{G}_{R L}\left(i \omega_{l}\right) \tag{2.11}
\end{equation*}
$$

and perform the momentum sum to obtain

$$
\begin{aligned}
\mathcal{G}_{L L}\left(i \omega_{l}\right) & =\sum_{k} \mathcal{G}_{k L}\left(i \omega_{l}\right) \\
& =\sum_{k}\left(i \omega_{l} \sigma_{0}-\mathbf{m}_{k}^{S C}\right)^{-1}\left(1+\mathbf{w}_{R} \mathcal{G}_{L L}\left(i \omega_{l}\right)+\mathbf{w}_{T} \mathcal{G}_{R L}\left(i \omega_{l}\right)\right) \\
& =\mathcal{G}_{0}\left(i \omega_{l}\right)\left(\sigma_{0}+\mathbf{w}_{R} \mathcal{G}_{L L}\left(i \omega_{l}\right)+\mathbf{w}_{T} \mathcal{G}_{R L}\left(i \omega_{l}\right)\right) \\
\Longrightarrow \mathcal{G}_{L L}\left(i \omega_{l}\right) & =\left(\sigma_{0}-\mathcal{G}_{0}\left(i \omega_{l}\right) \mathbf{w}_{R}\right)^{-1} \mathcal{G}_{0}\left(i \omega_{l}\right)\left(\sigma_{0}+\mathbf{w}_{T} \mathcal{G}_{R L}\left(i \omega_{l}\right)\right) \\
& =\tilde{\mathcal{G}}_{0}\left(i \omega_{l}\right)+\tilde{\mathcal{G}}_{0}\left(i \omega_{l}\right) \mathbf{w}_{T} \mathcal{G}_{R L}\left(i \omega_{l}\right) .
\end{aligned}
$$

Here we identified the bare k-summed Nambu Green's function $\mathcal{G}_{0}(\omega)=\sum_{k}\left(i \omega_{l} \sigma_{0}-\right.$ $\left.\mathbf{m}_{k}^{S C}\right)^{-1}$ which we calculated in eq. 1.16. Furthermore in the last step a modified bare Green's function containing also the backscattering processes in the separate leads was defined as

$$
\begin{equation*}
\tilde{\mathcal{G}}_{0}\left(i \omega_{l}\right)=\left(\mathcal{G}_{0}\left(i \omega_{l}\right)^{-1}-\mathbf{w}_{R}\right)^{-1} \tag{2.12}
\end{equation*}
$$

The bare Green's function has no lead index as it is diagonal in lead space, $\tilde{\mathcal{G}}_{0, L R}\left(i \omega_{l}\right)=$ $\tilde{\mathcal{G}}_{0, R L}\left(i \omega_{l}\right)=0$ and $\tilde{\mathcal{G}}_{0, L L}\left(i \omega_{l}\right)=\tilde{\mathcal{G}}_{0, R R}\left(i \omega_{l}\right)$. We see that the equations of motion for
$\mathcal{G}_{L L}\left(i \omega_{l}\right)$ and $\mathcal{G}_{R L}\left(i \omega_{l}\right)$ are coupled, and a completely similar calculation of the equation of motion for $\mathcal{G}_{R L}\left(i \omega_{l}\right)$, yields the following equation:

$$
\begin{equation*}
\mathcal{G}_{R L}\left(i \omega_{l}\right)=\tilde{\mathcal{G}}_{0}\left(i \omega_{l}\right) \mathbf{w}_{T}^{\dagger} \mathcal{G}_{L L}\left(i \omega_{l}\right) \tag{2.13}
\end{equation*}
$$

A similar set of coupled equations is obtained for $\mathcal{G}_{R R}\left(i \omega_{l}\right)$ and $\mathcal{G}_{L R}\left(i \omega_{l}\right)$, and we can write this total set of four coupled equations as a Dyson equation in the combined Nambu and lead space

$$
\begin{equation*}
\mathcal{G}\left(i \omega_{l}\right)=\tilde{\mathcal{G}}_{0}\left(i \omega_{l}\right)+\tilde{\mathcal{G}}_{0}\left(i \omega_{l}\right) \boldsymbol{\Sigma} \mathcal{G}\left(i \omega_{l}\right) \tag{2.14}
\end{equation*}
$$

where all the quantities are $4 \times 4$-matrices in lead space

$$
\mathcal{G}\left(i \omega_{l}\right)=\left(\begin{array}{ll}
\mathcal{G}_{L L}\left(i \omega_{l}\right) & \mathcal{G}_{L R}\left(i \omega_{l}\right) \\
\mathcal{G}_{R L}\left(i \omega_{l}\right) & \mathcal{G}_{R R}\left(i \omega_{l}\right)
\end{array}\right)
$$

and each element is a $2 \times 2$ Nambu matrix. The self-energy is independent of frequency so that $\boldsymbol{\Sigma}^{R}=\boldsymbol{\Sigma}^{A}$ and is given by

$$
\mathbf{\Sigma}=\left(\begin{array}{cc}
0 & \mathbf{w}_{T}  \tag{2.15}\\
\mathbf{w}_{T}^{\dagger} & 0
\end{array}\right)
$$

From eq. 2.14 we can obtain all necessary Matsubara Green's functions for the system. Performing the analytical continuation then yields the retarded and advanced Green's functions as well

$$
\begin{equation*}
G^{R, A}(\omega)=\mathcal{G}\left(i \omega_{l} \rightarrow \omega \pm i \eta\right) \tag{2.16}
\end{equation*}
$$

In particular, for the retarded Green's function obtained as

$$
\begin{equation*}
G^{R}(\omega+i \eta)=\left(\left(G_{0}^{R}(\omega+i \eta)\right)^{-1}-\boldsymbol{\Sigma}\right)^{-1} \tag{2.17}
\end{equation*}
$$

the $L L$-sector describing the left lead is

$$
\begin{align*}
& G_{L L}^{R}(\omega)= \\
& \left(\begin{array}{cc}
-\frac{\pi \nu \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}\left(\left(1+2 \pi^{2} \nu^{2} w^{2}\right) \omega+\pi \nu w \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}\right)}{D(\omega+i \eta)} & \frac{\pi \Delta \nu\left(\left(1+e^{i \phi}\right) \pi^{2} w^{2} \nu^{2}+1\right) \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}}{D(\omega+i \eta)} \\
\frac{e^{-i \phi} \pi \Delta \nu\left(\pi^{2} w^{2} \nu^{2}+e^{i \phi}\left(\pi^{2} w^{2} \nu^{2}+1\right)\right) \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}}{D(\omega+i \eta)} & \frac{\pi \nu \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}\left(-\left(1+2 \pi^{2} \nu^{2} w^{2}\right) \omega+\pi \nu w \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}\right)}{D(\omega+i \eta)}
\end{array}\right), \tag{2.18}
\end{align*}
$$

and the $L R$-sector which accounts for tunneling between the leads is

$$
\begin{align*}
& G_{L R}^{R}(\omega)= \\
& \left(\begin{array}{cc}
\frac{e^{-i \phi / 2} \pi^{2} w \nu^{2}\left(e^{i \phi} \omega\left(\omega+2 \pi w \nu \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}\right)-\Delta^{2}\right)}{D(\omega+i \eta)} & -\frac{e^{-i \phi / 2} \pi^{2} w \Delta \nu^{2}\left(\left(-1+e^{i \phi}\right) \omega+\left(1+e^{i \phi}\right) \pi w \nu \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}\right)}{D(\omega+i \eta)} \\
-\frac{e^{-i \phi / 2} \pi^{2} w \Delta \nu^{2}\left(\left(-1+e^{i \phi}\right) \omega+\left(1+e^{i \phi}\right) \pi w \nu \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}\right)}{D(\omega+i \eta)} & \frac{e^{-i \phi / 2} \pi^{2} w \nu^{2}\left(e^{i \phi} \Delta^{2}+\left(2 \pi w \nu \sqrt{\Delta^{2}-(\omega+i \eta)^{2}}-\omega\right) \omega\right)}{D(\omega+i \eta)}
\end{array}\right) . \tag{2.19}
\end{align*}
$$

The two remaining parts of the Green's function are related to those by $G_{R R}^{R}(\omega, \phi)=$ $G_{L L}^{R}(\omega,-\phi)$ and $G_{R L}^{R}(\omega, \phi)=G_{L R}^{R}(\omega,-\phi)$. The denominator $D(\omega+i \eta)$ of the Green's functions is equal to the determinant of the inverse retarded Green's function. By letting $\eta \rightarrow 0$ and solving the equation $D(\omega)=\operatorname{det} G^{R}(\omega)^{-1}=0$ we find the poles of the Green's function which are the bound state energies

$$
\begin{align*}
0 & =\Delta^{2}\left(1+2 \pi^{2} w^{2} \nu^{2}\right)-\left(1+4 \pi^{2} w^{2} \nu^{2}\right) \omega^{2}+2 \pi^{2} w^{2} \nu^{2} \Delta^{2} \cos \phi \\
& \Rightarrow E_{A}(\phi)= \pm \Delta \sqrt{1-\tau \sin ^{2}(\phi / 2)} \tag{2.20}
\end{align*}
$$

We have now arrived at an expression for the well-known Andreev bound states forming inside the superconducting gap due to a process called Andreev reflections, which can be described as follows [13] (for the case of a spin-up electron):

At an interface between a supeconductor and a normal metal, a spin-up electron in the normal lead which impinges on the interface can't tunnel to the superconductor as there are no available states due to the energy gap. Instead a hole with opposite spin and momentum is retroreflected from the interface and a Cooper pair is transferred to the superconductor. In an SNS-junction as studied here (in the short-junction limit), the Andreev reflections can happen repeatedly, as when the spin-down hole reaches the opposite interface, it can be reflected back as a spin-up electron in combination with a Cooper pair being annihilated in the other superconductor. In this way the quasiparticles which are superpositions of spin-up electrons and spin-down holes can become trapped in the normal region. In addition to this process there is an equivalent one where the electrons and holes move in the opposite direction which also transports Cooper pairs in the opposite direction. These two processes are responsible for the formation of the two Andreev levels with energy $\pm E_{A}$. In fig. 2.1 the bound state energies are plotted as a function of phase difference $\phi$ for different values of the transmission coefficient. For perfect transmission $\tau=1$ the two bound states $\pm E_{A}$ meet at zero energy for $\phi=\pi$, whereas for non-perfect transmission an avoided crossing is seen. This is because $\tau<1$ corresponds to the presence of a scattering mechanism which couples the two Andreev reflection processes described above.

From the above explanation it is also clear why the Andreev levels carry supercurrent, as they are responsible for the transport of Cooper pairs across the junction. In the next section we will calculate an expression for this current. Of course we are here considering the limit where the length of the normal region is zero, but the physical


Figure 2.1: Energies of the bound states as a function of phase difference $\phi$ for different values of the transmission coefficient.
picture is nevertheless correct. We will see this more explicitly later when treating the QPC using the scatterting formalism.

From the retarded Green's function we can also find the spectral function which is given by

$$
\begin{equation*}
A(\omega)=-2 \operatorname{Im}\left(G^{R}(\omega)\right) \tag{2.21}
\end{equation*}
$$

In our case this is of course also a $4 \times 4$ matrix which has a number of different entries. In fig. 2.2 the normal components of the spectral function for the left lead are shown. We see that the familiar divergence of the density of states at the gap edge has disappeared, while discrete peaks form inside the gap at position of the bound state energy $E_{A}$.

### 2.2 Equilibrium current

We will now calculate the current across the junction as a function of the constant phase difference $\phi$. We will need the current operator in terms of both Nambu and electron operators later, so we derive both of them here. The current operator is defined as

$$
\begin{equation*}
\hat{I}(t)=e \dot{N}_{L}(t)=i e\left[H, N_{L}\right](t), \quad N_{L}=\sum_{k \sigma} c_{k \sigma}^{\dagger} c_{k \sigma} \tag{2.22}
\end{equation*}
$$

With the Hamiltonian in eq. 2.1 we obtain (after performing the gauge transformation)

$$
\begin{equation*}
\hat{I}(t)=2 i e \Delta \sum_{k}\left(c_{L k \uparrow}^{\dagger} c_{L-k \downarrow}^{\dagger}-c_{L-k \downarrow} c_{L k \uparrow}\right)-i e w \sum_{k p \sigma}\left(e^{i \phi / 2} c_{L k \sigma}^{\dagger} c_{R p \sigma}-e^{-i \phi / 2} c_{R p \sigma}^{\dagger} c_{L k \sigma}\right) . \tag{2.23}
\end{equation*}
$$



Figure 2.2: Normal (diagonal) components of the spectral function for the left lead. Discrete peaks (which acquire a width as $\eta=0.05$ has a finite value for plotting purposes) appear at the bound state energies. The parameters are $\phi=3 \pi / 4$ and $\tau=0.99$.

The first two terms arise from the commutator with the BCS part of the Hamiltonian and are an artefact of the mean-field expansion where the number of electrons isn't a conserved quantity, so we will discard those. In equilibrium the current can have a time-independent nonzero expectation value even without a voltage bias, which is given by

$$
\begin{equation*}
\langle I(t)\rangle_{0}=\langle I(0)\rangle=2 e w \operatorname{Im} \sum_{k p \sigma}\left\langle e^{i \phi / 2} c_{L k \sigma}^{\dagger} c_{R p \sigma}\right\rangle . \tag{2.24}
\end{equation*}
$$

To express the current operator in terms of the Nambu spinors, we write the number operator as

$$
N_{L}=\sum_{k} \psi_{L k}^{\dagger} \sigma_{3} \psi_{L k}=\sum_{k} \sum_{\mu \mu^{\prime}} \psi_{L k \mu}^{\dagger} \sigma_{3, \mu \mu^{\prime}} \psi_{L k \mu^{\prime}} .
$$

The commutator with the Hamiltonian (in Nambu basis) is found to be:

$$
\begin{align*}
& {\left[H, N_{L}\right]=\sum_{k p}\left(\operatorname{Tr} \sigma_{3}\left(\mathbf{w}_{T}^{*} \psi_{R p}^{\dagger} \psi_{L k}-\mathbf{w}_{T} \psi_{L k}^{\dagger} \psi_{R p}\right)+2 \operatorname{Tr} \psi_{L k}^{\dagger} \mathbf{m}_{k}^{\Delta} \psi_{L k}\right)} \\
& \quad \text { where } \quad \mathbf{m}_{k}^{\Delta}=\left(\begin{array}{cc}
0 & -\Delta_{L} \\
-\Delta_{L}^{*} & 0
\end{array}\right) \tag{2.25}
\end{align*}
$$

Again the last term is the BCS-contribution which we discard. Identifying the lesser Green's function $G_{L R}^{<}\left(t-t^{\prime}\right)=i \sum_{k p}\left\langle\psi_{R p}^{\dagger}\left(t^{\prime}\right) \psi_{L k}(t)\right\rangle$, which depends only on the time difference $t-t^{\prime}$, the equilibrium expectation value of the current can be written as

$$
\begin{align*}
\langle\hat{I}(t)\rangle_{0} & =-i e \sum_{k p} \operatorname{Tr}\left(\sigma^{3}\left(\mathbf{w}_{T}\left\langle\psi_{L k}^{\dagger}(t) \psi_{R p}(t)\right\rangle-\mathbf{w}_{T}^{*}\left\langle\psi_{R p}^{\dagger}(t) \psi_{L k}(t)\right\rangle\right)\right)  \tag{2.26}\\
& =-e \operatorname{Tr}\left(\sigma^{3}\left(\mathbf{w}_{T} G_{R L}^{<}(t)-\mathbf{w}_{T}^{*} G_{L R}^{<}(t)\right)\right)
\end{align*}
$$

By considering now $\langle\hat{I}(t=0)\rangle_{0}$ and Fourier transforming we find that the expectation value of the current in frequency space is given by

$$
\begin{equation*}
\langle\hat{I}(0)\rangle_{0}=-e \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \operatorname{Tr}\left[\sigma^{3}\left(\mathbf{w}_{T} G_{R L}^{<}(\omega)-\mathbf{w}_{T}^{*} G_{L R}^{<}(\omega)\right)\right] \tag{2.27}
\end{equation*}
$$

In the case of a constant phase difference (no voltage bias) the problem can be treated using equilibrium methods. We will see that in this case we obtain the same result both when using the Keldysh nonequilibrium method [14] and the equilibrium method to calculate the lesser Green's functions. In equilibrium the fluctuation-dissipation theorem applies and the lesser Green's function is obtained as

$$
\begin{equation*}
G^{<}(\omega)=-n_{F}(\omega)\left(G^{R}(\omega)-G^{A}(\omega)\right) \tag{2.28}
\end{equation*}
$$

Out of equilibrium the lesser Green's function can be determined in the Keldysh formalism from the following equation (where all quantites are matrices in Nambu- and LR-space)

$$
\begin{equation*}
G^{<}(\omega)=\left(1+G^{R}(\omega) \Sigma^{R}\right) G_{0}^{<}\left(1+\Sigma^{A} G^{A}(\omega)\right)+G^{R}(\omega) \Sigma^{<} G^{A}(\omega) \tag{2.29}
\end{equation*}
$$

where in this case the second term vanishes because $\Sigma^{<}=0$ as there is no scattering between the two branches on the Keldysh contour, and where $\Sigma^{A}=\Sigma^{R}=\Sigma$ is independent of frequency. Both when using eq. 2.28 and eq. 2.29 we obtain the following expression for the current in eq. 2.27 (at $T=0$ where $n_{F}(\omega)=\Theta(-\omega)$ ):

$$
\begin{equation*}
\left\langle\hat{I}_{0}(t)\right\rangle=-e \int_{-\infty}^{0} \frac{d \omega}{2 \pi} \Delta^{2} \sin (\phi) \tau \frac{\eta}{\left(E_{A}^{2} / 2 \omega-\omega / 2\right)^{2}+\eta^{2}} \tag{2.30}
\end{equation*}
$$

Taking the limit $\eta \rightarrow 0$ and using that $\delta(f(x))=\sum_{i} \delta\left(x-x_{i}\right) /\left|f^{\prime}\left(x_{i}\right)\right|$, eq. 2.30 becomes very simple
$\left\langle\hat{I}_{0}(0)\right\rangle=-\frac{e}{2} \tau \sin (\phi) \Delta^{2} \int_{-\infty}^{0} d \omega \frac{1}{\omega}\left(\delta\left(\omega-E_{A}\right)+\delta\left(\omega+E_{A}\right)\right)=\frac{e \tau \Delta^{2} \sin (\phi)}{2 E_{A}(\phi)}=G \frac{\pi \Delta^{2} \sin (\phi)}{2 e E_{A}(\phi)}$,
where in the last step the normal-state conductance $G=e^{2} \tau / \pi$ was identified. Fig. 2.3 shows the current as a function of phase difference across the junction for different values of $\tau$. We see that the current has a sinusoidal dependence on the phase similar to the first Jospehson relation, but modified by the phase dependence of the bound state energy. The pure sine form of the current-phase relation is only obtained in the tunnel limit $\tau \ll 1$. We can now find the contribution to the admittance related to the equilibrium current $I_{0}$ using eq. 1.24 and that in an LC-circuit with $R=0$ we have $Y=i / \omega L$ so that

$$
\begin{align*}
Y_{0}=\frac{i}{\omega L_{J}} & =-\frac{2 i e}{\omega} \frac{\partial I_{0}}{\partial \phi}=-\frac{2 i e}{\omega} \frac{\partial}{\partial \phi}\left(\frac{G \pi \Delta \sin (\phi)}{2 e \sqrt{1-\tau \sin ^{2}(\phi / 2)}}\right)  \tag{2.32}\\
& =-i \frac{\pi \Delta G}{\omega} \frac{\cos (\phi)+\tau \sin ^{4}(\phi / 2)}{\left(1-\tau \sin ^{2}(\phi / 2)\right)^{3 / 2}}
\end{align*}
$$



Figure 2.3: Equilibrium current as a function of phase difference across the junction for different transmission probabilities.

The admittance in equilibrium is purely imaginary and does not contribute to the dissipation. This is in accordance with the fact that the supercurrent is dissipationless.

We conclude this section by noting that the current-phase relation can also be obtained by taking the derivative of the free energy which can be related to the ground state energy in the so-called single-particle picture described elaborately by Bretheau [13] and originally by Datta [15]. Then $I_{0}=-2 e \partial E_{A}(\phi) / \partial \phi$, which again yields the result of eq. 2.31. This indicates that in equilibrium the current is carried solely by the bound states so that there is no contribution from the continuum even though we are considering finite $\Delta$. This is has been found by others to be exactly true in the short-junction limit ([16], [17]). Generally there is also a contribution to the current from the continuum states.

### 2.3 Linear response

We will now investigate the effect of perturbing a QPC as described in the previous section with a small AC voltage bias. This will be done using linear response theory following the approach used in ref. [5]. As we wish to determine the ability of the junction to absorb photons, the quantity of our interest is the real part of the admittance. The Hamiltonian for the system is given by eq. 2.1. Applying a voltage bias across the junction amounts to shifting the chemical potential of the left lead, whereby the Hamiltonian is modified as

$$
\begin{equation*}
H_{0} \rightarrow H(t)=H_{0}-e V(t) \hat{N}_{L}, \quad \hat{N}_{L}=\sum_{k \sigma} c_{L k \sigma}^{\dagger} c_{L k \sigma} \tag{2.33}
\end{equation*}
$$

Furthermore we know from the second Josephson relation (eq. 1.18) that the applied votage bias gives rise to a time dependent phase difference across the junction. Hence in the Hamiltonian we must also make the substitution $\phi_{L} \rightarrow \phi_{L}+2 \phi_{1}(t)$, which modifies the phase of the order parameter in the left lead, and where the factor of two is chosen for convenience later on. We use a harmonic voltage bias of the form $V(t)=V_{0}\left(e^{i \omega t}-e^{-i \omega t}\right)=2 V_{0} \sin (\omega t)$, which yields the phase difference

$$
\begin{equation*}
\phi_{1}(t)=2 e V_{0} \int_{0}^{t} d t^{\prime} \sin \left(\omega t^{\prime}\right)=-\frac{2 e}{\omega} V_{0} \cos (\omega t) \tag{2.34}
\end{equation*}
$$

In the regime where linear response theory is valid the amplitude of the perturbation satisfies $\left|\phi_{1}\right|=\left|\frac{2 e V_{0}}{\omega}\right| \ll 1$. The current operator expressed in terms of the electron creation and annihilation operators is given by eq. 2.23 which we repeat here

$$
\begin{equation*}
\hat{I}=e \dot{N}_{L}=-i e w \sum_{k p \sigma}\left(e^{i \phi / 2} c_{L k \sigma}^{\dagger} c_{R p \sigma}-e^{-i \phi / 2} c_{R p \sigma}^{\dagger} c_{L k \sigma}\right) . \tag{2.35}
\end{equation*}
$$

In the absence of a voltage difference the expectation value of the current is given by eq. 2.24. Before calculating the linear response of the current to the applied voltage it is convenient to perform a gauge transformation $c_{L k \sigma} \rightarrow c_{L k \sigma} e^{i \phi_{1}(t)}$, which as shown in appendix B moves the dependence of $\phi_{1}(t)$ from $\Delta$ to the tunneling term. Furthermore, it generates an additional term in the transformed Hamiltonian which exactly cancels the time-dependent term in eq. 2.33. This simplifies the following calculations significantly. In terms of the transformed operators the Hamiltonian is found to be

$$
\begin{align*}
& H(t)=H_{0}+H_{T}(t) \\
& H_{L R}=\sum_{\alpha k \sigma} \xi_{\alpha k} c_{\alpha k \sigma}^{\dagger} c_{\alpha k \sigma}-\Delta\left(\sum_{\alpha k} c_{\alpha k \uparrow}^{\dagger} c_{\alpha-k \downarrow}^{\dagger}+\sum_{\alpha k} c_{\alpha k \downarrow} c_{\alpha-k \uparrow}\right)+w \sum_{k k^{\prime} \alpha \sigma} c_{\alpha k \sigma}^{\dagger} c_{\alpha k^{\prime} \sigma}  \tag{2.36}\\
& H_{T}(t)=w \sum_{k p \sigma}\left(e^{-i\left(\phi_{1}(t)-\phi / 2\right)} c_{L k \sigma}^{\dagger} c_{R p \sigma}+e^{i\left(\phi_{1}(t)-\phi / 2\right)} c_{R p \sigma}^{\dagger} c_{L k \sigma}\right)
\end{align*}
$$

The exponential functions in the tunneling terms contain infinite powers of $\phi_{1}$, so to perform the linear response calculation we expand $H_{T}$ to linear order in the phase

$$
\begin{equation*}
H_{T}(t) \approx w \sum_{k p \sigma}\left(e^{i \phi / 2}\left(1-i \phi_{1}(t)\right) c_{L k \sigma}^{\dagger} c_{R p \sigma}+e^{-i \phi / 2}\left(1+i \phi_{1}(t)\right) c_{R p \sigma}^{\dagger} c_{L k \sigma}\right) \tag{2.37}
\end{equation*}
$$

Extracting the part which depends on $\phi_{1}$ we can define:

$$
\begin{equation*}
\delta H(t) \equiv-i w \phi_{1}(t) \sum_{k p \sigma}\left(e^{i \phi / 2} c_{L k \sigma}^{\dagger} c_{R p \sigma}-e^{-i \phi / 2} c_{R p \sigma}^{\dagger} c_{L k \sigma}\right)=\frac{\phi_{1}(t)}{e} \hat{I}_{0} \tag{2.38}
\end{equation*}
$$

The Kubo formula gives the linear response of the current as [12]

$$
\begin{equation*}
\langle\hat{I}(t)\rangle=I_{0}-i \int_{-\infty}^{\infty} d t^{\prime} \theta\left(t-t^{\prime}\right)\left\langle\left[\hat{I}(t), \delta H\left(t^{\prime}\right)\right]\right\rangle_{0} . \tag{2.39}
\end{equation*}
$$

However, before proceeding with the Kubo formula it should be noted that there is also a contribution to the current to linear order in $\phi_{1}$ arising from the current operator itself, which in the presence of a voltage difference has the expectation value

$$
\begin{align*}
\langle\hat{I}(t)\rangle_{0} & =-i e w \sum_{k p \sigma}\left\langle e^{-i\left(\phi_{1}(t)+\phi / 2\right)} c_{L k \sigma}^{\dagger} c_{R p \sigma}-e^{i\left(\phi_{1}(t)+\phi / 2\right)} c_{R p \sigma}^{\dagger} c_{L k \sigma}\right\rangle_{0} \\
& \approx I_{0}-2 e w \phi_{1}(t) \sum_{k p \sigma} \operatorname{Re}\left\langle e^{i \phi / 2} c_{L k \sigma}^{\dagger} c_{R p \sigma}\right\rangle_{0} \tag{2.40}
\end{align*}
$$

The first term is just the equilibrium Josephson current which has previously been accounted for and the second term is already to linear order in $\phi_{1}$.

To calculate the linear response of the system, we see in eq. 2.39 that we have to calculate the correlation function

$$
\begin{align*}
\chi\left(t-t^{\prime}\right) & =i e w^{2} \theta\left(t-t^{\prime}\right) \sum_{k_{1} p_{1} \sigma} \sum_{k_{2} p_{2} \sigma^{\prime}}\left\langle\left[ e^{i \phi / 2} c_{L k_{1} \sigma}^{\dagger}(t) c_{R p_{1} \sigma}(t)-e^{-i \phi / 2} c_{R p_{1} \sigma}^{\dagger}(t) c_{L k_{1} \sigma}(t)\right.\right. \\
& \left.\left.e^{i \phi / 2} c_{L k_{2} \sigma^{\prime}}^{\dagger}\left(t^{\prime}\right) c_{R p_{2} \sigma^{\prime}}\left(t^{\prime}\right)-e^{-i \phi / 2} c_{R p_{2} \sigma^{\prime}}^{\dagger}\left(t^{\prime}\right) c_{L k_{2} \sigma^{\prime}}\left(t^{\prime}\right)\right]\right\rangle_{0} \\
& -2 e w \delta\left(t-t^{\prime}\right) \operatorname{Re}\left\langle e^{i \phi / 2} \sum_{k p \sigma} c_{L k \sigma}^{\dagger} c_{R p \sigma}\right\rangle_{0} \tag{2.41}
\end{align*}
$$

in terms of which we can write the linear response of the current as

$$
\begin{equation*}
\langle\hat{I}(t)\rangle=I_{0}+\int_{-\infty}^{\infty} d t^{\prime} \chi\left(t-t^{\prime}\right) \phi_{1}\left(t^{\prime}\right) \tag{2.42}
\end{equation*}
$$

The first term in eq. 2.42 is time-independent and gives the purely inductive contribution to the current discussed above (eq. 2.32). Fourier transforming the second term in eq. 2.42 is easy as this is just a convolution and yields the product of the Fourier transforms. We obtain

$$
\begin{equation*}
I(\omega)=\chi(\omega) \phi_{1}(\omega)=\frac{i e}{\omega} \chi(\omega) V(\omega) \tag{2.43}
\end{equation*}
$$

From this we see that the response function $\chi(\omega)$ is related to the admittance as

$$
\begin{equation*}
Y(\omega)=\frac{i e}{\omega} \chi(\omega) \tag{2.44}
\end{equation*}
$$

Hence from the response function obtained through the linear response calculation we can obtain the admittance, and by taking the real part we gain knowledge about the dissipated power. This allows us to determine the frequencies at which photons can be absorbed by the junction. We note that the second term in the response function is real, which means that it gives an imaginary contribution to the admittance, and hence doesn't contribute to the dissipation. For this reason we will not consider it in what follows. As the Hamiltonian is noninteracting, we can use Wick's theorem to evaluate
the first part of the correlation function which consists of a sum of two-particle Green's functions

$$
\begin{align*}
\chi(t, 0)= & i e w^{2} \theta(t) \sum_{k_{1} p_{1} \sigma} \sum_{k_{2} p_{2} \sigma^{\prime}}\left\langle\left[ e^{i \phi / 2} c_{L k_{1} \sigma}^{\dagger}(t) c_{R p_{1} \sigma}(t)-e^{-i \phi / 2} c_{R p_{1} \sigma}^{\dagger}(t) c_{L k_{1} \sigma}(t)\right.\right.  \tag{2.45}\\
& \left.\left.e^{i \phi / 2} c_{L k_{2} \sigma^{\prime}}^{\dagger}(0) c_{R p_{2} \sigma^{\prime}}(0)-e^{-i \phi / 2} c_{R p_{2} \sigma^{\prime}}^{\dagger}(0) c_{L k_{2} \sigma^{\prime}}(0)\right]\right\rangle_{0}
\end{align*}
$$

The first term evaluates to

$$
\begin{align*}
& \sum_{k_{1} p_{1} \sigma} \sum_{k_{2} p_{2} \sigma^{\prime}} e^{i \phi}\left\langle\left[c_{L k_{1} \sigma}^{\dagger}(t) c_{R p_{1} \sigma}(t), c_{L k_{2} \sigma^{\prime}}^{\dagger}(0) c_{R p_{2} \sigma^{\prime}}(0)\right]\right\rangle= \\
& \sum_{k_{1} p_{1}} \sum_{k_{2} p_{2}} e^{i \phi}\left[-\left\langle c_{L k_{1} \uparrow}^{\dagger}(t) c_{L k_{2} \downarrow}^{\dagger}(0)\right\rangle\left\langle c_{R p_{1} \uparrow}(t) c_{R p_{2} \downarrow}(0)\right\rangle-\left\langle c_{L k_{1} \downarrow}^{\dagger}(t) c_{L k_{2} \uparrow}^{\dagger}(0)\right\rangle\left\langle c_{R p_{1} \downarrow}(t) c_{R p_{2} \uparrow}(0)\right\rangle\right. \\
& +\left\langle c_{L k_{1} \uparrow}^{\dagger}(t) c_{R p_{2} \uparrow}(0)\right\rangle\left\langle c_{R p_{1} \uparrow}(t) c_{L k_{2} \uparrow}^{\dagger}(0)\right\rangle+\left\langle c_{L k_{1} \downarrow}^{\dagger}(t) c_{R p_{2} \downarrow}(0)\right\rangle\left\langle c_{R p_{1} \downarrow}(t) c_{L k_{2} \downarrow}^{\dagger}(0)\right\rangle \\
& +\left\langle c_{L k_{2} \uparrow}^{\dagger}(0) c_{L k_{1} \downarrow}^{\dagger}(t)\right\rangle\left\langle c_{R p_{2} \uparrow}(0) c_{R p_{1} \downarrow}(t)\right\rangle+\left\langle c_{L k_{2} \downarrow}^{\dagger}(0) c_{L k_{1} \uparrow}^{\dagger}(t)\right\rangle\left\langle c_{R p_{2} \downarrow}(0) c_{R p_{1} \uparrow}(t)\right\rangle \\
& \left.-\left\langle c_{L k_{2} \uparrow}^{\dagger}(0) c_{R p_{1} \uparrow}(t)\right\rangle\left\langle c_{R p_{2} \uparrow}(0) c_{L k_{1} \uparrow}^{\dagger}(t)\right\rangle-\left\langle c_{L k_{2} \downarrow}^{\dagger}(0) c_{R p_{1} \downarrow}(t)\right\rangle\left\langle c_{R p_{2} \downarrow}(0) c_{L k_{1} \downarrow}^{\dagger}(t)\right\rangle\right], \tag{2.46}
\end{align*}
$$

where the sums over spin were performed and where it was used that $\left\langle c_{i \sigma}^{\dagger} c_{j \bar{\sigma}}\right\rangle=$ $\left\langle c_{i \sigma}^{\dagger} c_{j \sigma}^{\dagger}\right\rangle=0$. The remaining terms in eq. 2.45 yield similar contributions. Using the momentum summed greater and lesser Nambu Green's functions the correlation function can be cast in a more compact form

$$
\begin{array}{r}
\chi(t)=i e w^{2} \theta(t) \operatorname{Tr}\left[-\hat{t}^{*} G_{L L}^{<}(-t) \hat{t} G_{R R}^{>}(t)-\hat{t} G_{R R}^{<}(-t) \hat{t}^{*} G_{L L}^{>}(t)\right. \\
+\hat{t}^{*} G_{L L}^{<}(t) \hat{t} G_{R R}^{>}(-t)+\hat{t} G_{R R}^{<}(t) \hat{t}^{*} G_{L L}^{>}(-t)  \tag{2.47}\\
+\hat{t} G_{R L}^{<}(-t) \hat{t} G_{R L}^{>}(t)-\hat{t} G_{R L}^{<}(t) \hat{t} G_{R L}^{>}(-t) \\
\left.+\hat{t}^{*} G_{L R}^{<}(-t) \hat{t}^{*} G_{L R}^{>}(t)-\hat{t}^{*} G_{L R}^{<}(t) \hat{t}^{*} G_{L R}^{>}(-t)\right],
\end{array}
$$

where a matrix containing the constant phase $\hat{t}=\left(\begin{array}{cc}e^{i \phi / 2} & 0 \\ 0 & e^{-i \phi / 2}\end{array}\right)$ was defined and where the local lesser Nambu Green's function is

$$
G_{\alpha \beta}^{<}(t)=i \sum_{k p}\left(\begin{array}{ll}
\left\langle c_{\beta \beta \uparrow}^{\dagger}(0) c_{\alpha k \uparrow}(t)\right\rangle & \left.c_{\beta p \downarrow}(0) c_{\alpha k \uparrow}(t)\right\rangle  \tag{2.48}\\
\left\langle c_{\beta p \uparrow}^{\dagger}(0) c_{\alpha k \downarrow}^{\dagger}(t)\right\rangle & \left\langle c_{\beta p \downarrow}(0) c_{\alpha k \downarrow}^{\dagger}(t)\right\rangle
\end{array}\right),
$$

with $(\alpha, \beta) \in\{L, R\}$. We now wish to Fourier transform eq. 2.47. As this is not entirely straightforward the calculation will be presented in some detail here. All terms in $\chi(t)$ are of the form $i \theta(t) G^{<}(t) G^{>}(-t)$, and as we know that $\chi(t)$ is a retarded Green's function its Fourier transform is defined as [12]

$$
\begin{equation*}
\chi^{R}(\omega)=\int_{-\infty}^{\infty} d t e^{-i \omega t-\eta t} \chi^{R}(t) \tag{2.49}
\end{equation*}
$$

where $\eta$ is a positive infinitesimal. Using also that

$$
\begin{equation*}
G^{<}( \pm t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega e^{\mp i \omega t} G^{<}(\omega) \tag{2.50}
\end{equation*}
$$

we can write

$$
\begin{align*}
\mathcal{F}\left[i \theta(t) G^{<}(t) G^{>}(-t)\right] & =i \theta(t) \frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} \int_{-\infty}^{\infty} d t e^{-i \omega t-\eta t} e^{-i \omega^{\prime} t} e^{i \omega^{\prime \prime} t} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) \\
& =i \frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} \int_{0}^{\infty} d t e^{i\left(\omega-\omega^{\prime}+\omega^{\prime \prime}\right) t-\eta t} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) \\
& =\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} \frac{1}{\omega^{\prime}-\omega^{\prime \prime}-\omega-i \eta} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) \tag{2.51}
\end{align*}
$$

Taking the limit $\eta \rightarrow 0$ and using the Sokhotski-Plemelj theorem which states that

$$
\begin{equation*}
\lim _{\eta \rightarrow 0^{+}} \int_{-\infty}^{\infty} d x \frac{f(x)}{x-x_{0} \pm i \eta}=\mp i \pi f\left(x_{0}\right) \delta\left(x-x_{0}\right)+\text { P.V. } \int_{-\infty}^{\infty} d x \frac{f(x)}{x-x_{0}} \tag{2.52}
\end{equation*}
$$

by evaluating the integral over $\omega$ we obtain

$$
\begin{align*}
\mathcal{F}\left[i \theta(t) G^{<}(t) G^{>}(-t)\right] & =\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} i \pi G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) \delta\left(\omega^{\prime}-\omega^{\prime \prime}-\omega\right) \\
& +\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} \text { P.V. } \int_{-\infty}^{\infty} d \omega \frac{1}{\omega^{\prime}-\omega^{\prime \prime}-\omega} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) \\
& =\frac{i}{4 \pi} \int_{-\infty}^{\infty} d \omega^{\prime} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime}-\omega\right) \\
& +\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} \text { P.V. } \int_{-\infty}^{\infty} d \omega \frac{1}{\omega^{\prime}-\omega^{\prime \prime}-\omega} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) \tag{2.53}
\end{align*}
$$

As mentioned above our aim is to calculate the real part of the admittance from the response function using eq. 2.44. When using the result of eq. 2.53 in eq. 2.47 we find that the contribution from the first term in eq. 2.53 to the admittance is purely real due to the form of the Green's functions (which we will see more explicitly later) whereas the second term gives a purely imaginary contribution. Hence we need to consider only the first term. Using the result for the Fourier transformation and the relation between correlation function and admittance, we find that the real part of the admittance in frequency space is given by

$$
\begin{array}{r}
\operatorname{Re} Y(\omega)=-\frac{e^{2} w^{2}}{4 \pi \omega} \int d \epsilon \operatorname{Tr}\left[-\hat{t}^{*} G_{L L}^{<}(\epsilon-\omega) \hat{t} G_{R R}^{>}(\epsilon)-\hat{t} G_{R R}^{<}(\epsilon-\omega) \hat{t}^{*} G_{L L}^{>}(\epsilon)\right. \\
+\hat{t}^{*} G_{L L}^{<}(\epsilon) \hat{t} G_{R R}^{>}(\epsilon-\omega)+\hat{t} G_{R R}^{<}(\epsilon) \hat{t}^{*} G_{L L}^{>}(\epsilon-\omega)  \tag{2.54}\\
+\hat{t} G_{R L}^{<}(\epsilon-\omega) \hat{t} G_{R L}^{>}(\epsilon)-\hat{t} G_{R L}^{<}(\epsilon) \hat{t} G_{R L}^{>}(\epsilon-\omega) \\
\left.+\hat{t}^{*} G_{L R}^{<}(\epsilon-\omega) \hat{t}^{*} G_{L R}^{>}(\epsilon)-\hat{t}^{*} G_{L R}^{<}(\epsilon) \hat{t}^{*} G_{L R}^{>}(\epsilon-\omega)\right]
\end{array}
$$

As the Green's functions are evaluated using the unperturbed Hamiltonian we can find the greater and lesser Green's functions using the fluctuation-dissipation theorem

$$
\begin{equation*}
G_{i j}^{<}(\omega)=-\left(G_{i j}^{R}(\omega)-G_{i j}^{A}(\omega)\right) n_{F}(\omega) \quad G_{i j}^{>}(\omega)=\left(G_{i j}^{R}(\omega)-G_{i j}^{A}(\omega)\right)\left(1-n_{F}(\omega)\right) . \tag{2.55}
\end{equation*}
$$

Defining the spectral function $A_{i j}(\omega, \phi)=i\left(G_{i j}^{R}(\omega, \phi)-G_{i j}^{A}(\omega, \phi)\right)$ (stating explicitly the $\phi$-dependence), $A_{r}(\omega, \phi)=A_{L L}(\omega, \phi)$ and $A_{t}(\omega, \phi)=A_{L R}(\omega, \phi)$, and exploiting that $A_{R R}(\omega, \phi)=A_{r}(\omega,-\phi)$ and $A_{R L}(\omega, \phi)=A_{t}(\omega,-\phi)$, we can write

$$
\begin{align*}
& \operatorname{Re} Y(\omega)=-\frac{e^{2} w^{2}}{4 \pi \omega} \int_{-\infty}^{\infty} d \epsilon \operatorname{Tr}\left[\hat{t}^{*} A_{r}(\epsilon, \phi) \hat{t} A_{r}(\epsilon-\omega,-\phi)+\hat{t}^{*} A_{r}(\epsilon-\omega, \phi) \hat{t} A_{r}(\epsilon,-\phi)\right. \\
& \left.-\hat{t} A_{t}(\epsilon-\omega,-\phi) \hat{t} A_{t}(\epsilon,-\phi)-\hat{t}^{*} A_{t}(\epsilon-\omega, \phi) \hat{t}^{*} A_{t}(\epsilon, \phi)\right]\left(n_{F}(\epsilon-\omega)-n_{F}(\epsilon)\right) \\
& =-\frac{e^{2} w^{2}}{4 \pi \omega} \int_{0}^{\omega} d \epsilon \operatorname{Tr}\left[\hat{t}^{*} A_{r}(\epsilon, \phi) \hat{t} A_{r}(\epsilon-\omega,-\phi)+\hat{t}^{*} A_{r}(\epsilon-\omega, \phi) \hat{t} A_{r}(\epsilon,-\phi)\right. \\
& \left.-\hat{t} A_{t}(\epsilon-\omega,-\phi) \hat{t} A_{t}(\epsilon,-\phi)-\hat{t}^{*} A_{t}(\epsilon-\omega, \phi) \hat{t}^{*} A_{t}(\epsilon, \phi)\right] . \tag{2.56}
\end{align*}
$$

In the last equality sign we used that the Fermi functions are Heaviside step functions at zero temperature. We also restrict ourselves to considering $\omega>0$. The real part of the admittance is an even function as it arises from the imaginary part of the response function, and one can obtain the result for $\omega<0$ using this property. In this expression all quantities are known as the retarded and advanced Green's functions have already been evaluated using the Dyson equation. Plugging these into the above expression yields a sum of terms which all have the same analytic structure. The whole expression takes up several pages so it will not be presented here in its entirety. Instead it will suffice to study the first two terms of the integrand in detail. They are given by

$$
\begin{gather*}
\pi \nu w \Delta\left(-\frac{\sqrt{\Delta^{2}-(\epsilon+i \eta)^{2}}\left(\pi^{2} w^{2} \nu^{2}\left(1+e^{i \phi}\right)+e^{i \phi}\right)}{\left(E_{A}-\epsilon+i \eta\right)\left(E_{A}+\epsilon-i \eta\right)}+\right. \\
\left.\frac{\sqrt{\Delta^{2}-(\epsilon-i \eta)^{2}}\left(\pi^{2} w^{2} \nu^{2}\left(1+e^{i \phi}\right)+e^{i \phi}\right)}{\left(E_{A}-\epsilon-i \eta\right)\left(E_{A}+\epsilon+i \eta\right)}\right) \cdot(\epsilon \leftrightarrow \epsilon-\omega)+  \tag{2.57}\\
\pi \nu w \Delta\left(-\frac{\sqrt{\Delta^{2}-(\epsilon+i \eta)^{2}}\left(\pi^{2} w^{2} \nu^{2}\left(1+e^{-i \phi}\right)+e^{-i \phi}\right)}{\left(E_{A}-\epsilon+i \eta\right)\left(E_{A}+\epsilon-i \eta\right)}+\right. \\
\left.\frac{\sqrt{\Delta^{2}-(\omega-i \eta)^{2}}\left(\pi^{2} w^{2} \nu^{2}\left(1+e^{-i \phi}\right)+e^{-i \phi}\right)}{\left(E_{A}-\epsilon-i \eta\right)\left(E_{A}+\epsilon+i \eta\right)}\right) \cdot(\epsilon \leftrightarrow \epsilon-\epsilon) .
\end{gather*}
$$

Here we used that the denominators which originate from the retarded and advanced Green's functions can be written as products of two simple poles because they are second order polynomials. To leading order in $\eta$ the square roots can be expanded as

$$
\begin{equation*}
\left.\sqrt{\Delta^{2}-(\epsilon \pm i \eta)}=\theta(\Delta-|\epsilon|) \sqrt{\Delta^{2}-\epsilon^{2}} \mp i \operatorname{sign} \epsilon\right) \theta(|\epsilon|-\Delta) \sqrt{\epsilon^{2}-\Delta^{2}} \tag{2.58}
\end{equation*}
$$

Everywhere else in the numerator we can let $\eta=0$. The two terms in eq. 2.57 are identical apart from the sign of the phase $\phi$, and the rest of the terms appear in similar
pairs. Considering the first factor in each term of $\operatorname{Re} Y(\omega)$, they can all be written on the form

$$
\begin{equation*}
B(\epsilon) \equiv \frac{z_{1}(\epsilon) z_{2}}{\left(E_{A}-\epsilon+i \eta\right)\left(E_{A}+\epsilon-i \eta\right)}-\frac{z_{1}(\epsilon)^{*} z_{2}}{\left(E_{A}-\epsilon-i \eta\right)\left(E_{A}+\epsilon+i \eta\right)} \tag{2.59}
\end{equation*}
$$

where $z_{1}(\epsilon)=z^{\prime}(\epsilon)+i z^{\prime \prime}(\epsilon)$ is a complex function of $\epsilon$ and $z_{2}$ is a (possibly complex) common factor. Using

$$
\begin{equation*}
\frac{1}{a b}=\frac{1}{(b-a)}\left(\frac{1}{a}-\frac{1}{b}\right) \tag{2.60}
\end{equation*}
$$

we can split up the denominators as

$$
\begin{align*}
B(\epsilon, \omega) & =z_{2} \frac{z^{\prime}+i z^{\prime \prime}}{2 \epsilon}\left(\frac{1}{E_{A}-\epsilon+i \eta}-\frac{1}{E_{A}+\epsilon-i \eta}\right)-z_{2} \frac{z^{\prime}-i z^{\prime \prime}}{2 \epsilon}\left(\frac{1}{E_{A}-\epsilon-i \eta}-\frac{1}{E_{A}+\epsilon+i \eta}\right) \\
& =\frac{z_{2}}{2 \epsilon}\left(\frac{z^{\prime}+i z^{\prime \prime}}{E_{A}-\epsilon+i \eta}-\frac{z^{\prime}-i z^{\prime \prime}}{E_{A}-\epsilon-i \eta}\right)-\frac{z_{2}}{2 \epsilon}\left(\frac{z^{\prime}+i z^{\prime \prime}}{E_{A}+\epsilon-i \eta}-\frac{z^{\prime}-i z^{\prime \prime}}{E_{A}+\epsilon+i \eta}\right) . \tag{2.61}
\end{align*}
$$

The first term in the last line becomes

$$
\begin{align*}
& \frac{z_{2}}{2 \epsilon}\left(\frac{z^{\prime}+i z^{\prime \prime}}{E_{A}-\epsilon+i \eta}-\frac{z^{\prime}-i z^{\prime \prime}}{E_{A}-\epsilon-i \eta}\right) \\
& =\frac{z_{2}}{2 \epsilon} \frac{\left(z^{\prime}+i z^{\prime \prime}\right)\left(E_{A}-\epsilon-i \eta\right)-\left(z^{\prime}-i z^{\prime \prime}\right)\left(E_{A}-\epsilon-i \eta\right)}{\left(E_{A}-\epsilon\right)^{2}+\eta^{2}}  \tag{2.62}\\
& =\frac{2 z_{2}}{2 \epsilon} \frac{i \eta z^{\prime}+i z^{\prime \prime}\left(E_{A}-\epsilon\right)}{\left(E_{A}-\epsilon\right)^{2}+\eta^{2}}=\frac{z_{2}}{\epsilon}\left(-i \pi z^{\prime} \delta\left(E_{A}-\epsilon\right)+\frac{i z^{\prime \prime}}{E_{A}-\epsilon}\right),
\end{align*}
$$

where in the last step the limit $\eta \rightarrow 0$ was taken. The other term gives a similar contribution so that we finally obtain

$$
\begin{equation*}
B(\epsilon, \omega)=\frac{z_{2}}{\epsilon}\left(-i \pi z^{\prime} \delta\left(E_{A}-\epsilon\right)+\frac{i z^{\prime \prime}}{E_{A}-\epsilon}\right)-\frac{z_{2}}{\epsilon}\left(-i \pi z^{\prime} \delta\left(E_{A}+\epsilon\right)+\frac{i z^{\prime \prime}}{E_{A}+\epsilon}\right) . \tag{2.63}
\end{equation*}
$$

As the limits on the integral in eq. 2.56 imply that we are only considering $\epsilon, 0<\epsilon<\omega$ we can discard the term with $\delta\left(E_{A}+\epsilon\right)$. Hence

$$
\begin{align*}
B(\epsilon, \omega) & =\frac{z_{2}}{\epsilon}\left(-i \pi z^{\prime} \delta\left(E_{A}-\epsilon\right)+\frac{i z^{\prime \prime}}{E_{A}-\epsilon}-\frac{i z^{\prime \prime}}{E_{A}+\epsilon}\right) \\
& =\frac{z_{2}}{\epsilon}\left(-i \pi z^{\prime} \delta\left(E_{A}-\epsilon\right)+\frac{4 i z^{\prime \prime} \epsilon}{E_{A}^{2}-\epsilon^{2}}\right) \tag{2.64}
\end{align*}
$$

Reinstating the frequency dependendence of $z^{\prime}$ and $z^{\prime \prime}$ and multiplying this term by
the contribution from $B(\epsilon-\omega)$ yields

$$
\begin{align*}
B(\epsilon) B(\epsilon-\omega) & =\frac{z_{2}^{2}}{\epsilon(\epsilon-\omega)}\left(-\frac{4 \epsilon(\epsilon-\omega) z^{\prime \prime}(\epsilon) z^{\prime \prime}(\epsilon-\omega)}{\left(\epsilon^{2}-E_{A}^{2}\right)\left((\epsilon-\omega)^{2}-E_{A}^{2}\right)}\right. \\
& +2 \pi \frac{\epsilon z^{\prime \prime}(\epsilon) z^{\prime}(\epsilon-\omega)}{\epsilon^{2}-E_{A}^{2}} \delta\left(E_{A}+\epsilon-\omega\right)+2 \pi \frac{(\epsilon-\omega) z^{\prime \prime}(\epsilon-\omega) z^{\prime}(\epsilon)}{(\epsilon-\omega)^{2}-E_{A}^{2}} \delta\left(E_{A}-\epsilon\right) \\
& \left.-\pi^{2} z^{\prime}(\epsilon) z^{\prime}(\epsilon-\omega) \delta\left(E_{A}-\epsilon\right) \delta\left(E_{A}+\epsilon-\omega\right)\right) \\
& =\text { (1)+(2)+(3)+(4). } \tag{2.65}
\end{align*}
$$

For each term with a given $z_{2}$ there is an identical term with $z_{2}^{*}$ multiplied by the same factor (also seen in eq. 2.57), so when adding them we do get a real number as postulated earlier. The four terms in the above expression give rise to different contributions to the admittance which all have a physical interpretation.


Figure 2.4: Single-particle excitation spectrum of the QPC in the absence of quasiparticles. The Andreev level is spin-degenerate and two quasiparticles of opposite spin can hence occupy this state.

Adding all terms with the structure (1) we get

$$
\begin{align*}
\operatorname{Re} Y_{1}(\omega) & =\frac{e^{2} \tau}{\pi \omega} \int_{0}^{\omega} d \epsilon \frac{\sqrt{\epsilon^{2}-\Delta^{2}}}{\epsilon^{2}-E_{A}^{2}} \frac{\sqrt{(\omega-\epsilon)^{2}-\Delta^{2}}}{(\omega-\epsilon)^{2}-E_{A}^{2}} \epsilon(\omega-\epsilon)\left(1-\frac{\Delta^{2} \cos (\phi)+\Delta^{2}-E_{A}^{2}}{\epsilon(\omega-\epsilon)}\right) \\
& \theta(|\epsilon|-\Delta) \theta(|\epsilon-\omega|-\Delta) \\
& =G \frac{\theta(\omega-2 \Delta)}{\omega} \int_{\Delta}^{\omega-\Delta} d \epsilon \rho(\epsilon) \rho(\omega-\epsilon)\left|z_{\epsilon, \omega}\right|^{2}, \tag{2.66}
\end{align*}
$$

where following ref. [5] we defined the quantities $\rho(\epsilon)=\epsilon \sqrt{\epsilon^{2}-\Delta^{2}} /\left(\epsilon^{2}-E_{A}^{2}\right)$ and $\left|z_{\epsilon, \omega}\right|^{2}=1-\left(\Delta^{2} \cos (\phi)+\Delta^{2}-E_{A}^{2}\right) / \epsilon(\omega-\epsilon)$ which are reminiscent of an occupation factor (or density of states) and a transition matrix element. The second contribution comes from (2) and (3)

$$
\begin{equation*}
\operatorname{Re} Y_{2}(\omega)=\pi G \frac{\theta\left(\omega-E_{A}-\Delta\right)}{\omega} \sqrt{\Delta^{2}-E_{A}^{2}} \rho\left(\omega-E_{A}\right)\left|z_{E_{A}, \omega}\right|^{2} \tag{2.67}
\end{equation*}
$$



Figure 2.5: The three terms contributing to $\operatorname{Re} Y(\omega)$ for $\tau=0.9, \Delta=1$ and $\phi=2.8$. The $\delta$-function in $Y_{3}$ has been given a finite width to make it visible by using a finite value of $\eta$. This also means that the height of the peak is arbitrary. The gridlines are located at frequencies $\omega_{3}=2 E_{A}, \omega_{2}=E_{A}+\Delta$ and $\omega_{1}=2 \Delta$.
and from terms of the form (4) we obtain

$$
\begin{equation*}
\operatorname{Re} Y_{3}(\omega)=\pi^{2} G \frac{\left(\Delta^{2}-E_{A}^{2}\right)\left(E_{A}^{2}-\Delta^{2} \cos (\phi)\right)}{2 E_{A}^{3}} \delta\left(\omega-2 E_{A}\right) . \tag{2.68}
\end{equation*}
$$

This concludes our calculation of the real part of the admittance and a plot of the three different contributions can be seen in fig. 2.5. If needed, the corresponding imaginary part can be determined using equation 2.53 or from eqs. $2.66-2.68$ by invoking the Kramers-Kronig relations because the admittance is analytic in the upper complex half plane (as it arises from a retarded Green's function which has poles in the lower half plane).

Using eq. 1.27 we can directly relate $\operatorname{Re} Y$ to the absorbed power by inserting that $\phi_{1}=e V_{0} / \omega$

$$
\begin{equation*}
\langle P\rangle=\frac{\phi_{1}^{2}}{2 e^{2}} \omega^{2} \operatorname{Re} Y \tag{2.69}
\end{equation*}
$$

The related transition rate which is also the absorption rate of photons is obtained as $\Gamma=\langle P\rangle / \hbar \omega$, so that (reinstating $\hbar$ )

$$
\begin{equation*}
\Gamma=\frac{\phi_{1}^{2}}{2 e^{2}} \hbar|\omega| \operatorname{Re} Y \tag{2.70}
\end{equation*}
$$

We can now give an estimate of the order of magnitude of the absorption rate. The frequency is $\hbar \omega \sim \Delta$ where taking Al as an example $\Delta=3 \cdot 4 \cdot 10^{-4} \mathrm{eV}$. The contributions
to $\operatorname{Re} Y$ are on the order of $G_{0}=2 e^{2} / h$, and we are studying the regime of linear response where $\phi_{1} \ll 1$, so taking $\phi_{1}=10^{-2}$ we obtain

$$
\begin{equation*}
\Gamma \sim \phi_{1}^{2} \frac{\Delta}{h} \sim 8 \cdot 10^{6} \mathrm{~s}^{-1} \tag{2.71}
\end{equation*}
$$

The different contributions to the admittance can be interpreted as arising from processes where the absorption of a photon causes the creation of a pair of quasiparticles whereby the system ends up in an excited state. The excitation spectrum is schematically depicted in fig. 2.4. $Y_{1}$ has threshold frequency $\omega=2 \Delta$ and arises from the process where two quasiparticles are created in the superconducting continuum. This corresponds to two of the process denoted (1) in fig. 2.4.
$Y_{2}$ has threshold frequency $\omega=\Delta+E_{A}$ and arises from the creation of one quasiparticle in the bound state and one in the continuum; (1)+(2) in fig. 2.4. Finally, $Y_{3}$ which is only nonzero for $\omega=2 E_{A}$ is associated with the creation of two quasiparticles of opposite spin in the bound state. In fig. 2.6 we plot the magnitude of $\operatorname{Re} Y_{3}$ for $\omega=2 E_{A}$, and from this we see that the absorption due to this excitation process increases as the bound states move deeper into the gap and approach zero energy.

In later chapters we will get back to the reason why all absorption processes are related to creation of quasiparticle pairs and never single quasiparticles. But in this simple system it is not surprising, as in the BCS-ground state (which is modified by the negative energy Andreev level), quasiparticles can only be provided by splitting a Cooper pair which results in the creation of two quasiparticles. Having established a formalism which allows us to calculate and interpret the admittance of a Josephson junction when the Green's functions are known, we are now ready to tackle more complicated models, and in the next chapter we will proceed by studying an S-QD-S junction.


Figure 2.6: Magnitude of $\operatorname{Re} Y_{3}\left(\omega=2 E_{A}\right)$. It is clear that the contribution to the dissipative admittance arising from the creation of two quasiparticles in the Andreev bound state increases drastically as the bound state approaches zero energy, which happens for $\tau=1$ and $\phi=\pi$. We thus expect the absorption to be largest when the bound states are deep inside the gap.

## Chapter 3

## Magnetic impurity

In this chapter we calculate the response function for a Josephson junction described by the Anderson model using the method of the previous chapter. This reveals information about the photon absorption properties of an S-QD-S junction which has a bound state spectrum exhibiting richer features compared to the simple, spin-degenerate Andreev bound states. Prior to this, we will calculate the Green's functions and study the subgap states in some detail to gain insight into the most important properties of the system.

### 3.1 Green's functions

We consider a Josephson junction with an interacting quantum dot between the two superconducting leads described by the Anderson model with Hamiltonian [18]

$$
\begin{align*}
H & =H_{L R}+H_{T}+H_{d} \\
H_{L R} & =\sum_{\alpha k \sigma} \xi_{k \sigma} c_{\alpha k \sigma}^{\dagger} c_{\alpha k \sigma}-\sum_{\alpha k}\left(\Delta_{\alpha} c_{\alpha k \uparrow}^{\dagger} c_{\alpha-k \downarrow}^{\dagger}+\Delta_{\alpha}^{*} c_{\alpha-k \downarrow} c_{\alpha k \uparrow}\right) \\
H_{T} & =\sum_{\alpha k \sigma}\left(t_{\alpha} c_{\alpha k \sigma}^{\dagger} d_{\sigma}+t_{\alpha}^{*} d_{\sigma}^{\dagger} c_{\alpha k \sigma}\right)  \tag{3.1}\\
H_{d} & =\sum_{\sigma} \xi_{d} d_{\sigma}^{\dagger} d_{\sigma}^{\dagger}+U n_{d \uparrow} n_{d \downarrow} .
\end{align*}
$$

Due to the quartic interaction term, this problem is not exactly solvable. To simplify it sufficiently to allow for an analytic treatment, we restrict ourselves to considering the Coulomb diamond where the dot is occupied by a single electron. This is a good approximation in the case where the doubly occupied states are well separated in energy from the singly occupied ones, which requires $\Delta / U \ll 1$, where $U$ is the strength of the Coulomb interaction. By performing a Schrieffer-Wolff transformation, one can then describe the system in terms of an effective cotunneling model. In the cotunneling regime transport across the quantum dot due to sequential tunneling is blocked and only higher-order cotunneling processes couple the dot and leads. We will not go
through the Schrieffer-Wolff transformation here as detailed treatments are already given elsewhere, see [19] and [20]. The resulting Hamiltonian is $H=H_{L R}+H_{J}+H_{W}$ with $H_{L R}$ given in eq. 3.1 and

$$
\begin{align*}
H_{J} & =\sum_{\substack{i=x, y, x \\
\alpha k \sigma, \alpha^{\prime} k^{\prime} \sigma^{\prime}}} J_{\alpha \alpha^{\prime}} S^{i} c_{\alpha k \sigma}^{\dagger} \tau_{\sigma \sigma^{\prime}}^{i} c_{\alpha^{\prime} k^{\prime} \sigma^{\prime}}  \tag{3.2}\\
H_{W} & =\sum_{\alpha k \sigma, \alpha^{\prime} k^{\prime}} W_{\alpha \alpha^{\prime}} c_{\alpha k \sigma}^{\dagger} c_{\alpha^{\prime} k^{\prime} \sigma} \tag{3.3}
\end{align*}
$$

Here $\tau^{i}$ are the Pauli matrices, and $\alpha \in(L, R)$ is the lead index. $H_{J}$ describes the exchange interaction with the impurity spin, (which acts as a magnetic impurity) and $H_{W}$ gives the potential scattering. To simplify the model further, we will employ the classical spin approximation where the spin of the magnetic impurity is assumed to be fixed in the $\hat{z}$-direction, and is hence treated as a classical variable. In this case $H_{J}$ becomes

$$
\begin{equation*}
H_{J}=\sum_{\alpha k \sigma, \alpha^{\prime} k^{\prime}} J_{\alpha \alpha^{\prime}} S \sigma c_{\alpha k \sigma}^{\dagger} c_{\alpha^{\prime} k^{\prime} \sigma} \tag{3.4}
\end{equation*}
$$

We use the results of ref. [18] to parametrize the couplings $J_{\alpha \alpha^{\prime}}$ and $W_{\alpha \alpha^{\prime}}$ by an angle $\theta$ which determines the coupling asymmetry between the leads. Furthermore we will as in the last chapter perform a gauge transformation to transfer the (constant) phase dependence from the superconducting order parameter to the coupling constants $t_{\alpha}$. Hence the matrices $\mathbf{W}=W \boldsymbol{\Theta}$ and $\mathbf{J}=J \boldsymbol{\Theta}$ in lead space are given by

$$
\boldsymbol{\Theta}=\left(\begin{array}{cc}
\cos ^{2}(\theta) & \sin (\theta) \cos (\theta) e^{i \phi / 2}  \tag{3.5}\\
\sin (\theta) \cos (\theta) e^{-i \phi / 2} & \sin ^{2}(\theta)
\end{array}\right)
$$

For $\theta=\pi / 4$ the coupling is symmetric and small angles $\theta \ll 1$ correspond to a dot which is strongly coupled to the left lead and weakly coupled to the right lead. With these definitions the interaction strengths arising from the Schrieffer-Wolff transformation are given by

$$
\begin{equation*}
J=\frac{4}{1-x^{2}} \frac{t_{L}^{2}+t_{R}^{2}}{U} \quad \text { and } \quad W=\frac{2 x}{1-x^{2}} \frac{t_{L}^{2}+t_{R}^{2}}{U} \tag{3.6}
\end{equation*}
$$

The parameter $x \in(-1,1)$ is given by $x=1+2 \xi_{d} / U$ and is to be understood as the gate voltage determining the displacement from the particle-hole-symmetric point in the middle of the oddly occupied Coulomb diamond. In the Green's functions we wish to express the strength of the potentials in terms of a dimensionless parameter. Hence we define the dimensionless quantitites $g=\pi \nu_{F} J$ and $w=\pi \nu_{F} W$ so that

$$
\begin{equation*}
w=c \frac{2 x}{1-x^{2}}, \quad g=c \frac{4}{1-x^{2}} \quad \text { with } \quad c=\pi \nu_{F} \frac{t_{L}^{2}+t_{R}^{2}}{U} . \tag{3.7}
\end{equation*}
$$

Physically $c$ is the dimensionless strength of the exchange interaction in the particlehole symmetric point where $w=0$.

As was the case for the weak-link junction, we wish to do the calculations in Nambu space. However, it turns out (quite subtlely) that we can no longer use the same two-Nambu spinor as was used previously, $\psi_{\alpha k}^{\dagger}=\left(\begin{array}{cc}c_{\alpha k \uparrow}^{\dagger} & c_{\alpha-k \downarrow}\end{array}\right)$. Even though it is possible to write the Hamiltonian in this basis, it limits us to consider only spin upquasiparticles, and hence we would not find the full solution to the problem. This was not an issue in the QPC due to the Andreev bound states being spin-degenerate. To remedy this we use the spin-indexed Nambu-spinors

$$
\psi_{\alpha k \sigma}^{\dagger}=\left(\begin{array}{cc}
c_{\alpha k \sigma}^{\dagger}, & c_{\alpha-k \bar{\sigma}} \tag{3.8}
\end{array}\right) \quad \text { and } \quad \psi_{\alpha k \sigma}=\binom{c_{\alpha k \sigma}}{c_{\alpha-k \bar{\sigma}}^{\dagger}}
$$

In spin-dependent problems, four-Nambu spinors are often used, as this is necessary if spin-flip processes are to be considered, eg. if one wishes to go beyond the classicalspin approximation and consider a quantum mechanical treatment of the impurity spin (see [18]). However, in the classical spin approximation, even if four-spinors are used the Green's functions turn out to be spin-diagonal as our Hamiltonian contains no spin-flip terms. Using the classical spin-approximation enables us to use two-spinors and find an exact solution to the problem at the cost of loosing the ability to describe the effects of the quantum mechanical nature of the impurity spin. In this basis the superconducting part of the Hamiltonian has the same form as what we have previously seen, whereas $H_{J}$ contributes with a spin-dependent interaction (as is already visible from the Hamiltonian above), but apart from that the form of the Hamiltonian is similar to what we have previously studied and is given by

$$
\begin{align*}
H= & \frac{1}{2} \sum_{\alpha k \sigma} \psi_{\alpha k \sigma}^{\dagger} \mathbf{m}_{k \sigma}^{S C} \psi_{\alpha k \sigma}+\frac{1}{2} \sum_{k k^{\prime} \sigma} \psi_{L k \sigma}^{\dagger} \mathbf{w}_{L \sigma}^{R} \psi_{L k^{\prime} \sigma}+  \tag{3.9}\\
& \frac{1}{2} \sum_{k k^{\prime} \sigma} \psi_{R k \sigma}^{\dagger} \mathbf{w}_{R \sigma}^{R} \psi_{R k^{\prime} \sigma}+\frac{1}{2} \sum_{k k^{\prime} \sigma}\left(\psi_{L k \sigma}^{\dagger} \mathbf{w}_{\sigma}^{T} \psi_{R k^{\prime} \sigma}+h . c .\right) . \tag{3.10}
\end{align*}
$$

Where

$$
\mathbf{m}_{k \sigma}^{S C}=\left(\begin{array}{cc}
\xi_{k} & -\sigma \Delta  \tag{3.11}\\
-\sigma \Delta & -\xi_{k}
\end{array}\right)
$$

The backscattering (reflection) in the indidvidual leads is described by

$$
\mathbf{w}_{L \sigma}^{R}=\left(\begin{array}{cc}
J S \sigma+W & 0  \tag{3.12}\\
0 & J S \sigma-W
\end{array}\right) \cos ^{2}(\theta)
$$

and

$$
\mathbf{w}_{R \sigma}^{R}=\left(\begin{array}{cc}
J S \sigma+W & 0  \tag{3.13}\\
0 & J S \sigma-W
\end{array}\right) \sin ^{2}(\theta)
$$

Furthermore

$$
\mathbf{w}_{\sigma}^{T}=\left(\begin{array}{cc}
(J S \sigma+W) e^{i \phi / 2} & 0  \tag{3.14}\\
0 & (J S \sigma-W) e^{-i \phi / 2}
\end{array}\right) \cos (\theta) \sin (\theta)
$$

describes tunneling between the leads. We should now determine an equation for the Matsubara Green's functions which are diagonal in spin space and defined as

$$
\begin{equation*}
\mathcal{G}_{\alpha \alpha^{\prime}, \sigma}\left(\tau-\tau^{\prime}\right)=-\sum_{k k^{\prime}}\left\langle T_{\tau} \psi_{\alpha k \sigma}(\tau) \psi_{\alpha^{\prime} k^{\prime} \sigma}^{\dagger}\left(\tau^{\prime}\right)\right\rangle \tag{3.15}
\end{equation*}
$$

There is a complication due to the use of spin-dependent Nambu spinors which means that we can't directly generalize the Dyson equation for the QPC to this case even though the form of the Hamiltonian is very similar. Namely that they don't obey the ordinary fermionic commutation relations. Instead we find that

$$
\begin{equation*}
\left\{\psi_{\alpha k \sigma}^{\dagger}, \psi_{\beta k^{\prime} \sigma^{\prime}}\right\}=\delta_{\alpha, \beta} \delta_{k, k^{\prime}} \delta_{\sigma, \sigma^{\prime}} \tau_{0} \quad\left\{\psi_{\alpha k \sigma}, \psi_{\beta k^{\prime} \sigma^{\prime}}\right\}=\delta_{\alpha, \beta} \delta_{k,-k^{\prime}} \delta_{\sigma, \bar{\sigma}^{\prime}} \tau_{x} \tag{3.16}
\end{equation*}
$$

In the equation of motion for the Green's function we are calculating the quantity $\left[H, \psi_{\alpha k \sigma}\right](\tau) \psi_{\alpha k^{\prime} \sigma^{\prime}}^{\dagger}\left(\tau^{\prime}\right)$, so we follow ref. [20] and evaluate the commutator with the Hamiltonian using the modified commutation relations given above. To this end we also note that we can write the Hamiltonian compactly as

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\alpha \alpha^{\prime}, k k^{\prime}, \sigma} \psi_{\alpha k \sigma}^{\dagger} \mathbf{m}_{\alpha \alpha^{\prime}, k k^{\prime}, \sigma} \psi_{\alpha^{\prime} k^{\prime} \sigma} \tag{3.17}
\end{equation*}
$$

The commutator is then

$$
\begin{align*}
{\left[H, \psi_{\alpha k \sigma}\right] } & =\frac{1}{2} \sum_{\beta \beta^{\prime}, p p^{\prime}, \sigma^{\prime}}\left(\psi_{\beta p \sigma^{\prime}}^{\dagger} \mathbf{m}_{\beta \beta^{\prime}, p p^{\prime}, \sigma^{\prime}} \psi_{\beta^{\prime} p^{\prime} \sigma^{\prime}} \psi_{\alpha k \sigma}-\psi_{\alpha k \sigma} \psi_{\beta p \sigma^{\prime}}^{\dagger} \mathbf{m}_{\beta \beta^{\prime}, p p^{\prime}, \sigma^{\prime}} \psi_{\beta^{\prime} p^{\prime} \sigma^{\prime}}\right) \\
& =\frac{1}{2} \sum_{\beta \beta^{\prime}, p p^{\prime}, \sigma^{\prime}}\left(\psi_{\beta p \sigma^{\prime}}^{\dagger} \mathbf{m}_{\beta \beta^{\prime}, p p^{\prime}, \sigma^{\prime}}\left(\delta_{\alpha, \beta^{\prime}} \delta_{k,-p^{\prime}} \delta_{\sigma \bar{\sigma}^{\prime}} \tau_{x}-\psi_{\alpha k \sigma} \psi_{\beta^{\prime} p^{\prime} \sigma^{\prime}}\right)-\right. \\
& \left.\left(\delta_{\alpha, \beta} \delta_{k, p} \delta_{\sigma \sigma^{\prime}} \tau_{0}-\psi_{\beta p \sigma^{\prime}}^{\dagger} \psi_{\alpha k \sigma}\right) \mathbf{m}_{\beta \beta^{\prime}, p p^{\prime}, \sigma^{\prime}} \psi_{\beta^{\prime} p^{\prime} \sigma^{\prime}}\right) \tag{3.18}
\end{align*}
$$

We use that

$$
\begin{gathered}
\tau_{x} \mathbf{m}_{\beta \beta^{\prime}, p p^{\prime}, \sigma}=-\mathbf{m}_{\beta \beta^{\prime}, p p^{\prime}, \bar{\sigma}} \tau_{x}, \\
\psi_{\alpha k \sigma} \tau_{x}=\psi_{\alpha-k \bar{\sigma}}
\end{gathered}
$$

and

$$
\mathbf{m}_{\beta \beta^{\prime}, p p^{\prime}, \sigma}=\mathbf{m}_{\beta^{\prime} \beta, p^{\prime} p, \sigma}=\mathbf{m}_{\beta \beta^{\prime},-p p^{\prime}, \sigma}=\mathbf{m}_{\beta \beta^{\prime},-p-p^{\prime}, \sigma}
$$

to obtain

$$
\begin{align*}
& {\left[H, \psi_{\alpha k \sigma}\right]=-\frac{1}{2} \sum_{\beta p}\left(\psi_{\beta p \bar{\sigma}} \sigma_{x} \mathbf{m}_{\beta \alpha, p-k, \sigma}+\mathbf{m}_{\alpha \beta, k p^{\prime}, \sigma} \psi_{\beta p^{\prime} \sigma}\right)}  \tag{3.19}\\
& =-\sum_{\beta p} \mathbf{m}_{\alpha \beta, k p, \sigma} \psi_{\beta p \sigma}
\end{align*}
$$

This has the characteristic form which we expect to see in the equation of motion for a bilinear Hamiltonian and is what we would have obtained if the Nambu spinors
had obeyed the usual fermionic commutation relations. Hence we can immediately generalize our result from the equation of motion-calculations for the QPC to find that in the full, combined lead and Nambu space the Dyson equation for the Matsubara Green's function is given by:

$$
\begin{equation*}
\mathcal{G}_{\sigma}\left(i \omega_{l}\right)=\tilde{\mathcal{G}}_{0 \sigma}\left(i \omega_{l}\right)+\tilde{\mathcal{G}}_{0 \sigma}\left(i \omega_{l}\right) \Sigma_{\sigma} \mathcal{G}_{\sigma}\left(i \omega_{l}\right), \tag{3.20}
\end{equation*}
$$

where $\tilde{\mathcal{G}}_{0, \alpha \alpha^{\prime} \sigma}\left(i \omega_{l}\right)=\tilde{\mathcal{G}}_{0, \alpha \sigma}\left(i \omega_{l}\right)=\left(1-\mathcal{G}_{0 \sigma}\left(i \omega_{l}\right) \mathbf{w}_{\alpha \sigma}^{R}\right)^{-1} \mathcal{G}_{0 \sigma}\left(i \omega_{l}\right)$ is diagonal in lead space and $\mathcal{G}_{0 \sigma}\left(i \omega_{l}\right)$ is the bare Nambu Green's function for the BCS-Hamiltonian which is now spin-dependent $(\Delta \rightarrow \sigma \Delta)$. The spin-dependent self-energy is

$$
\boldsymbol{\Sigma}_{\sigma}=\left(\begin{array}{cc}
0 & \mathbf{w}_{\sigma}^{T}  \tag{3.21}\\
\left(\mathbf{w}_{\sigma}^{T}\right)^{\dagger} & 0
\end{array}\right)
$$

From the Matsubara Green's function we can then as usual obtain the retarded and advanced Green's functions by analytical continuation. We are also interested in the bound state energies which are obtained as the poles of the Green's function. The denominator of the retarded Green's function is given by

$$
\begin{equation*}
D_{\sigma}(\omega+i \eta)=(1+\chi u) \Delta^{2}-(1+u)(\omega+i \eta)^{2}+2 g \sigma \sqrt{\Delta^{2}-(\omega+i \eta)^{2}} \tag{3.22}
\end{equation*}
$$

where $u=w^{2}-g^{2}$ and $\chi=1-\sin ^{2}(2 \theta) \sin ^{2}(\phi / 2)$. We find the bound state energies by letting $\eta \rightarrow 0$ in the denominator, equating it to zero and solving for $\omega$

$$
\begin{align*}
0 & =(1+\chi u) \Delta^{2}-(1+u) \omega^{2}+2 g \sigma \omega \sqrt{\Delta^{2}-\omega^{2}}  \tag{3.23}\\
& \Rightarrow-(1+\chi u) \Delta^{2}+(1+u) \omega^{2}=2 g \sigma \omega \sqrt{\Delta^{2}-\omega^{2}}  \tag{3.24}\\
& \Rightarrow\left((1+\chi u) \Delta^{2}-(1+u) \omega^{2}\right)^{2}=4 g^{2} \omega^{2}\left(\Delta^{2}-\omega^{2}\right) . \tag{3.25}
\end{align*}
$$

Solving the last equation in the expression above for $\omega^{2}$ yields

$$
\begin{equation*}
E_{ \pm}^{2}=\Delta^{2} \frac{2 g^{2}+(1+u)(1+\chi u) \pm 2 g \sqrt{g^{2}+u(1-\chi)(1+\chi u)}}{4 g^{2}+(1+u)^{2}} \tag{3.26}
\end{equation*}
$$

In order to find the solutions for $E$ we must fix the signs so that eq. 3.24 is also satisfied, which introduces a spin-dependency of the bound state energies. Dividing both sides of eq. 3.24 by $\Delta^{2}$ reveals that the sign of the left hand side for $E_{ \pm}$is determined by the quantity

$$
\begin{equation*}
s_{ \pm}=\operatorname{sign}\left(g(u-1-2 u \chi) \pm(1+u) \sqrt{g^{2}+u(1-\chi)(1+u \chi)}\right) \tag{3.27}
\end{equation*}
$$

A graphical analysis reveals that this is the same as

$$
\begin{equation*}
s_{-}=-\operatorname{sign}(1+\chi u) \quad \text { and } \quad s_{+}=\operatorname{sign}(u) \tag{3.28}
\end{equation*}
$$

for $g>0$. We can then write the bound state energies as

$$
\begin{equation*}
E_{ \pm \sigma}=\frac{s_{ \pm} \sigma \Delta}{\sqrt{(1+u)^{2}+4 g^{2}}}\left(2 g^{2}+(1+\chi u)(1+u) \pm 2 g \sqrt{g^{2}+u(1-\chi)(1+\chi u)}\right)^{1 / 2} . \tag{3.29}
\end{equation*}
$$

We now see that adding a spin-dependent potential to our model breaks the spin degeneracy of the bound states, and we get four distinct bound state energies which can each be occupied by a single quasiparticle of a specific spin. We remind ourselves that the origin of the potential scattering term $w$ is the Coulomb repulsion on the quantum dot. For this reason, whenever $w \neq 0(x \neq 0)$ particle-hole symmetry is broken. In fig. 3.1 we plot some of the normal (diagonal) components of the spectral function $A(\omega)=-2 \operatorname{Im} G^{R}(\omega+i \eta)$. Here we see how the divergence of the density of states at the superconducting gap is removed and that the spectral function exhibits discrete peaks at the bound state energies. The breaking of particle-hole symmetry for $x \neq 0$ is seen in the spectral function getting asymmetric. It should be noted, that even though particle-hole symmetry is broken, there is still a well-defined equivalence between the creation of a spin-up quasiparticle at positive energy, and the removal of a spin-down quasiparticle (creation of a spin-up hole) at negative energies. We will elaborate on this in section 4.1.

We will now study the bound states in some detail to understand how they should be interpreted. If we allow $w$ and $g$ to vary freely instead of using the parametrization in eq. 3.7 in terms of the displacement from the particle-hole symmetric point (eq. 3.7), we can gain some intuition about the nature of the bound states. By setting $g=0$ and $\theta=\pi / 4$ in eq. 3.29 the subgap states reduce to the Andreev bound states $E_{ \pm \sigma}= \pm \sigma \Delta \sqrt{1-\tau \sin ^{2}(\phi / 2)}$ with $\tau=w^{2} /\left(1+w^{2}\right)$. If we then add a small exchange coupling $g \ll w$, we see that the effect of this is to split the spin-degenerate Andreev level into two bound states with different spin. This is seen in fig. 3.2, and as expected the states with spin-up are pushed up in energy and those with spin-down are pushed down in energy by the exchange interaction. We will see later that a similar result is obtained when applying a magnetic field in the $+\hat{z}$-direction to a noninteracting quantum dot. Note that strictly speaking this regime is not included in our model, as to reach the oddly occupied regime where the effective cotunneling model is valid, one has to use the correct parametrization in terms of the displacement from the particlehole symmetric point $x=0$. Hence we can not by varying $x$ go continously from the case of spin-split ABS for weak exchange interaction to the effective cotunneling model. However, we will see later that when treating interaction with the magnetic impurity as a scattering problem, we can reach both regimes when varying the strength of the magnetic and non-magnetic parts of the scattering potential.

Our model exhibits two different branches of bound states $-E_{+\sigma}$ and $E_{-\sigma}$. This is related to the fact that what we are studying is a two-channel problem, where for $\phi \neq 0$ the two channels are coupled which is shown in appendix C. The two channels arise from the even and odd combinations of electrons in the left and right lead. After a diagonalization of the cotunneling part of the Hamiltonian, only the even sector


Figure 3.1: Normal components of the spectral function for the left lead for the parameters $c=1, \phi=3 \pi / 4, \eta=0.02$ and $\theta=\pi / 4$. In a) and b) in the particle-hole symmetric point $x=0$ and in c) and d) for $x=0.7$. The spectral functions exhibit peaks at the bound state energies, and we see that the divergence of the density of states at $\Delta$ characteristic for homogeneous superconductors is no longer present. In c) and d) particle-hole symmetry is broken, which is seen in the asymmetry of the spectral function where peaks from the electron- and hole-sector of the spectral function have different heights.
appears here. As we will see shortly the bound states $E_{+\sigma}$ are absent for $\phi=0$, and we can conclude that they arise from the odd sector and require a coupling between the two sectors to form. In this sense they are reminiscent of the Andreev bound states, which also require two superconductors with non-zero phase bias which are coupled by a tunneling mechanism. In contrast, the bound states $E_{-\sigma}$ are present even for $\phi=0$ and arise from the even sector. These states can cross zero energy as the phase or the strength of the exchange interaction are varied.

To understand the YSR-state and the meaning of the zero-energy crossing, we consider the case of $\phi=0$ and $x=0$. Here only the YSR-state with energy $E_{-\sigma}=$ $-\Delta \sigma \frac{1-g^{2}}{1+g^{2}}$ is present. This is the expression first obtained by Yu, Shiba and Rusinov ([2], [3] and [4]). The bound state energies are plotted in fig. 3.4 a) as a function of coupling strength. At $g=0$, the impurity spin is unscreened and the ground state is a BCS state where all electrons are bound in Cooper pairs. If we had been studying a quantum mechanical impurity spin and not a classical one, this state would have been a doublet state with a single unpaired electron [18]. As the coupling is increased, a spin-down subgap state forms and its energy decreases towards zero. This happens because the energy gained by having a single quasiparticle in the system which screens the impurity spin increases with increasing coupling strength. The same happens for a subgap state at $E<0$ related to the removal of a quasiparticle of opposite spin. At some point ( $g=g_{\text {crit }}$ ) the exchange coupling gets so large that the energy gained by screening the impurity with a quasiparticle of opposite spin exceeds the energy cost of having an unpaired quasiparticle in the lead (which is the pairing energy $\Delta$ ). At this value of $g=g_{\text {crit }}$ the YSR-states cross zero energy, and this crossing signifies a change of ground state. For strong coupling the ground state has a single unpaired quasiparticle localized near the impurity. For a classical spin, the screening can only be partial, but in a quantum mechanical treatment, this would be a fully screened singlet state. This is shown in ref. [18] for a perturbative expansion in the exchange interaction.

For a classical spin Balatsky, Vekhter and Zhu [21] write the wave functions for these two states in terms of the BCS ground state (excluding the classical spin which just acts as a local magnetic field in their description). For $g<g_{\text {crit }}$ the ground state can be written as a product of states with zero and one Cooper pair

$$
\begin{equation*}
\left|\Phi_{0}\right\rangle=\prod_{i}\left(u_{i}+v_{i} c_{i}^{\dagger} c_{-i}^{\dagger}\right)|0\rangle \tag{3.30}
\end{equation*}
$$

Here $i>0$ is the basis which diagonalizes the Hamiltonian (we will later see explicitly what this basis is), and a state with $-i$ is a time-reversed state, which for the bound states just has opposite spin. The state labelled $i=1$ is the excited state with the lowest energy, which is the screened state. This is as mentioned the state with a single spin-down quasiparticle residing near the dot which screens the impurity spin so that they form a singlet-like bound state, namely

$$
\begin{equation*}
\left|\Phi_{1}\right\rangle=\gamma_{-1}^{\dagger}\left|\Phi_{0}\right\rangle \tag{3.31}
\end{equation*}
$$



Figure 3.2: For a finite $w=1$ and small exchange coupling $g=0.2$ the Andreev bound states become spin-split. We have used $\theta=\pi / 4$.
where $\gamma_{i}^{\dagger}$ is the Bogoliubov quasiparticle creation operator. At $g>g_{\text {crit }}$ where the subgap states cross zero energy, the ground state changes so that $\left|\Phi_{1}\right\rangle$ is the new ground state, and $\left|\Phi_{0}\right\rangle$ becomes an excited state. The ground state changes parity at the phase transition, as the number of unpaired electrons changes.

For a finite value of $\phi$ all four bound states are present. In fig. 3.3 we show the bound state energies as a function of phase difference for two different coupling strengths in the particle-hole symmetric point $x=0$. In fig. 3.3 a) the exchange coupling is weak ( $c=0.1$ ), and bound the states with spin down (up) remain above (below) zero energy for all values of $\phi$ in accordance with the description given above. When increasing the coupling strength to $c>c_{c r i t}$, as seen in fig. 3.3 b$)(c=0.3$, the screened state is the groundstate for $\phi=0$. The excited YSR-state $E_{-\uparrow}$ is related to the creation of a spin-up quasiparticle or equivalently the removal of one with spindown (due to particle-hole symmetry). That is, in the first excited state the impurity is unscreened. The YSR-states approach zero from above and below and eventually cross. The value of $\phi$ where this happens approaches $\pi$ if the coupling strength is increased. From this we see that we can also obtain the change of ground state mentioned above by keeping the coupling strength constant and varying the phase. Increasing the value of $x$ to move away from the particle-hole symmetric point has the effect of breaking the degeneracy at $\phi=\pi$ and increasing the phase where the ground state changes towards $\phi=\pi$, see fig. 3.4 b ). This can also be achieved by adding a coupling asymmetry $\theta \neq \pi / 4$.


Figure 3.3: Bound state energies as a function of phase difference in the particle-hole symmetric point $x=0$. We also consider symmetric coupling between the leads and the dot $\theta=\pi / 4$. In a) the exchange coupling is weak, $c=0.1$. In b) we see that when the coupling strength is increased $(c=0.9)$ the state $E_{-\downarrow}\left(E_{-\uparrow}\right)$ is pushed down (up) in energy at $\phi=0$, and that the states $E_{-\sigma}$ cross zero energy at approximately $\phi \simeq \pi / 2$ where the ground state changes.


Figure 3.4: a) Bound state energies as a function of coupling strength for $x=0, \phi=0$ and $\theta=\pi / 4$. At the critical coupling strength $c=c_{\text {crit }}$ the excited state with a single quasiparticle with spin down screening the impurity spin crosses zero energy an becomes the new ground state. b) Bound state energies as a function of phase difference for intermediate coupling ( $c=0.3$ and $\theta=\pi / 4$ ) away from the particle-hole symmetric point ( $x=0.5$ ). This breaks the degeneracy of the subgap states at $\phi=\pi$.

### 3.2 Josephson current

We will start by considering the current across the junction in the case where there is a constant phase difference between the leads. We have already derived an expression for the expectation value of the current in a QPC in eq. 2.27, and the result is readily generalized to the present case where the Green's functions are spin-dependent

$$
\begin{equation*}
\langle\hat{I}(t)\rangle_{0}=-\frac{e}{2} \sum_{\sigma} \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \operatorname{Tr}\left[\tau^{3}\left(\mathbf{w}_{\sigma}^{T} G_{R L, \sigma}^{<}(\omega)-\left(\mathbf{w}_{\sigma}^{T}\right)^{*} G_{L R, \sigma}^{<}(\omega)\right)\right] \tag{3.32}
\end{equation*}
$$

where the factor of $1 / 2$ in front accounts for double-counting introduced by the spin sum. We will here consider only the current carried by the bound states. Using the fluctuation-dissipation theorem, at zero temperature we obtain

$$
\begin{align*}
\langle\hat{I}(t)\rangle_{0} & =-\sum_{\sigma} \int_{-\Delta}^{0} d \omega \frac{i}{4 \pi} e \Delta^{2}\left(w^{2}-g^{2}\right) \sin ^{2}(2 \theta) \sin (\phi) \frac{D_{\sigma}(\omega-i \eta)-D_{\sigma}(\omega+i \eta)}{D_{\sigma}(\omega+i \eta) D_{\sigma}(\omega-i \eta)} \\
& =-\sum_{\sigma} \int_{-\Delta}^{0} d \omega \frac{i}{4 \pi} e \Delta^{2}\left(w^{2}-g^{2}\right) \sin ^{2}(2 \theta) \sin (\phi) 2 i \operatorname{Im}\left(\frac{1}{D_{\sigma}(\omega-i \eta)}\right) \\
& =\sum_{\sigma} \int_{-\Delta}^{0} d \omega \frac{1}{2} e \Delta^{2}\left(w^{2}-g^{2}\right) \sin ^{2}(2 \theta) \sin (\phi)\left(\frac{\delta\left(\omega-E_{+\sigma}\right)}{D_{\sigma}^{\prime}\left(E_{+\sigma}\right)}+\frac{\delta\left(\omega-E_{-\sigma}\right)}{D_{\sigma}^{\prime}\left(E_{-\sigma}\right)}\right) \\
& =\frac{e \Delta^{2}\left(w^{2}-g^{2}\right)}{2} \sin ^{2}(2 \theta) \sin (\phi) \sum_{\sigma}\left(\frac{\theta\left(-E_{+\sigma}\right)}{D_{\sigma}^{\prime}\left(\omega_{\sigma,+}\right)}+\frac{\theta\left(-E_{-\sigma}\right)}{D_{\sigma}^{\prime}\left(\omega_{\sigma,-}\right)}\right) \tag{3.33}
\end{align*}
$$

The Josephson current is plotted in fig. 3.5 as a function of phase difference $\phi$ for the different values of $\theta$ and $c$ in the particle-hole symmetric case $w=0$. We see that depending on the parameters the junction can exhibit both $0-$ and $\pi$-junction behaviour. To understand the difference between the two types of Josephson junctions, we a consider junction in the tunnel limit with a simple sinusoidal current-phase relation $I=I_{c} \sin (\phi)$, where $I_{c}$ is the ciritical current. The energy stored in the Josephson junction (Josephson energy) as a function of phase difference is the time-integral of the power $P=I V[9]$. We find that

$$
\begin{align*}
E(\phi) & =\int_{0}^{t} d t I V=\frac{I_{c} \hbar}{2 e} \int_{0}^{t} d t \sin (\phi) \dot{\phi} \\
& =\frac{I_{c} \hbar}{2 e} \int_{0}^{\phi} d \phi \sin (\phi)=-E_{J} \cos (\phi) . \tag{3.34}
\end{align*}
$$

When this relation applies, we easily see that the Josephson energy has a single minimum for $\phi=0$ as long as the critical current is positive. At this minimum of the Josephson energy the junction is in the ground state and the current across it is $I=0$. The current is also zero for $\phi=\pi$, but this is a local maximum of the Josephson energy. In this case the slope of the current will be positive for $\phi=0$ and negative for $\phi=\pi$. However, in some cases the critical current can be negative, which corresponds to a shift of $\pi$ of the phase in the relations above, so that $I=\left|I_{c}\right| \sin (\phi+\pi)$. We refer to


Figure 3.5: Equilibrium current for $x=0$ and different values of $c$ and $\theta$. The green curve corresponds to a 0 -junction, the red curve a $\pi$-junction, the blue curve a $0^{\prime}$-junction and the purple curve a $\pi^{\prime}$-junction.
this as a $\pi$-junction. Then $\phi=0$ is a maximum of the Josephson energy and $\phi=\pi$ is the ground state. The slope of the current will then be negative for $\phi=0$ and positive for $\phi=\pi$.

It is also possible to have a junction with energy minima at both 0 and $\pi$, in which case the slope of the current is positive in both points and a discontinuous function of the phase. These are denoted $0^{\prime}$-junctions (global minimum at $\phi=0$ and local minimum at $\phi=\pi$ ) and $\pi^{\prime}$-junctions (vice versa). All four types of junctions can be obtained in our model by varying $c, x$ and $\theta$ as seen in fig. 3.5. We note that the transition from a 0 -junction to $\pi$-junction is related to the change of ground state when increasing the exchange interaction. When the impurity spin is unscreened (screened) in the ground state for all values of $\phi$ we have a $\pi$-junction ( 0 -junction). The $0^{\prime}-$ and $\pi^{\prime}$-junctions arise for the range of parameters where the bound states $E_{-\sigma}$ cross zero energy as $\phi$ is varied. If one wishes to experimentally determine which state the system is in, this is often done my determining whether it exhibits $0-$ or $\pi$-junction behaviour. The results in this section reproduces those of [18] and hence also serves as a check that our Green's functions and expressions for the bound state energies are correct.

### 3.3 Admittance

Having obtained knowledge about the properties of the system in equilibrium, we will now move on to consider the linear response of the system when a harmonic voltage bias is applied. To this end we generalize the calculations of the previous chapter.

We start by considering the current operator, this time working with a spin-dependent one. The spin sum is carried out at a later stage, so that $I=\sum_{\sigma} I_{\sigma}$ with $I_{\sigma}=e \dot{N}_{L \sigma}$ and $N_{L \sigma}=\sum_{k} c_{k L \sigma}^{\dagger} c_{k L \sigma}$. We also consider the current operator in terms of electron operators and introduce the Nambu Green's functions later. Hence we need to calculate $\dot{N}_{L \sigma}=i\left[H, N_{L \sigma}\right]$ for the Hamiltonian given in eq. 3.3 in the classical spin approximation (using again units where $\hbar=1$ ). The relevant commutators are:

$$
\begin{align*}
& \sum_{\alpha k \sigma} \sum_{k^{\prime}} \xi_{k \sigma}\left[c_{\alpha k \sigma}^{\dagger} c_{\alpha k \sigma}, c_{L k^{\prime} \sigma^{\prime}}^{\dagger} c_{L k^{\prime} \sigma^{\prime}}\right]=0  \tag{3.35}\\
& \Delta \sum_{\alpha k} \sum_{k^{\prime}}\left[c_{\alpha k \uparrow}^{\dagger} c_{\alpha-k \downarrow}^{\dagger}, c_{L k^{\prime} \sigma^{\prime}}^{\dagger} c_{L k^{\prime} \sigma^{\prime}}\right]  \tag{3.36}\\
& =\Delta \sum_{k}\left(c_{L-k \sigma}^{\dagger} c_{L k \uparrow}^{\dagger} \delta_{\sigma \downarrow}-c_{L k \sigma}^{\dagger} c_{L-k \downarrow}^{\dagger} \delta_{\sigma \uparrow}\right)  \tag{3.37}\\
& \Delta^{*} \sum_{\alpha k} \sum_{k^{\prime}}\left[c_{\alpha-k \downarrow} c_{\alpha k \uparrow}, c_{L k^{\prime} \sigma^{\prime}}^{\dagger} c_{L k^{\prime} \sigma^{\prime}}\right]  \tag{3.38}\\
& =\Delta^{*} \sum_{k}\left(c_{L-k \downarrow} c_{L k \sigma} \delta_{\sigma \uparrow}-c_{L k \uparrow} c_{L-k \sigma} \delta_{\sigma \downarrow}\right)  \tag{3.39}\\
& \sum_{\alpha \alpha^{\prime} k k^{\prime} \sigma} \sum_{k^{\prime}} J S \sigma \Theta_{\alpha \alpha^{\prime}}\left[c_{\alpha k \sigma}^{\dagger} c_{\alpha^{\prime} k^{\prime} \sigma}, c_{L k^{\prime \prime} \sigma^{\prime}}^{\dagger} c_{L k^{\prime \prime} \sigma^{\prime}}\right]  \tag{3.40}\\
& =J S \sigma^{\prime} \sum_{k k^{\prime}}\left(\Theta_{R L} c_{R k \sigma^{\prime}}^{\dagger} c_{L k^{\prime} \sigma^{\prime}}-\Theta_{L R} c_{L k \sigma^{\prime}}^{\dagger} c_{R k^{\prime} \sigma^{\prime}}\right) \tag{3.41}
\end{align*}
$$

The contributions arising from the fact that the BCS-Hamiltonian does not conserve particle number will again be neglected. The potential scattering term in the Hamiltonian contributes with a term similar to the last one in the above equation so that we obtain the current operator

$$
\begin{equation*}
I_{\sigma}=i e \sum_{k k^{\prime}}\left(\left(t_{R L \sigma} c_{R k \sigma}^{\dagger} c_{L k^{\prime} \sigma}-t_{L R \sigma} c_{L k \sigma}^{\dagger} c_{R k^{\prime} \sigma}\right)\right) \tag{3.42}
\end{equation*}
$$

where we defined $t_{R L \sigma}=(J S \sigma+W) \sin (\theta) \cos (\theta) e^{-i \phi / 2}=t_{L R \sigma}^{*}$. As the current operator and the Hamiltonian have forms similar to what we considered for the quantum point contact we again have that the linear response of the system to a harmonic timedependent voltage bias is associated with the current-current correlation function given in eq. 2.41 , the only difference being that it is now a spin-dependent quantitiy. We will again restrict ourselves to considering the part of the response function which contributes to the real part of the admittance:

$$
\begin{align*}
& \chi_{\sigma \sigma^{\prime}}(t)=i e \theta(t) \sum_{k p} \sum_{k^{\prime} p^{\prime}}\left\langle\left[ t_{L R \sigma} c_{L k \sigma}^{\dagger}(t) c_{R p \sigma}(t)-t_{R L \sigma} c_{R p \sigma}^{\dagger}(t) c_{L k \sigma}(t),\right.\right.  \tag{3.43}\\
&\left.\left.t_{L R \sigma^{\prime}} c_{L k^{\prime} \sigma^{\prime}}^{\dagger}(0) c_{R p^{\prime} \sigma^{\prime}}(0)-t_{R L \sigma^{\prime}} c_{R p^{\prime} \sigma^{\prime}}^{\dagger}(0) c_{L k^{\prime} \sigma^{\prime}}(0)\right]\right\rangle_{0}
\end{align*}
$$

The commutator consists of four individual terms which are each evaluated using Wick's theorem. The first term is given by

$$
\begin{align*}
& \sum_{k p} \sum_{k^{\prime} p^{\prime}}\left\langle\left[t_{L R \sigma} c_{L k \sigma}^{\dagger}(t) c_{R p \sigma}(t), t_{L R \sigma^{\prime}} c_{L L^{\prime} \sigma^{\prime}}^{\dagger}(0) c_{R p^{\prime} \sigma^{\prime}}(0)\right]\right\rangle \\
& =t_{L R \sigma} t_{R L \sigma^{\prime}} \sum_{k p} \sum_{k^{\prime} p^{\prime}}\left(\left\langle c_{L k \sigma}^{\dagger}(t) c_{R p^{\prime} \sigma^{\prime}}(0)\right\rangle\left\langle c_{R p \sigma}(t) c_{L k^{\prime} \sigma^{\prime}}^{\dagger}(0)\right\rangle\right\rangle  \tag{3.44}\\
& -\left\langle c_{L L \sigma}^{\dagger}(t) c_{L k^{\prime} \sigma^{\prime}}^{\dagger}(0)\right\rangle\left\langle c_{R p \sigma}(t) c_{R p^{\prime}}(0)\right\rangle \\
& -\left\langle c_{L k^{\prime} \sigma^{\prime}}^{\dagger}(0) c_{R p \sigma}(t)\right\rangle\left\langle c_{R p^{\prime} \sigma^{\prime}}(0) c_{L k \sigma}^{\dagger}(t)\right\rangle \\
& \left.+\left\langle c_{L k^{\prime} \sigma^{\prime}}^{\dagger}(0) c_{L k \sigma \sigma}^{\dagger}(t)\right\rangle\left\langle c_{R p^{\prime} \sigma^{\prime}}(0) c_{R p \sigma}(t)\right\rangle\right) .
\end{align*}
$$

From the three remaining terms in the commutator we get similar contributions. We now wish to write this in terms of the local (momentum summed) greater and lesser Nambu Green's functions for the system. They are given by

$$
\begin{align*}
& G_{\alpha \beta, \sigma \sigma^{\prime}}^{<}(t)=i \sum_{k k^{\prime}}\left(\begin{array}{cc}
\left\langle c_{\beta k^{\prime}}^{\dagger}(0) c_{\alpha k \sigma}(t)\right\rangle & \left\langle c_{\beta-k^{\prime} \bar{\sigma}^{\prime}}(0) c_{\alpha k \sigma}(t)\right\rangle \\
\left\langle c_{\beta k^{\prime} \sigma^{\prime}}^{\dagger}(0) c_{\alpha-k \bar{\sigma}}^{\dagger}(t)\right\rangle & \left\langle c_{\beta-k^{\prime} \bar{\sigma}^{\prime}}(0) c_{\alpha-k \bar{\sigma}}^{\dagger}(t)\right\rangle
\end{array}\right)  \tag{3.45}\\
& G_{\alpha \beta, \sigma \sigma^{\prime}}^{>}(t)=-i \sum_{k k^{\prime}}\left(\begin{array}{cc}
\left\langle c_{\alpha k \sigma}(t) c_{\beta \beta{ }^{\prime}}^{\dagger} \epsilon^{\prime}(0)\right\rangle & \left\langle c_{\alpha k \sigma}(t) c_{\beta-k^{\prime} \sigma^{\prime}}(0)\right\rangle \\
\left\langle c_{\alpha-k \bar{\sigma}}^{\dagger}(t) c_{\beta k^{\prime} \sigma^{\prime} \sigma^{\prime}}(0)\right\rangle & \left\langle c_{\alpha-k \bar{\sigma}}(t) c_{\beta-k^{\prime} \bar{\sigma}^{\prime}}^{\dagger}(0)\right\rangle
\end{array}\right) . \tag{3.46}
\end{align*}
$$

Using this, we can write eq. 3.44 as

$$
\begin{align*}
& t_{L R \sigma} t_{L R \sigma^{\prime}}\left(G_{R L, \sigma^{\prime} \sigma}^{<}(-t)_{1,1} G_{R L, \sigma \sigma^{\prime}}^{>}(t)_{1,1}-G_{L L, \bar{\sigma}^{\prime} \sigma}^{<}(-t)_{2,1} G_{R R, \sigma \bar{\sigma}^{\prime}}^{>}(t)_{1,2}\right. \\
&\left.G_{R R, \sigma \bar{\sigma}^{\prime}}^{<}(t)_{1,2} G_{L L, \bar{\sigma}^{\prime} \sigma}^{>}(-t)_{2,1}-G_{L R, \bar{\sigma} \bar{\sigma}^{\prime}}^{<}(t)_{2,2} G_{L R, \bar{\sigma}^{\prime} \bar{\sigma}}^{>}(-t)_{2,2}\right) \tag{3.47}
\end{align*}
$$

When proceeding, we will use that as mentioned above the retarded and advanced Green's functions and hence also the greater and lesser ones are diagonal in spin space so that $G_{\alpha \beta, \sigma \sigma^{\prime}}^{\lessgtr}(t)=G_{\alpha \beta, \sigma}^{\lessgtr}(t) \delta_{\sigma \sigma^{\prime}}$. This also makes the response function diagonal in spin. Including all terms in the commutator in 3.43, we find that we can express the correlation function as a trace in Nambu space

$$
\begin{align*}
\chi_{\sigma}(t) & =i e \theta(t) \operatorname{Tr}\left[\mathbf{t}_{\sigma}^{*} G_{L L \sigma}^{>}(-t) \mathbf{t}_{\sigma} G_{R R \sigma}^{<}(t)-\mathbf{t}_{\sigma}^{*} G_{L L \sigma}^{<}(-t) \mathbf{t}_{\sigma} G_{R R \sigma}^{>}(t)\right. \\
& \left.+\mathbf{t}_{\sigma} G_{R L \sigma}^{<}(-t) \mathbf{t}_{\sigma} G_{R L \sigma}^{<}(t)-\mathbf{t}_{\sigma}^{*} G_{L R \sigma}^{<}(t) \mathbf{t}_{\sigma}^{*} G_{L R \sigma}^{>}(-t)\right] \tag{3.48}
\end{align*}
$$

where we defined

$$
\mathbf{t}_{\sigma}=\left(\begin{array}{cc}
(W+J S \sigma) e^{i \phi / 2} & 0  \tag{3.49}\\
0 & (W-J S \sigma) e^{-i \phi / 2}
\end{array}\right) \sin (\theta) \cos (\theta)
$$

We will now Fourier transform 3.48. This is done using the results of section 2.3. We repeat here the main result necessary to carry out the Fourier transformation

$$
\begin{align*}
\mathcal{F}\left[i \theta(t) G^{<}(t) G^{>}(-t)\right] & =\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} i \pi G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) \delta\left(\omega^{\prime}-\omega^{\prime \prime}-\omega\right) \\
& +\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} \text { P.V. } \int_{-\infty}^{\infty} d \omega \frac{1}{\omega^{\prime}-\omega^{\prime \prime}-\omega} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) \\
& =\frac{i}{4 \pi} \int_{-\infty}^{\infty} d \omega^{\prime} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime}-\omega\right) \\
& +\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} d \omega^{\prime} \int_{-\infty}^{\infty} d \omega^{\prime \prime} \text { P.V. } \int_{-\infty}^{\infty} d \omega \frac{1}{\omega^{\prime}-\omega^{\prime \prime}-\omega} G^{<}\left(\omega^{\prime}\right) G^{>}\left(\omega^{\prime \prime}\right) . \tag{3.50}
\end{align*}
$$

We should now remind ourselves that we are only interested in the real part of the admittance, and that we have the relation $Y(\omega)=\frac{i e}{\omega} \chi(\omega)$ between the reponse function and the admittance. In eq. 3.50 we have two different terms which contribute to the admittance. In the previous case of a QPC, we found that the integrand in the first term was real, so that only that term contributed to the real part of the admittance. This is no longer the case, but when inspecting the second term we observe that all frequencies are integrated over, and hence it will give a constant contribution which does not depend on the frequency of the perturbation, and can't be associated with absorption processes. For this reason we will consider only the first term here. Using the expression for the Fourier transform of $\chi(t)$ we find that the real part of the admittance is given by

$$
\begin{align*}
\operatorname{Re} Y_{\sigma}(\omega) & =-\frac{e^{2}}{4 \pi \omega} \operatorname{Re} \int_{-\infty}^{\infty} d \epsilon \operatorname{Tr}\left[-\mathbf{t}_{\sigma}^{*} G_{L L \sigma}^{<}(\epsilon-\omega) \mathbf{t}_{\sigma} G_{R R \sigma}^{>}(\epsilon)+\mathbf{t}_{\sigma} G_{R R \sigma}^{<}(\epsilon) \mathbf{t}_{\sigma}^{*} G_{L L \sigma}^{>}(\epsilon-\omega)\right. \\
& \left.+\mathbf{t}_{\sigma} G_{R L \sigma}^{<}(\epsilon-\omega) \mathbf{t}_{\sigma} G_{R L \sigma}^{>}(\epsilon)-\mathbf{t}_{\sigma}^{*} G_{L R \sigma}^{<}(\epsilon) \mathbf{t}_{\sigma}^{*} G_{L R \sigma}^{>}(\epsilon-\omega)\right] \tag{3.51}
\end{align*}
$$

As we are calculating the linear response of the system, all quantities in the above equation are equilibrium quantities, and we can use the fluctuation-dissipation theorem to find the greater and lesser Green's functions. This yields

$$
\begin{align*}
\operatorname{Re} Y_{\sigma}(\omega) & =-\frac{e^{2}}{4 \pi \omega} \operatorname{Re} \int_{-\infty}^{\infty} d \epsilon \operatorname{Tr}\left[\mathbf{t}_{\sigma}^{*} A_{L L \sigma}(\epsilon-\omega) \mathbf{t}_{\sigma} A_{R R \sigma}(\epsilon) n_{F}(\epsilon-\omega)\left(1-n_{F}(\epsilon)\right)\right. \\
& -\mathbf{t}_{\sigma}^{*} A_{L L \sigma}(\epsilon-\omega) \mathbf{t}_{\sigma} A_{R R \sigma}(\epsilon) n_{F}(\epsilon)\left(1-n_{F}(\epsilon-\omega)\right) \\
& -\mathbf{t}_{\sigma} A_{R L \sigma}(\epsilon-\omega) \mathbf{t}_{\sigma} A_{R L \sigma}(\epsilon) n_{F}(\epsilon-\omega)\left(1-n_{F}(\epsilon)\right) \\
& \left.+\mathbf{t}_{\sigma}^{*} A_{L R \sigma}(\epsilon-\omega) \mathbf{t}_{\sigma}^{*} A_{L R \sigma}(\epsilon) n_{F}(\epsilon)\left(1-n_{F}(\epsilon-\omega)\right)\right] . \tag{3.52}
\end{align*}
$$

When carrying out the integration, we will again consider only the case of $\omega>0$. As we are considering the case of $T=0$, the Fermi functions are step functions $n_{F}(\omega)=$ $\theta(-\omega)$, and we have that $\theta(\omega-\epsilon)(1-\theta(-\epsilon))=\theta(\omega-\epsilon)-\theta(-\epsilon)$, which means that in the first and third terms in the above equation the lower and upper limit in the
integral become 0 and $\omega$ respectively. The second and fourth terms are only nonzero for $\omega<0$, so we can discard those.

By also summing over spin, in the end we obtain our final expression for the real part of the admittance in frequency space, which is

$$
\begin{equation*}
\operatorname{Re} Y(\omega)=-\frac{G_{0}}{4 \omega} \sum_{\sigma} \operatorname{Re} \int_{0}^{\omega} d \epsilon \operatorname{Tr}\left[\mathbf{t}_{\sigma}^{*} A_{L L \sigma}(\epsilon-\omega) \mathbf{t}_{\sigma} A_{R R \sigma}(\epsilon)-\mathbf{t}_{\sigma} A_{R L \sigma}(\epsilon-\omega) \mathbf{t}_{\sigma} A_{R L \sigma}(\epsilon)\right] \tag{3.53}
\end{equation*}
$$

By performing the integration over $\epsilon$ numerically, we can obtain a plot of the real part of the admittance as a function of the frequency of the applied harmonic voltage bias. However, in order to enhance our understanding of this result, we will study the analytic properties of the integrand in some detail before doing so.

### 3.3.1 Analytical study of the admittance

Re $Y$ consists of a sum convolutions of greater and lesser Green's functions. We find that all terms in the integrand have the general structure

$$
\begin{align*}
& \left(\frac{f_{\sigma}(\epsilon+i \eta) \sqrt{\Delta^{2}-(\epsilon+i \eta)^{2}}+g_{\sigma}(\epsilon+i \eta)}{D_{\sigma}(\epsilon+i \eta)}-\frac{f_{\sigma}(\epsilon-i \eta) \sqrt{\Delta^{2}-(\epsilon-i \eta)^{2}}+g_{\sigma}(\epsilon-i \eta)}{D_{\sigma}(\epsilon-i \eta)}\right) \cdot \\
& \left(\frac{f_{\sigma}^{\prime}(\epsilon-\omega+i \eta) \sqrt{\Delta^{2}-(\epsilon-\omega+i \eta)^{2}}+g_{\sigma}^{\prime}(\epsilon-\omega+i \eta)}{D_{\sigma}(\epsilon-\omega+i \eta)}-\right. \\
& \left.\frac{f_{\sigma}^{\prime}(\epsilon-\omega-i \eta) \sqrt{\Delta^{2}-(\epsilon-\omega-i \eta)^{2}}+g_{\sigma}^{\prime}(\epsilon-\omega-i \eta)}{D_{\sigma}(\epsilon-\omega-i \eta)}\right) \tag{3.54}
\end{align*}
$$

where $f, g, f^{\prime}$ and $g^{\prime}$ are complex functions. We expand the numerator to leading order in $\eta$ by remembering that the complex square roots become

$$
\begin{equation*}
\sqrt{\Delta^{2}-(\epsilon \pm i \eta)^{2}}=\theta(\Delta-|\epsilon|) \sqrt{\Delta^{2}-\epsilon^{2}} \mp i \theta(|\epsilon|-\Delta) \operatorname{sgn}(\epsilon) \sqrt{\epsilon^{2}-\Delta^{2}} . \tag{3.55}
\end{equation*}
$$

Considering the first factor in eq. 3.54, we find that by substituting this form of the square roots it becomes

$$
\begin{align*}
& \left(f_{\sigma}(\epsilon) \sqrt{\Delta^{2}-\epsilon^{2}} \theta(\Delta-|\epsilon|)+g_{\sigma}(\epsilon)\right)\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}-\frac{1}{D_{\sigma}(\epsilon-i \eta)}\right)  \tag{3.56}\\
& -i f_{\sigma}(\epsilon) \sqrt{\epsilon^{2}-\Delta^{2}} \theta(|\epsilon|-\Delta)\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}+\frac{1}{D_{\sigma}(\epsilon-i \eta)}\right)
\end{align*}
$$

We see that two different sign combinations of the denominators are present, so we have to determine the real and imaginary part of the denominator:

$$
\begin{equation*}
\frac{1}{D_{\sigma}(\epsilon+i \eta)}-\frac{1}{D_{\sigma}(\epsilon-i \eta)}=2 i \operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) \tag{3.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{D_{\sigma}(\epsilon+i \eta)}+\frac{1}{D_{\sigma}(\epsilon-i \eta)}=2 \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) \tag{3.58}
\end{equation*}
$$

We write the denominator as $D_{\sigma}(\epsilon+i \eta)=\alpha \Delta^{2}+\beta(\epsilon+i \eta)^{2}+\sigma \gamma \epsilon \sqrt{\Delta^{2}-(\epsilon+i \eta)^{2}}$ with $\alpha=(1+\chi u), \beta=-(1+u)$ and $\gamma=2 g$. We also expand it to leading order in $\eta$, which amounts to substituting the expansion of the square roots given above and setting $\eta=0$ in the term proportional to $\beta$. The real part is then found to be

$$
\begin{align*}
& \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) \\
& =\operatorname{Re}\left(\frac{1}{\left.\alpha \Delta^{2}+\beta \epsilon^{2}+\sigma \gamma \epsilon\left(\theta(\Delta-|\epsilon|) \sqrt{\Delta^{2}-\epsilon^{2}}-i \theta(|\epsilon|-\Delta) \operatorname{sgn}(\epsilon) \sqrt{\epsilon^{2}-\Delta^{2}}\right)\right)}\right) \\
& =\frac{\alpha \Delta^{2}+\beta \epsilon^{2}}{\left(\alpha \Delta^{2}+\beta \epsilon^{2}\right)^{2}+\gamma^{2} \epsilon^{2}\left(\epsilon^{2}-\Delta^{2}\right)} \theta(|\epsilon|-\Delta)+\frac{1}{\alpha \Delta^{2}+\beta \epsilon^{2}+\gamma \sigma \epsilon \sqrt{\Delta^{2}-\epsilon^{2}}} \theta(\Delta-\epsilon) . \tag{3.59}
\end{align*}
$$

For the imaginary part, we will have to consider the cases of $|\epsilon|<\Delta$ and $|\epsilon|>\Delta$ separately. When $|\epsilon|<\Delta$ the square root in eq. 3.55 is real, and we can obtain the imaginary part by performing a Taylor expansion of the denominator. As we are mainly interested in absorption processes where quasiparticles are created in the bound states (corresponding to $|\epsilon|<\Delta$,) we will for now restrict ourselves to considering this frequency interval in the terms involving the imaginary part of the denominator. Including also the case of $\epsilon>\Delta$ adds a correction to the admittance which has a form similar to the terms involving the real part of the denominator. To find the imaginary part for $\epsilon<\Delta$ we follow [22] and expand $D_{\sigma}(\epsilon+i \eta)$ around $\epsilon$ to obtain

$$
\begin{align*}
\operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) & =\operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon)+i \eta D_{\sigma}^{\prime}(\epsilon)}\right)=\frac{1}{D_{\sigma}^{\prime}(\epsilon)} \operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon) D_{\sigma}^{\prime}(\epsilon)^{-1}+i \eta}\right) \\
& =-\frac{\pi}{D_{\sigma}^{\prime}(\epsilon)} \delta\left(D_{\sigma}(\epsilon) D_{\sigma}^{\prime}(\epsilon)^{-1}\right)=-\frac{\pi}{D_{\sigma}^{\prime}(\epsilon)} \sum_{i} \frac{\delta\left(\epsilon-E_{i \sigma}\right)}{\left|h_{\sigma}^{\prime}\left(E_{i \sigma}\right)\right|} \tag{3.60}
\end{align*}
$$

where the sum is over roots of $D_{\sigma}(\epsilon) D_{\sigma}^{\prime}(\epsilon)^{-1}$ and we defined $h(\epsilon)=D_{\sigma}(\epsilon) D_{\sigma}^{\prime}(\epsilon)^{-1}$. This expansion is possible because the square root is real for $\epsilon<\Delta$ so that $D_{\sigma}(\epsilon)$ and $D_{\sigma}^{\prime}(\epsilon)$ are real numbers. We find that

$$
\begin{equation*}
h_{\sigma}^{\prime}\left(E_{i \sigma}\right)=\left.D_{\sigma}^{\prime}(\epsilon) D_{\sigma}^{\prime}(\epsilon)^{-1}\right|_{\epsilon=E_{i \sigma}}-\left.D_{\sigma}(\epsilon) D_{\sigma}^{\prime}(\epsilon)^{-1} \frac{D_{\sigma}^{\prime \prime}(\epsilon)}{D_{\sigma}^{\prime}(\epsilon)}\right|_{\epsilon=E_{i \sigma}}=1 \tag{3.61}
\end{equation*}
$$

where the second term vanishes as $E_{i}$ are the roots of $D_{\sigma}(\epsilon) D_{\sigma}^{\prime}(\epsilon)^{-1}$. Using also that $D_{\sigma}^{\prime}(\epsilon)=2 \beta \epsilon+\gamma\left(\sigma \sqrt{\Delta^{2}-\epsilon^{2}}-\sigma \epsilon^{2} / \sqrt{\Delta^{2}-\epsilon^{2}}\right)$, we find that the roots of $h(\epsilon)$ are the bound states because we are considering the region where $\epsilon<\Delta$, and the zeros of $D_{\sigma}^{\prime}(\epsilon)^{-1}$ are $\pm \Delta$. Combining everything, we finally find that

$$
\begin{equation*}
\operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right)=-\pi D_{\sigma}^{\prime}(\epsilon)^{-1}\left(\delta\left(\epsilon-E_{+\sigma}\right)+\delta\left(\epsilon-E_{-\sigma}\right)\right) \tag{3.62}
\end{equation*}
$$

Expanding eq. 3.54 with eq. 3.56 we obtain four different contributions to the real part of the admittance

$$
\begin{align*}
& \operatorname{Re} Y_{1 \sigma}(\omega)=\frac{G_{0}}{\omega} \operatorname{Re} \int_{0}^{\omega} d \epsilon f_{\sigma}(\epsilon) f_{\sigma}^{\prime}(\epsilon-\omega) \sqrt{\epsilon^{2}-\Delta^{2}} \sqrt{(\epsilon-\omega)^{2}-\Delta^{2}} \\
& \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon-\omega+i \eta)}\right) \theta(|\epsilon|-\Delta) \theta(|\epsilon-\omega|-\Delta)  \tag{3.63}\\
& \operatorname{Re} Y_{2 A \sigma}(\omega)=-\frac{G_{0}}{\omega} \operatorname{Re} \int_{0}^{\omega} d \epsilon\left(g_{\sigma}(\epsilon)+f_{\sigma}(\epsilon) \sqrt{\Delta^{2}-\epsilon^{2}} \theta(\Delta-|\epsilon|)\right) f_{\sigma}^{\prime}(\epsilon-\omega) \\
&  \tag{3.64}\\
& \sqrt{(\epsilon-\omega)^{2}-\Delta^{2}} \theta(|\epsilon-\omega|-\Delta) \operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon-\omega+i \eta)}\right)
\end{align*}
$$

$$
\begin{align*}
\operatorname{Re} Y_{2 B \sigma}(\omega) & =-\frac{G_{0}}{\omega} \operatorname{Re} \int_{0}^{\omega} d \epsilon\left(g_{\sigma}^{\prime}(\epsilon-\omega)+f_{\sigma}^{\prime}(\epsilon-\omega) \sqrt{\Delta^{2}-(\epsilon-\omega)^{2}} \theta(\Delta-|\epsilon-\omega|)\right) \\
& f_{\sigma}(\epsilon) \sqrt{\epsilon^{2}-\Delta^{2}} \theta(|\epsilon|-\Delta) \\
& \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) \operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon-\omega+i \eta)}\right) \tag{3.65}
\end{align*}
$$

$$
\begin{align*}
\operatorname{Re} Y_{3 \sigma}(\omega) & =\frac{G_{0}}{\omega} \operatorname{Re} \int_{0}^{\omega} d \epsilon\left(g_{\sigma}(\epsilon)+f_{\sigma}(\epsilon) \sqrt{\Delta^{2}-\epsilon^{2}} \theta(\Delta-|\epsilon|)\right) \\
& \left(g_{\sigma}^{\prime}(\epsilon-\omega)+f_{\sigma}^{\prime}(\epsilon-\omega) \sqrt{\Delta^{2}-(\epsilon-\omega)^{2}} \theta(\Delta-|\epsilon-\omega|)\right)  \tag{3.66}\\
& \operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) \operatorname{Im}\left(\frac{1}{D_{\sigma}(\epsilon-\omega+i \eta)}\right) .
\end{align*}
$$

Some considerations regarding the Heaviside step functions are now necessary. In $\operatorname{Re} Y_{\sigma}^{1}(\omega)$ the product of step functions is nonzero when $\omega>2 \Delta$, and we have $\theta(|\epsilon|-$ $\Delta) \theta(|\epsilon-\omega|-\Delta)=\theta(\omega-2 \Delta)$. In $\operatorname{Re} Y_{\sigma}^{3}(\omega)$ both $\theta(\Delta-|\epsilon|)$ and $\theta(\Delta-|\epsilon-\omega|)$ are always nonzero for $\epsilon=E_{ \pm \sigma}$ and $\epsilon-\omega=E_{ \pm \sigma}$, which are the contributions we get when using the approximation for the imaginary part described above. Hence we don't have to explicitly write these step-functions. For $\operatorname{Re} Y_{\sigma}^{2 A}(\omega)$ and $\operatorname{Re} Y_{\sigma}^{2 B}(\omega)$ we similarly find that the step functions which are only present in the terms with two square roots are automatically satisfied due to the delta functions coming from the imaginary part, and we are left with $\theta(\omega-\epsilon-\Delta)$ in $\operatorname{Re} Y_{\sigma}^{2 A}(\omega)$ and $\theta(\epsilon-\Delta)$ in $\operatorname{Re} Y_{\sigma}^{2 B}(\omega)$. These considerations allow us to write the terms as:

$$
\begin{align*}
\operatorname{Re} Y_{1}(\omega) & =\frac{G_{0}}{\omega} \operatorname{Re} \sum_{\sigma} \theta(\omega-2 \Delta) \int_{0}^{\omega} d \epsilon f_{\sigma}(\epsilon) f_{\sigma}^{\prime}(\epsilon-\omega) \sqrt{\epsilon^{2}-\Delta^{2}} \sqrt{(\epsilon-\omega)^{2}-\Delta^{2}} \\
& \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon+i \eta)}\right) \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon-\omega+i \eta)}\right) \tag{3.67}
\end{align*}
$$

$\operatorname{Re} Y_{2 A}(\omega)=-\pi \frac{G_{0}}{\omega} \operatorname{Re} \sum_{\sigma} \int_{0}^{\omega} d \epsilon \theta(\omega-\epsilon-\Delta)\left(g_{\sigma}(\epsilon)+f_{\sigma}(\epsilon) \sqrt{\Delta^{2}-\epsilon^{2}}\right) f_{\sigma}^{\prime}(\epsilon-\omega) \sqrt{(\epsilon-\omega)^{2}-\Delta^{2}}$

$$
\begin{align*}
& \operatorname{Re}\left(\frac{1}{D_{\sigma}(\epsilon-\omega+i \eta)}\right) D_{\sigma}^{\prime}(\epsilon)^{-1}\left(\delta\left(\epsilon-E_{\sigma+}\right)+\delta\left(\epsilon-E_{\sigma-}\right)\right) \\
& =\pi \frac{G_{0}}{4 \omega} \operatorname{Re} \sum_{\sigma, i= \pm} \theta\left(\omega-E_{i \sigma}-\Delta\right) \theta\left(E_{i \sigma}\right)\left(g_{\sigma}\left(E_{i \sigma}\right)+f_{\sigma}\left(E_{i \sigma}\right) \sqrt{\Delta^{2}-E_{i \sigma}^{2}}\right) \\
& f_{\sigma}^{\prime}\left(E_{i \sigma}-\omega\right) \sqrt{\left(E_{i \sigma}-\omega\right)^{2}-\Delta^{2}} \operatorname{Re}\left(\frac{1}{D_{\sigma}\left(E_{i \sigma}-\omega+i \eta\right)}\right) D_{\sigma}^{\prime}\left(E_{i \sigma}\right)^{-1} \tag{3.68}
\end{align*}
$$

$$
\begin{gather*}
\operatorname{Re} Y_{2 B}(\omega)=-\pi \frac{G_{0}}{\omega} \operatorname{Re} \sum_{\sigma, i= \pm} \theta\left(\omega+E_{i \sigma}-\Delta\right) \theta\left(-E_{i \sigma}\right)\left(g_{\sigma}^{\prime}\left(E_{i \sigma}\right)+f_{\sigma}^{\prime}\left(E_{i \sigma}\right) \sqrt{\Delta^{2}-\left(E_{i \sigma}\right)^{2}}\right) \\
f_{\sigma}\left(\omega+E_{i \sigma}\right) \sqrt{\left(\omega+E_{i \sigma}\right)^{2}-\Delta^{2}} \operatorname{Re}\left(\frac{1}{D_{\sigma}\left(\omega+E_{i \sigma}+i \eta\right)}\right) D_{\sigma}^{\prime}\left(E_{i \sigma}\right)^{-1} \tag{3.69}
\end{gather*}
$$

$$
\begin{align*}
\operatorname{Re} Y_{3}(\omega) & =\operatorname{Re} \pi^{2} G_{0} \sum_{\sigma,(i, j)= \pm} \frac{1}{\left(E_{i \sigma}-E_{j \sigma}\right)}\left(g_{\sigma}\left(E_{i \sigma}\right)+f_{\sigma}\left(E_{i \sigma}\right) \sqrt{\Delta^{2}-E_{i \sigma}^{2}}\right) \\
& \left(g_{\sigma}^{\prime}\left(E_{j \sigma}\right)+f_{\sigma}^{\prime}\left(E_{j \sigma}\right) \sqrt{\Delta^{2}-E_{j \sigma}^{2}}\right)  \tag{3.70}\\
& D_{\sigma}^{\prime}\left(E_{i \sigma}\right)^{-1} D_{\sigma}^{\prime}\left(E_{j \sigma}\right)^{-1} \theta\left(E_{i \sigma}\right) \theta\left(-E_{j \sigma}\right) \delta\left(\omega-E_{i \sigma}+E_{j \sigma}\right)
\end{align*}
$$

Based on these expressions we can draw conclusions about the different features we expect to see in the real part of the frequency-dependent admittance, and relate this result to what we found for the QPC. Each term can be ascribed to an excitation process where a quasiparticle pair is created by the absorption of a photon. The first term $\operatorname{Re} Y_{1}(\omega)$ has a threshold frequency of $\omega=2 \Delta$ and can be associated with the absorption process where two quasiparticles are created in the superconducting continuum at energies larger than the pairing energy $2 \Delta$. This process is always possible in BCS superconductors, even if there are no subgap states as it involves only the continuum. A schematic drawing of excitation spectrum is seen in fig. 3.6, and here $\operatorname{Re} Y_{1}(\omega)$ arises from two times the process denoted (1).


Figure 3.6: Quasiparticle excitation spectrum in the S-QD-S Josephson junction at $T=0$
$\operatorname{Re} Y_{2 A}(\omega)$ has a threshold frequency of $\omega=\Delta+E_{ \pm \sigma}$ and is associated with the creation of a pair of quasiparticles where one is created in the continuum and one in the bound state with energy $E_{ \pm \sigma}>0$. This is (1)+(2) or (1)+(3) in fig. 3.6. The contribution from $\operatorname{Re} Y_{2 B}(\omega)$ is of the same nature which one can infer by remembering that for each negative subgap energy $E_{ \pm \sigma}$ there is a positive energy $E_{ \pm \bar{\sigma}}$ of equal magnitude. So above the threshold frequency of $\omega=\Delta+\left|E_{\sigma \pm}\right|$, one quasiparticle can be created in the continuum and one in the bound state $E_{ \pm \bar{\sigma}}>0$. The absorption processes related to $Y_{1}$ and $Y_{2}$ are always possible regardsless of whether the excited YSR states above zero energy have same or opposite spins. The term we discarded arising from the imaginary part of the denominator for $\epsilon>\Delta$ add a contribution of the same type as $\operatorname{Re} Y_{2}$.

In contrast, $\operatorname{Re} Y_{3}(\omega)$ is a resonant contribution which is only nonzero for $\omega=$ $E_{i \sigma}-E_{j \sigma}$ with $E_{i \sigma}>0$ and $E_{j \sigma}<0$, which we can also write as $\omega=E_{i \sigma}+E_{j \bar{\sigma}}$ with both energies positive. The associated absoprtion process is the one where a quasiparticle is created in each of the bound states (2)+(3) in fig. 3.6). This process is only possible if two excited states of opposite spin are available. We will see a reason for this restriction later when considering the problem from the point of view of scattering theory.

### 3.3.2 Numerical integration

The numerical integration of eq. 3.53 is now performed using Mathematica. To do this we have to use a finite value of the positive infinitesimal $\eta$. The value $\eta=10^{-4}$ has been chosen as it is the smallest possible value which still allows the computation to be performed within resonable amounts of time. We note that in a real circuit there will always be interactions with for example the wires which in practice results in $\eta$ having a finite value (the quasiparticle states have a finite lifetime).

To see how the absorption depends on the position of the bound state energies, we have performed the integration for different values of the phase $\phi$ with fixed values of the other parameters as shown by the gridlines in fig. 3.7. The results are seen in fig 3.8. We are mainly interested in the processes which involve the subgap states,
but briefly note that we don't see a feature with threshold frequency $\omega=2 \Delta$, which is most likely because the other contributions also present at this frequency are dominant or because it has a slow onset which makes it indistinguishable from the rest of the contributions. By numerically integrating the real part of the admittance for the QPC as a check we found that the same could also be the case there. Otherwise we see that the peaks and threshold frequencies predicted by our analytical calculations above are indeed present at the expected energies.

The peak at $\omega=E_{+\sigma}+E_{-\bar{\sigma}}$ is of most interest to us. This is because it is only present if excited subgap states of both spin species are available, which is the case when the ground state is the screened state and the peak is located at $\omega=E_{+\downarrow}+E_{-\uparrow}$. Going from fig. 3.8 a ) to b ) we also see how this peak disappears when the ground state is the unscreened state. Hence a measurement of this absorption peak could in principle be used to probe what the ground state of the system is. Or phrased differently, if we vary the static phase bias and this absorption peak suddenly vanishes, we will know that a transition to an unscreened ground state has occured.

In fig. 3.8 we observe that small additional features which we can't explain by our calculations above are appearing close to zero energy. They are due to numerical error caused by the use of a finite value of $\eta$, and are located at $\omega=E_{ \pm \sigma}$. Their origin is that because we are using a finite value of $\eta$, the spectral function can have a nonzero value in $\omega=0$ when the bound state is deep inside the gap. This then yields a feature in the admittance which looks as what one would expect if a quasiparticle with approximately zero energy was present in the system (which is of course unphysical as no states are available there). By investigating how the height of this peak and the $\delta$-peak change when $\eta$ is increased, we can verify that this is indeed the origin of the additional peak. This is explained in greater detail in appendix D.

In addition to the results from the numerical integration we present plots for the magnitude of $\operatorname{Re} Y_{3}$ at resonance which are obtained by evaluating eq. 3.70. In fig. 3.10 a), we see how the real part of the admittance vanishes in the doublet-like ground state where the impurity spin is unscreened. Furthermore, $\operatorname{Re} Y_{3}$ is almost zero in the particle-hole symmetric point (for symmetric coupling $\theta=\pi / 4$ it is identically zero) and increases in magnitude with the distance from $x=0$. Fig. 3.10 c) shows (in $x=0$ ), that for $\theta \sim 0$ we also have $\operatorname{Re} Y_{3} \sim 0$ as when only one of the leads is coupled to the dot, the bound state arising from the odd combination of the leads is very close to the gap for all values of $\phi$. The magnitude of $\operatorname{Re} Y_{3}$ then increases for increasing $\theta$ and reaches its maximum value at approximately $\theta=\pi / 8$ and then decreases and reaches zero for symmetric coupling $\theta=\pi / 4$. The magnitude of the admittance generally reaches values of the same size as what was found for the QPC, and is on the order of $G_{0}$ for most values of the parameters.

### 3.3.3 Interpretation of absorption features

As we have knowledge about the ground state and excitation spectrum of the system for different values of the parameters, we can now give a description of the relation between


Figure 3.7: Bound state energies for a case of intermediate coupling for parameters $c=0.5$, $x=0.1, \theta=\pi / 4$ and with gridlines where the admittance has been calculated in fig. 3.8.
the quasiparticles created by the absorption of a photon, and the excited state that the system ends up in. We remind ourselves that in the quasiparticle picture, the energies of the excited subgap states with $E>0$ are quasiparticle creation energies, which is the energy difference between the ground state and the excited states. We now refer to the unscreened state as a doublet state and the screened state as a singlet state, but of course keep in mind that these terms are not strictly correct for a classical impurity spin. However, we use them in anticipation of the fact that in an entirely quantum mechanical treatment of the problem, the eigenstates of the Anderson model are true singlet and doublet states. We will see this in the limit of $\Delta \rightarrow \infty$ in chapter 5 . This is also what is found by [19] where a quantum mechanical impurity spin is considered and the eigenstates are determined perturbatively in the exchange interaction.

In this terminology, our interpretation of the states involved in the absorption processes is as follows. In the particle-hole symmetric point with only the two YSR bound states, we know from eq. 3.31 that the singlet and doublet states differ by a single quasiparticle. When the ground state is the screened singlet, which we denote by $\left|S_{-}\right\rangle$, the unscreened doublet, which we denote $\left|D_{\uparrow}\right\rangle$ is the first excited state and vice versa. From this we infer that in the singlet ground state, the creation of a single quasiparticle in the bound state with energy $E_{-\uparrow}$ leads to the excited doublet state. This happens through the absorption process with threshold frequency $\omega=E_{-\uparrow}+\Delta$, as a surplus quasiparticle resulting from the splitting of a Cooper pair is also created in the continuum. The excited state resulting from the creation of a quasiparticle in the other bound state with energy $E_{+\downarrow}$ can be interpreted as another doublet state, denoted $\left|D_{\downarrow}\right\rangle$, as it has an extra spin-down quasiparticle in addition to the one screening the impurity spin. The related absorption process has threshold frequency $\omega=E_{+\downarrow}+\Delta$. Lastly, by


Figure 3.8: Real part of admittance for the different phases shown with gridlines in fig. 3.7. The gridlines are located at $E_{1}=E_{-\uparrow}+E_{+\downarrow}, E_{2}=E_{-\uparrow}+\Delta$ and $E_{3}=E_{+\downarrow}+\Delta$ in a) and c), and at $E_{1}=\Delta+E_{-\downarrow}$ and $E_{2}=\Delta+E_{+\downarrow}$ in b). The peak arising from the creation of two quasiparticles in the bound state is clearly absent in b) where the impurity spin is unscreened in the ground state. Parameters: $x=0.2, c=0.5, \theta=\pi / 4$ and $\eta=10^{-4}$
splitting a Cooper pair it is also possible to create a quasiparticle in each of the bound states as they have opposite spin. This corresponds to removing the quasiparticle in the even state which screens the impurity spin and creating a new screening quasiparticle in the odd state. The resulting state can be interpreted as another singlet (partially screened) state $\left|S_{+}\right\rangle$. This process leads to the discrete absorption peak at frequency $\omega=E_{-\uparrow}+E_{+\downarrow}$ only present for the singlet ground state. A sketch of the states and excitation processes is seen in fig. 3.9 a ). For the doublet ground state, the first excited


Figure 3.9: Sketch of our interpretation of the ground state and excited states for the two different phases. In a) the ground state is the screened singlet-like state and in b) it is the doublet-like unscreened state. The arrows are labelled by the corresponding quasiparticle creation processes in fig. 3.6 responsible for the transitions between them. We have only included the processes which are possible by splitting a single Cooper pair and are present in the absorption spectrum in the linear response regime.
state is the singlet $\left|S_{-}\right\rangle$which is reached by creating a single quasiparticle in the bound state $E_{-\downarrow}$ with threshold frequency $\omega=E_{-\downarrow}+\Delta$. Similarly, creating a quasiparticle in the other bound state must result in the other singlet state $\left|S_{+}\right\rangle$through the absorption process with threshold frequency $\omega=E_{+\downarrow}+\Delta$. The next excited state would be $\left|D_{\downarrow}\right\rangle$, but it differs from the ground state by two quasiparticles and the transition to this state requires the splitting of two Cooper pairs. Hence no absorption feature corresponding to this transition is present in the doublet ground state. This situation is depicted in fig. 3.9 b ).


Figure 3.10: a) $Y_{3}$ as a function of $x$ and $\phi . c=0.3$ and $\theta=\pi / 3$. b) Phase diagram for parameters in a). c) $Y_{3}$ as a function of $\theta$ and $\phi$ for $x=0$ and $c=0.4$. d) Phase diagram for parameters in c).

## Chapter 4

## Transition rates in the scattering problem

As a way checking our results for the admittance obtained with the Green's function method we present in this chapter an alternative calculation of the transition rates for photon absorption processes. The result will reveal information about the limitations on the spin of the quasiparticles created in such an absorption process, and hence the types of states that the perturbation can induce transitions between. The rates are determined using standard first order peturbation theory or more specifically Fermi's golden rule, which states that the transition rate between and initial state $|i\rangle$ and a final state $|f\rangle$ caused by a harmonic perturbation $H(t)=V\left(e^{i \omega t}+e^{-i \omega t}\right)$ is given by [12]

$$
\begin{equation*}
\left.\Gamma_{f i}=\frac{2 \pi}{\hbar} \delta\left(E_{f}-E_{i}\right)|\langle f| V| i\right\rangle\left.\right|^{2} \tag{4.1}
\end{equation*}
$$

In the linear-response calculation we found the Hamiltonian describing the perturbation to linear order in the time-dependent phase difference $\phi_{1}(t)$ to be

$$
\begin{equation*}
H^{\prime}(t)=\frac{\phi_{1}(t) \hat{I}}{e}=\phi_{1}\left(e^{i \omega t}+e^{-i \omega t}\right) \hat{I} \tag{4.2}
\end{equation*}
$$

so that in Fermi's golden rule we should use $V=\phi_{1} \hat{I} / e$ where $\phi_{1}$ is the time-independent amplitude of the perturbation. We start our calculation by determining the eigenstates of the system constituting a basis in which we can express to current operator to calculate the matrix elements between inital and final states. This will be done using the scattering formalism. We consider first the simple QPC to regain some of the results from section 2.3 and ensure that our formalism is correct, and subsequently generalize the results by including also a magnetic impurity modelled by a spin-dependent scattering potential. All the systems will be modelled as two one-dimensional semi-infinite leads separated by a $\delta$-function barrier at $x=0$. In the process we will also gain knowledge about the nature of the Andreev reflections. The calcuations in this chapter follow the approach initially used by Blonder, Tinkham and Klapwijk [23] for an

NS-contact and later by others ([24] and [25]), to calculate the lifetime of quasiparticles trapped in a QPC.

### 4.1 Bogoliubov-de Gennes equations

As a first step towards the calculation of the wave functions for interfaces where one or both leads is superconducting, we consider the eigenstates of the Hamiltonian in the simple case of a single homogeneous superconductor. Those are obtained by diagonalizing the Hamiltonian with a Bogoliubov transformation. The correct transformation is determined by solving the Bogoliubov-de Gennes equations which we will now derive while including an arbitrary spin-dependent potential (our derivation follows ref. [26]). This will shed some light on the redundancy of the BdG-equations and the correspondance between the different solutions. The mean-field BCS-Hamiltonian in real space takes the form

$$
\begin{align*}
H_{B C S}=\int & d x \sum_{\sigma}\left(\psi_{\sigma}^{\dagger}(x) \xi_{k} \psi_{\sigma}(x)+U_{\sigma} \psi_{\sigma}^{\dagger}(x) \psi_{\sigma}(x)\right)  \tag{4.3}\\
& +\Delta^{*}(x) \psi_{\downarrow}(x) \psi_{\uparrow}(x)+\Delta(x) \psi_{\uparrow}^{\dagger}(x) \psi_{\downarrow}^{\dagger}(x) \tag{4.4}
\end{align*}
$$

with $\xi_{k}=\frac{-\hbar^{2} \nabla^{2}}{2 m}-\mu$ and where $\psi^{\dagger}(x)$ and $\psi(x)$ are the electronic field operators. Using that the momentum $k$ is a good quantum number, we introduce the Bogoliubovtransformation

$$
\begin{equation*}
\psi_{\sigma}(x)=\sum_{k}\left[u_{k \sigma}(x) \gamma_{k \sigma}-\sigma v_{k \sigma}^{*}(x) \gamma_{-k \bar{\sigma}}^{\dagger}\right] \tag{4.5}
\end{equation*}
$$

where the sum is over states of positive energy only. The coefficients $(u, v)$ are determined by demanding that the transformation diagonalizes the Hamiltonian $H=$ $E_{0}+\sum_{k \sigma} E_{k \sigma} \gamma_{k \sigma}^{\dagger} \gamma_{k \sigma}$, with excitation energies $E_{k \sigma}$. We choose the quantum number $k$ as this is a good quantum number for homogeneous systems. This turns out to also be the case when we add a scattering potential. In order to find the coefficients $u_{\sigma}$ and $v_{\sigma}$ so that the transformation diagonalizes the Hamiltonian, we calculate first the commutators relevant for the diagonal Hamiltonian:

$$
\begin{equation*}
\left[H, \gamma_{k \sigma}\right]=-E_{k \sigma} \gamma_{k \sigma} \quad\left[H, \gamma_{k \sigma}^{\dagger}\right]=E_{k \sigma} \gamma_{k \sigma}^{\dagger} . \tag{4.6}
\end{equation*}
$$

And then for the non-diagonal form (suppressing the $x$-dependence)

$$
\begin{align*}
& {\left[H, \psi_{\uparrow}\right]=-\xi_{k} \psi_{\uparrow}-U_{\uparrow} \psi_{\uparrow}-\Delta \psi_{\downarrow}^{\dagger}}  \tag{4.7}\\
& {\left[H, \psi_{\downarrow}\right]=-\xi_{k} \psi_{\downarrow}-U_{\downarrow} \psi_{\downarrow}+\Delta \psi_{\uparrow}^{\dagger}}
\end{align*}
$$

One then inserts the transformation of eq. 4.5 in eq. 4.7 and demand that these commutators are equal to those in eq. 4.6. This procedure yields two matrix equations

$$
\left(\begin{array}{cc}
\xi_{k}+U_{\uparrow} & \Delta  \tag{4.8}\\
\Delta^{*} & -\left(\xi_{k}+U_{\downarrow}\right)
\end{array}\right)\binom{u_{k \uparrow}}{v_{k \downarrow}}=E_{k \uparrow}\binom{u_{k \uparrow}}{v_{k \downarrow}}
$$

$$
\left(\begin{array}{cc}
\xi_{k}+U_{\downarrow} & \Delta  \tag{4.9}\\
\Delta^{*} & -\left(\xi_{k}+U_{\uparrow}\right)
\end{array}\right)\binom{u_{k \downarrow}}{v_{k \uparrow}}=E_{-k \downarrow}\binom{u_{k \downarrow}}{v_{k \uparrow}} .
$$

We can write the two eqs. 4.8 and 4.9 as a single equation by introducing the spin-index $\sigma$

$$
\left(\begin{array}{cc}
\xi_{k}+U_{\sigma} & \Delta  \tag{4.10}\\
\Delta^{*} & -\left(\xi_{k}+U_{\bar{\sigma}}\right)
\end{array}\right)\binom{u_{k \sigma}}{v_{k \bar{\sigma}}}=E_{k \sigma}\binom{u_{k \sigma}}{v_{k \bar{\sigma}}}
$$

and rewrite it to obtain

$$
\begin{align*}
\left(\begin{array}{cc}
-\left(\xi_{k}+U_{\sigma}\right) & -\Delta^{*} \\
-\Delta & \xi_{k}+U_{\bar{\sigma}}
\end{array}\right)\binom{u_{k \sigma}^{*}}{v_{k \bar{\sigma}}^{*}} & =-E_{k \sigma}\binom{u_{k \sigma}^{*}}{v_{k \bar{\sigma}}^{*}} \\
& \Longrightarrow  \tag{4.11}\\
\left(\begin{array}{cc}
\xi_{k}+U_{\bar{\sigma}} & \Delta \\
\Delta^{*} & -\left(\xi_{k}+U_{\sigma}\right)
\end{array}\right)\binom{v_{k \bar{\sigma}}^{*}}{-u_{k \sigma}^{*}} & =-E_{k \sigma}\binom{v_{k \bar{\sigma}}^{*}}{-u_{k \sigma}^{*}},
\end{align*}
$$

which is the equation for opposite spin. From this we see that there is a relation between the solutions with a certain spin and positive energy and the ones with opposite spin and negative energy. Consequently, if we have a solution for a certain $\operatorname{spin} \psi_{k \sigma}(x)=$ $\left(u_{k \sigma}(x), v_{k \bar{\sigma}}(x)\right)^{T}$, we also know a solution for the opposite spin

$$
\psi_{k \bar{\sigma}}(x)=\left(u_{k \bar{\sigma}}(x), v_{k \sigma}(x)\right)^{T}=\left(v_{k \bar{\sigma}}^{*}(x),-u_{k \sigma}^{*}(x)\right)^{T}
$$

with negative energy $E_{k \bar{\sigma}}=-E_{k \sigma}$. This property is the well-known particle-hole symmetry of superconductors, which means that removing a spin-up quasiparticle at negative energy is equivalent to creating a spin-down quasiparticle with positive energy. It shows up in the Bogoliubov-de Gennes equations due to the redundancy of the Nambu spinor. Notice that in the Bogoliubov transformation we sum only over the solutions of positve energy for this reason. In spin degenerate cases where $U_{\uparrow}=U_{\downarrow}$ such as the QPC it suffices to consider only spin-up solutions as there is only one excitation energy $E_{k \uparrow}=E_{k}$. Even when the spin degeneracy is broken the above relation is valid and the full set of solutions can be determined either by considering spin-up solutions of both positive and negative energy, or by considering both spin-up and spin-down solutions with positive energy only.

### 4.1.1 Homogeneous superconductor

We will now study the solutions to the Bogoliubov-de Gennes equation for a homegeneous superconductor with $U_{\sigma}=0$ and $\Delta(x)=\Delta e^{i \phi}$ in detail as we need them to construct the wave functions we wish to use as an ansatz when solving the scattering problem. For a homogeneous superconductor we expand the wave function in terms of the plane waves

$$
\begin{equation*}
\binom{u_{k}(x)}{v_{k}(x)}=e^{i k x}\binom{u_{k}}{v_{k}}, \tag{4.12}
\end{equation*}
$$

whereby the BdG-equation (eq. 4.8) for the spin-up quasiparticle wave function takes the following algebraic form (omitting the spin-indices)

$$
\left(\begin{array}{cc}
\xi_{k} & \Delta e^{i \phi}  \tag{4.13}\\
\Delta e^{-i \phi} & -\xi_{k}
\end{array}\right)\binom{u_{k}}{v_{k}}=E_{k}\binom{u_{k}}{v_{k}},
$$

with $\xi_{k}=\hbar^{2} k^{2} / 2 m-\mu$. We are looking for solutions which are excitations above the ground state with $E>\Delta$. The solutions also have to be normalized so that $\left|u_{k}\right|^{2}+$ $\left|v_{k}\right|^{2}=1$. Solving this matrix equation we find that there are two solutions $\left(u_{k}, v_{k}\right)^{T}$, which both have energy $E_{k}=\sqrt{\xi_{k}^{2}+\Delta^{2}}$

$$
\begin{align*}
& u_{k}^{ \pm}=e^{i \phi / 2} \frac{1}{\sqrt{2}} \sqrt{1 \pm \frac{\sqrt{E_{k}^{2}-\Delta^{2}}}{E_{k}}}  \tag{4.14}\\
& v_{k}^{ \pm}=e^{-i \phi / 2} \frac{1}{\sqrt{2}} \sqrt{1 \mp \frac{\sqrt{E_{k}^{2}-\Delta^{2}}}{E_{k}}} \tag{4.15}
\end{align*}
$$

We note that the corresponding solutions with negative energy are $\binom{\left(v_{k}^{ \pm}\right)^{*}}{-\left(u_{k}^{ \pm}\right)^{*}}$ in accordance with the results of the previous section. To understand the meaning of the two different signs in $u$ and $v$ we have to consider the value of $k$. For each value of $E_{k}$ there are two corresponding values of $k$ :

$$
\begin{equation*}
E_{k}=\sqrt{\left(\frac{\hbar^{2} k^{2}}{2 m}-\mu\right)^{2}+\Delta^{2}} \Longrightarrow k_{ \pm}=\frac{\sqrt{2 m}}{\hbar} \sqrt{\mu \pm \sqrt{E_{k}^{2}-\Delta^{2}}} \tag{4.16}
\end{equation*}
$$

In addition $\pm k_{ \pm}$(where the two signs are independent) gives the same quasiparticle energy $E_{k}$. As we have $\xi_{k}= \pm \sqrt{E_{k}^{2}-\Delta^{2}}$, the sign of $\xi_{k}$ determines whether we have the solutions with plus or minus for both $k$ and $u$. We can interpret these different solutions as electron and hole wave functions by the following argument:
$k_{-}\left(k_{+}\right)$corresponds to a momentum below (above) the Fermi surface and hence a negative (positive) energy $\xi_{k}$. Quasiparticle excitations with $+\xi_{k}$ can be described as the creation of a quasi-electron above the Fermi level, and similarly excitations with $-\xi_{k}$ are associated with the creation of a quasihole (removal of a quasielectron) below the Fermi level (see fig. 4.1). This means that the wave function for quasielectrons with positive energy is $\binom{u_{k}^{+}}{v_{k}^{+}}$and the one for quasiholes is $\binom{u_{k}^{-}}{v_{k}^{-}}$. We can now define

$$
\begin{align*}
& u_{k} \equiv u_{k}^{+}=\frac{1}{\sqrt{2}} \sqrt{1+\frac{\sqrt{E_{k}^{2}-\Delta^{2}}}{E_{k}}}  \tag{4.17}\\
& v_{k} \equiv v_{k}^{+}=\frac{1}{\sqrt{2}} \sqrt{1-\frac{\sqrt{E_{k}^{2}-\Delta^{2}}}{E_{k}}} \tag{4.18}
\end{align*}
$$



Figure 4.1: Dispersion for Bogoliubov quasiparticles with positive energy. Figure taken from [25].
where we exclude the phase dependence from the definitions as we will write it explicitly in the wave functions for clarity. We have hence determined the wave functions in momentum space for electrons and holes with energy $E_{k}$ in a homogenous superconductor. When constructing wave functions for incoming, transmitted and reflected waves in the scattering problem we will need to assign a direction of propagation to the wave functions. This is done by considering the sign of the group velocity:

$$
\begin{equation*}
v_{g}(k)=\frac{1}{\hbar} \frac{d E_{k}}{d k}=\frac{\hbar}{m} \frac{k \xi_{k}}{\sqrt{\xi_{k}^{2}+\Delta^{2}}} . \tag{4.19}
\end{equation*}
$$

As a positive (negative) group velocity corresponds to a wavepacket propagating in the positive (negative) $x$-direction, we see that the sign of $k \xi_{k}$ determines the direction of motion. That is, for an electron with positive (negative) $\xi_{k}$ a wave function with positive (negative) $k$ propagates in the positive (negative) $x$-direction and vice versa for quasiholes. With this we have the wave functions for spin-up quasiparticles in a homogeneous superconductor

$$
\begin{align*}
\psi_{e \uparrow}^{ \pm}(x) & =\binom{u_{k} e^{i \phi / 2}}{v_{k} e^{-i \phi / 2}} e^{ \pm i k_{+} x}  \tag{4.20}\\
\psi_{h \uparrow}^{ \pm}(x) & =\binom{v_{k} e^{i \phi / 2}}{u_{k} e^{-i \phi / 2}} e^{\mp i k_{-} x}, \tag{4.21}
\end{align*}
$$

where the sign refers to the direction of propagation. For each positive energy $E_{k}$ we have four states in total: an electron and a hole state with positive momentum and one with negative momentum. This is seen in fig. 4.1. The wave functions for spin-down with negative energy $E_{k \downarrow}=-E_{k}$ can as mentioned above be obtained through the substitutions ( $u \rightarrow v^{*}, v \rightarrow-u^{*}$ ). We can also label the wave functions by their energy $E=E_{k}$ instead of their momentum, as all relevant quantities can be expressed in terms of the energy instead of momentum and integrals over momentum can be transformed to integrals over energy by employing the density of states. We will use this labelling when proceeding.

### 4.1.2 Current operator

For use in our calculations later on, we wish to express the current operator for a superconductor in terms of the Bogoliubov quasiparticle operators. In terms of the electron field operators, the current operator is [13]

$$
\begin{equation*}
\hat{I}(x)=-\frac{e \hbar}{2 m i} \sum_{\sigma}\left(\psi_{\sigma}^{\dagger}(x) \frac{d}{d x} \psi_{\sigma}(x)-\frac{d}{d x} \psi_{\sigma}^{\dagger}(x) \psi_{\sigma}(x)\right) . \tag{4.22}
\end{equation*}
$$

We wish to employ the Bogoliubov transformation for a general quantum number $i$ (where $i \rightarrow-i$ and $\sigma \rightarrow \bar{\sigma}$ is the time-reversed state)

$$
\begin{equation*}
\psi_{\sigma}(x)=\sum_{i}\left(u_{i \sigma} \gamma_{i \sigma}-\sigma v_{i \sigma}^{*} \gamma_{-i \bar{\sigma}}^{\dagger}\right) \tag{4.23}
\end{equation*}
$$

Plugging this into the current operator we obtain

$$
\begin{align*}
\hat{I}(x) & =-\frac{e \hbar}{2 m i} \sum_{i j \sigma}\left(u_{i \sigma}^{*} \frac{d u_{j \sigma}}{d x} \gamma_{i \sigma}^{\dagger} \gamma_{j \bar{\sigma}}+v_{-i \sigma} \frac{d V_{-j \sigma}}{d x} \gamma_{i \bar{\sigma}} \gamma_{j \sigma}^{\dagger}-\sigma v_{-i \sigma} \frac{d u_{j \sigma}}{d x} \gamma_{i \bar{\sigma}} \gamma_{j \sigma}-\sigma u_{i \sigma}^{*} \frac{d v_{-j \sigma}^{*}}{d x} \gamma_{i \sigma}^{\dagger} \gamma_{j \bar{\sigma}}^{\dagger}\right. \\
& \left.-u_{j \sigma} \frac{d u_{i \sigma}^{*}}{d x} \gamma_{i \sigma}^{\dagger} \gamma_{j \sigma}-v_{-j \sigma}^{*} \frac{d v_{-i \sigma}}{d x} \gamma_{i \bar{\sigma}} \gamma_{j \bar{\sigma}}^{\dagger}+\sigma u_{j \sigma} \frac{d v_{-i \sigma}}{d x} \gamma_{i \bar{\sigma}} \gamma_{j \sigma}+\sigma v_{-j \sigma}^{*} \frac{d u_{i \sigma}^{*}}{d x} \gamma_{i \sigma}^{\dagger} \gamma_{j \bar{\sigma}}^{\dagger}\right) . \tag{4.24}
\end{align*}
$$

This can be written in matrix form as

$$
\hat{I}(x)=-\frac{\hbar e}{2 m i} \sum_{i j \sigma}\left(\gamma_{i \sigma}^{\dagger}, \gamma_{i \bar{\sigma}}\right)\left(\begin{array}{cc}
u_{i \sigma}^{*} \frac{d u_{j \sigma}}{d x}-\frac{d u_{i \sigma}^{*}}{d x} u_{j \sigma} & -\sigma\left(u_{i \sigma}^{*} \frac{d v_{-j \sigma}^{*}}{d x}-\frac{d u_{i \sigma}^{*}}{d x} v_{-j \sigma}^{*}\right)  \tag{4.25}\\
-\sigma\left(v_{-i \sigma} \frac{d u_{j \sigma}}{d x}-\frac{d v_{-i \sigma}}{d x} u_{j \sigma}\right) & v_{-i \sigma} \frac{d v_{-j \sigma}^{*}}{d x}-\frac{d v_{-i \sigma}}{d x} v_{-j \sigma}^{*}
\end{array}\right)\binom{\gamma_{j \sigma}}{\gamma_{j \bar{\sigma}}^{\dagger}} .
$$

### 4.2 NS-contact

We will now move on to considering systems with a scattering potential modelled by a delta function. We start by the simple case of an NS-contact where the left lead is in the normal state and the right lead is superconducting. The leads are separated by a barrier at $x=0$ described by the Hamiltonian $V(x)=Z \delta(x)$. We solve the problem using as our ansatz the wave functions of eq. 4.21. We are looking for excitations of the system, so throughout this chapter we will consider wave functions of positive energy $E>0$. The present scattering problem is also independent of spin, so we consider only the spin-up sector. The relevant electron- and hole-like quasiparticles in the superconductor have the following wave functions labelled by their energy

$$
\begin{equation*}
\psi_{e}^{ \pm}(x)=\binom{u_{E}}{v_{E}} e^{ \pm i k_{+} x} \quad \text { and } \quad \psi_{h}^{ \pm}(x)=\binom{v_{E}}{u_{E}} e^{\mp i k_{-} x} \tag{4.26}
\end{equation*}
$$

where

$$
\begin{align*}
& k_{ \pm}=\frac{\sqrt{2 m}}{\hbar} \sqrt{E_{F} \pm \sqrt{E^{2}-\Delta^{2}}}, \quad u=\frac{1}{\sqrt{2}} \sqrt{1+\frac{\sqrt{E^{2}-\Delta^{2}}}{E}} \\
& \quad \text { and } \quad v=\frac{1}{\sqrt{2}} \sqrt{1-\frac{\sqrt{E^{2}-\Delta^{2}}}{E}} . \tag{4.27}
\end{align*}
$$

We start by considering the case of $E>\Delta$ where the square roots in $u$ and $v$ are real. As only one of the leads are superconducting, we can let the superconducting order parameter be real without loss of generality, as this can always be achieved by a gauge transformation. In the normal lead the states are just either pure electron or hole states, which can be obtained by setting $\Delta=0$. We will consider the Andreev approximation where $k_{+} \approx k_{-} \approx k_{F}$. This is a good approximation for energies much smaller than the Fermi energy $E, \Delta \ll E_{F}$. If we consider an electron approaching the interface from the left in the normal lead, we have the following wave functions for incoming, reflected and transmitted waves

$$
\begin{align*}
& \psi_{i n}(x<0)=\binom{1}{0} e^{i k_{F} x}, \quad \psi_{r}(x<0)=r_{h}\binom{0}{1} e^{i k_{F} x}+r_{e}\binom{1}{0} e^{-i k_{F} x}  \tag{4.28}\\
& \text { and } \quad \psi_{t}(x>0)=t_{e}\binom{u}{v} e^{i k_{F} x}+t_{h}\binom{v}{u} e^{-i k_{F} x} \tag{4.29}
\end{align*}
$$

We seek to determine the reflection and transmission coefficients. This is done using the conditions that the wave function must be continuous at the interface $\psi_{i n}(0)+\psi_{r}(0)=$ $\psi_{t}(0)$ and that the discontinuity in the derivative is given by [28]

$$
\begin{equation*}
\Delta \psi^{\prime}(x)=\left.\frac{d \psi_{-}(x)}{d x}\right|_{x=0^{-}}-\left.\frac{d \psi_{+}(x)}{d x}\right|_{x=0^{+}}=\frac{2 m Z}{\hbar^{2}} \psi(0) \tag{4.30}
\end{equation*}
$$

This condition is obtained by integrating the Hamiltonian. These two conditions provide us with a linear system of equations

$$
\begin{align*}
& t_{e} u-t_{h} v-1+r_{e}=-2 i z\left(1+r_{e}\right) \\
& t_{e} v-t_{h} u-r_{h}=-2 i z r_{h}  \tag{4.31}\\
& 1+r_{e}=u t_{e}+v t_{h} \\
& r_{h}=t_{e} v+t_{h} u
\end{align*}
$$

where we defined the dimensionless quantity $z=\frac{m Z}{\hbar^{2} k_{F}}$ related to the normal state transmission probability by $\tau=1 /\left(1+z^{2}\right)$ [23]. Notice that the simplicity of these expressions relies heavily on the Andreev approximation. The solution is

$$
\begin{equation*}
r_{h}=\frac{u v}{\gamma} \quad r_{e}=-\frac{\left(u^{2}-v^{2}\right)\left(z^{2}+i z\right)}{\gamma} \quad t_{e}=\frac{u(1-i z)}{\gamma} \quad t_{h}=\frac{i v z}{\gamma} \tag{4.32}
\end{equation*}
$$

where $\gamma=u^{2}+z^{2}\left(u^{2}-v^{2}\right)$. We also note that the absolute square of the coefficients are the tunneling and reflection probabilities for electrons and holes which are the elements of the scattering matrix in the electron-hole (i.e. Nambu) basis:

$$
\begin{align*}
& \left|r_{h}\right|^{2}=R_{e \rightarrow h}=\frac{\Delta^{2}}{\left(E+\left(1+2 z^{2}\right) \sqrt{E^{2}-\Delta^{2}}\right)^{2}} \quad\left|r_{e}\right|^{2}=R_{e \rightarrow e}=\frac{4 z^{2}\left(1+z^{2}\right)\left(E^{2}-\Delta^{2}\right)}{\left(E+\left(1+2 z^{2}\right) \sqrt{E^{2}-\Delta^{2}}\right)^{2}}  \tag{4.33}\\
& \left|t_{e}\right|^{2}=T_{e \rightarrow e}=\frac{\left(1+z^{2}\right)\left(E+\sqrt{E^{2}-\Delta^{2}}\right)}{2 E\left(E+\left(1+2 z^{2}\right) \sqrt{E^{2}-\Delta^{2}}\right)^{2}} \quad\left|t_{h}\right|^{2}=T_{e \rightarrow h}=\frac{z^{2}\left(E-\sqrt{E^{2}-\Delta^{2}}\right)}{2 E\left(E+\left(1+2 z^{2}\right) \sqrt{E^{2}-\Delta^{2}}\right)^{2}} . \tag{4.34}
\end{align*}
$$

Though the transmission and reflection probabilities depend on the sign of the potential strength, the corresponding probabilities (which are the measureable quantities) don't. In the case of an incoming electron with an energy $E<\Delta u$ and $v$ become complex numbers

$$
\begin{equation*}
u=\frac{1}{\sqrt{2}} \sqrt{1+i \frac{\sqrt{\Delta^{2}-E^{2}}}{E}} \quad v=u^{*} \tag{4.35}
\end{equation*}
$$

Similarly $k$ acquires an imaginary part and becomes $k_{ \pm} \rightarrow k_{F} \pm i \kappa_{E}$ when expanded to first order in $k / k_{F}$. Here $\kappa_{E}=\sqrt{1-E^{2} / \Delta^{2}} / \xi_{0}$ where $\xi_{0} \sim \hbar v_{F} / \Delta$ is the superconducting coherence length. As there are no available states in the superconductor at energies $E<\Delta$, the incoming electron is prevented from being transmitted to the superconductor as a propagating plane wave. The imaginary part of the wave number ensures that the transmitted wave decays exponentially with a characteristic length given by the coherence length. This means that the transmission probabilities must be zero $c=d=0$. The reflection probabilities can be obtained in the Andreev approximation using the results of eq. 4.32 with the complex values of $u$ and $v$ :

$$
\begin{equation*}
\left|r_{h}\right|^{2}=R_{e \rightarrow h}=\frac{\Delta^{2}}{E^{2}+\left(\Delta^{2}-E^{2}\right)\left(1+2 z^{2}\right)^{2}} \quad\left|r_{e}\right|^{2}=R_{e \rightarrow e}=\frac{4\left(\Delta^{2}-E^{2}\right)\left(1+z^{2}\right) z^{2}}{E+\left(\Delta^{2}-E^{2}\right)\left(1+2 z^{2}\right)^{2}} \tag{4.36}
\end{equation*}
$$

If we consider the particularly simple case of an ideal interface where the normal state transmission probability is $\tau=1$ corresponding to $z=0$, we find that $r_{e \rightarrow e}=0$ and $r_{e \rightarrow h}=1$. This means that an incoming electron with energy $E<\Delta$ undergoes an Andreev reflection with probability 1, and is reflected back as a hole. As mentioned previously the Andreev reflection is the underlying mechanism causing the formation of Andreev bound states in Josephson junctions.

### 4.3 Superconducting quantum point contact

Having established the formalism necessary to calculate the wave functions of interfaces with superconductors, we will now move on to consider the QPC, where we will regain our previous results for the Andreev bound states. We again model the scattering potential by a $\delta$-barrier $V(x)=Z \delta(x)$. When both leads are superconducting, we will need to include the phase difference of the order parameter between them, so that the order parameter is given by $\Delta e^{i \phi}$ in the right lead and $\Delta$ in the left lead.

We start by calculating the wave function for the scattering states of an incoming electronlike spin up quasiparticle with energy $E>\Delta$. Hence we can again use the states of eq. 4.26 to construct the wave functions of the reflected and transmitted states as

$$
\begin{align*}
\psi_{i n}(x)= & \binom{u}{v} e^{i k_{+} x} \tag{4.38}
\end{align*} \quad \psi_{r}(x)=r_{e}\binom{u}{v} e^{-i k_{+} x}+r_{h}\binom{v}{u} e^{i k_{-} x} .
$$

We will again use the Andreev approximation and let $k_{+}=k_{-}=k_{F}$. We then have the derivatives

$$
\begin{gather*}
\left.\frac{d \psi_{-}}{d x}\right|_{x=0}=\left.\frac{d\left(\psi_{i n}+\psi_{r}\right)}{d x}\right|_{x=0}=i k_{F}\binom{u}{v}-i r_{e} k_{F}\binom{u}{v}+i r_{h} k_{F}\binom{v}{u}  \tag{4.40}\\
\left.\frac{d \psi_{+}}{d x}\right|_{x=0}=\left.\frac{d \psi_{t}}{d x}\right|_{x=0}=i t_{e} k_{F}\binom{u e^{i \phi / 2}}{v e^{-i \phi / 2}}-i t_{h} k_{F}\binom{v e^{i \phi / 2}}{u e^{-i \phi / 2}} . \tag{4.41}
\end{gather*}
$$

Using this with eq. 4.30 as well as demanding the wave function to be continuous at the interface again yields a linear system of equations

$$
\begin{align*}
& u\left(1+r_{e}\right)+v r_{h}=\left(t_{e} u+t_{h} v\right) e^{i \phi / 2} \\
& v\left(1+r_{e}\right)+u r_{h}=\left(t_{e} v+t_{h} u\right) e^{-i \phi / 2} \\
& \left(t_{e} u-t_{h} v\right) e^{i \phi / 2}-u+r_{e} u-r_{h} v=-2 i z\left(r_{e} u+r_{h} v\right) e^{i \phi / 2}  \tag{4.42}\\
& \left(t_{e} v-t_{h} u\right) e^{-i \phi / 2}-v+r_{e} v-r_{h} u=-2 i z\left(t_{e} v+t_{h} u\right) e^{-i \phi / 2}
\end{align*}
$$

Solving these equations yields the coefficients

$$
\begin{align*}
& r_{e}=-\frac{\left(u^{2}-v^{2}\right)^{2} z(i+z)}{u^{4}+v^{4}+\left(u^{2}-v^{2}\right)^{2} z^{2}-2 u^{2} v^{2} \cos (\phi)} \\
& r_{h}=\frac{\left(1-e^{-i \phi}\right) u v\left(v^{2} e^{i \phi}-u^{2}\right)}{u^{4}+v^{4}+\left(u^{2}-v^{2}\right)^{2} z^{2}-2 u^{2} v^{2} \cos (\phi)}  \tag{4.43}\\
& t_{e}=\frac{e^{-i \phi / 2}\left(u^{2}-v^{2}\right)\left(u^{2}-v^{2} e^{i \phi}\right)(1-i z)}{u^{4}+v^{4}+\left(u^{2}-v^{2}\right)^{2} z^{2}-2 u^{2} v^{2} \cos (\phi)} \\
& t_{h}=\frac{\sin (\phi / 2) u v\left(u^{2}-v^{2}\right) z}{u^{4}+v^{4}+\left(u^{2}-v^{2}\right)^{2} z^{2}-2 u^{2} v^{2} \cos (\phi)} .
\end{align*}
$$

When plugging in the expressions for $u$ and $v$ we obtain

$$
\begin{align*}
r_{e E} & =-\frac{z(i+z)\left(E^{2}-\Delta^{2}\right)}{D} \\
r_{h E} & =-\frac{\Delta \sin (\phi / 2)\left(E \sin (\phi / 2)+i \cos (\phi / 2) \sqrt{E^{2}-\Delta^{2}} / 2\right)}{D} \\
t_{e E} & =-\frac{(i+z)\left(i\left(E^{2}-\Delta^{2}\right) \cos (\phi / 2)+E \sqrt{E^{2}-\Delta^{2}} \sin (\phi / 2)\right)}{D}  \tag{4.44}\\
t_{h E} & =\frac{2 z \Delta \sqrt{E^{2}-\Delta^{2}} \sin (\phi / 2)}{D} \\
D & =E^{2}\left(1+z^{2}\right)-\Delta^{2}\left(z^{2}+\cos ^{2}(\phi / 2)\right) .
\end{align*}
$$

Having obtained the scattering wave function for a spin-up electron impinging on the contact from the left lead, we can follow [25] and write it on the form

$$
\begin{align*}
\psi_{E \uparrow}^{e+}(x) & =\binom{U_{E \uparrow}^{e+}(x)}{V_{E \uparrow}^{e+}(x)} \\
& =\left(\binom{u_{E}}{v_{E}} e^{i k_{+} x}+r_{e E}\binom{u_{E}}{v_{E}} e^{-i k_{+} x}+r_{h E}\binom{v_{E}}{u_{E}} e^{i k_{-} x}\right) \theta(-x)  \tag{4.45}\\
& +\left(\begin{array}{c}
\left.t_{e E}\binom{u_{E} e^{i \phi / 2}}{v_{E} e^{-i \phi / 2}} e^{i k_{+} x}+t_{h E}\binom{v_{E} e^{i \phi / 2}}{u_{E} e^{-i \phi / 2}} e^{-i k_{-} x}\right) \theta(x) .
\end{array} . .\left\{\begin{array}{l}
\end{array}\right) .\right.
\end{align*}
$$

We note that the wave function for the scattering states is not normalizeable, so real single particle states are described by superpositions of wave functions within some energy range, and those are normalizable [28]. This is also in accordance with the fact that a quantum mechanical particle can't have a definite energy. As is done by [25], one can from this result obtain the rest of the solutions for the other possible source wave functions (holes and electrons propagating in different directions), but we will not need the explicit form of those here.

### 4.3.1 Andreev bound states

Having determined the scattering states the next step is to find the wave function for the Andreev bound states. That is, we are looking for states inside the gap with an energy $E_{A}<\Delta$. As was the case for the NS-interface, both the wave vector and electron/hole-amplitudes acquire an imaginary part:

$$
\begin{equation*}
u=\frac{1}{\sqrt{2}} \sqrt{1+i \frac{\sqrt{\Delta^{2}-E_{A}^{2}}}{E_{A}}}, v=\frac{1}{\sqrt{2}} \sqrt{1-i \frac{\sqrt{\Delta^{2}-E_{A}^{2}}}{E_{A}}} \text { and } k_{ \pm}=k_{F} \pm \frac{i}{\xi_{0}} \kappa_{A} \tag{4.46}
\end{equation*}
$$

where we introduced the bound state energy $E_{A}$ in anticipation of the fact that the bound states only exist for a certain value of the energy $E=E_{A}$. The bound states
must be normalizable, and hence they should be evanescent waves decaying within a length scale of $\kappa_{A}^{-1}$. This excludes the wave functions with $e^{-\kappa_{a} x}$ in the left lead, and those with $e^{\kappa_{a} x}$ in the right lead. The bound states don't require an incoming wave to form, so we have a wave function of the form

$$
\begin{align*}
\psi_{A}(x) & =\binom{U_{E_{A}}}{V_{E_{A}}}  \tag{4.47}\\
& =\left(\begin{array}{r}
\left.r_{h A}\binom{v_{E_{A}}}{u_{E_{A}}} e^{i k_{-} x}+r_{e A}\binom{u_{E_{A}}}{v_{E_{A}}} e^{-i k_{+} x}\right) \theta(-x) \\
\end{array}+\left(t_{e A}\binom{u_{E_{A}} e^{i \phi / 2}}{v_{E_{A}} e^{-i \phi / 2}} e^{i k_{+} x}+t_{h A}\binom{v_{E_{A}} e^{i \phi / 2}}{u_{E_{A}} e^{-i \phi / 2}} e^{-i k_{-} x}\right) \theta(x)\right. \tag{4.48}
\end{align*}
$$

We start by considering the normalization condition in the Andreev approximation. For the wave function to be normalized, we must have

$$
\begin{equation*}
1=\int_{-\infty}^{\infty} d x\left|\psi_{A}(x)\right|^{2}=\int_{-\infty}^{0} d x\left|\psi_{A}(x<0)\right|^{2}+\int_{0}^{\infty} d x\left|\psi_{A}(x>0)\right|^{2} \tag{4.50}
\end{equation*}
$$

So we start by calculating

$$
\begin{align*}
\left|\psi_{A}(x<0)\right|^{2} & =\left(r_{h A} u_{E_{A}} e^{-i k_{+} x}+r_{e A} v_{E_{A}} e^{i k_{-} x}\right)\left(r_{h A}^{*} u_{E_{A}}^{*} e^{i k_{-} x}+r_{e A}^{*} v_{E_{A}}^{*} e^{-i k_{+} x}\right)  \tag{4.51}\\
& +\left(r_{h A} v_{E_{A}} e^{-i k_{+} x}+r_{e A} u_{E_{A}} e^{i k_{-} x}\right)\left(r_{h A}^{*} v_{E_{A}}^{*} e^{i k_{-x} x}+r_{e A}^{*} u_{E_{A}}^{*} e^{-i k_{+} x}\right)  \tag{4.52}\\
& =\left|r_{h A}\right|^{2}\left(\left|v_{E_{A}}\right|^{2}+\left|u_{E_{A}}\right|^{2}\right) e^{2 \kappa_{A} x}+\left|r_{e A}\right|^{( }\left(\left|v_{E_{A}}\right|^{2}+\left|u_{E_{A}}\right|^{2}\right) e^{2 \kappa_{A} x}  \tag{4.53}\\
& +\left(r_{h A} r_{e A}^{*} u_{E_{A}} v_{E_{A}}^{*}+r_{h A} r_{e A}^{*} v_{E_{A}} u_{E_{A}}^{*}\right) e^{-2\left(i k_{F}-\kappa_{A}\right) x}  \tag{4.54}\\
& +\left(r_{h A}^{*} r_{e A}\left(u_{E_{A}}^{*} v_{E_{A}}+v_{E_{A}}^{*} u_{E_{A}}\right) e^{2\left(i k_{F}+\kappa_{A}\right) x} .\right. \tag{4.55}
\end{align*}
$$

All the $x$-dependence is in the exponents, so the relevant integrals are

$$
\begin{equation*}
\int_{-\infty}^{0} d x e^{ \pm 2\left(i k_{F} \pm \kappa_{A}\right) x}=\frac{1}{ \pm 2\left(i k_{F} \pm \kappa_{A}\right)} \tag{4.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{0} d x e^{2 \kappa_{A} x}=\frac{1}{2 \kappa_{A}} . \tag{4.57}
\end{equation*}
$$

In the Andreev approximation $k_{F} \gg \kappa_{A}$ which means that $\frac{1}{2 \kappa_{A}} \gg \frac{1}{ \pm 2\left(i k_{F} \pm \kappa_{A}\right)}$, and we can neglect the contribution from the terms with $1 / k_{F}$. Usually it is the case for the Bogoliubov wave functions that $|u|^{2}+|v|^{2}=1$. However, this is not the case for $E<\Delta$ Here we instead have $|u|^{2}=|v|^{2}=\frac{\Delta}{2 E_{A}}$. This means that we obtain

$$
\begin{equation*}
\int_{-\infty}^{0} d x\left|\psi_{A}(x<0)\right|^{2}=\frac{\left|r_{h A}\right|^{2}+\left|r_{e A}\right|^{2}}{2 \kappa_{A}} \frac{\Delta}{E_{A}} . \tag{4.58}
\end{equation*}
$$

The contribution to the norm of the wave function from $x>0$ is similar, and we find that the normalization condition gives the constraint

$$
\begin{equation*}
\left|r_{h A}\right|^{2}+\left|r_{e A}\right|^{2}+\left|t_{e A}\right|^{2}+\left|t_{h A}\right|^{2}=\frac{2 \kappa_{A} E_{A}}{\Delta} \tag{4.59}
\end{equation*}
$$

Once again we impose the previously mentioned conditions for continuity of the wave function and the discontinuity of the derivative. This results in a homogenous matrix equation

$$
\left(\begin{array}{cccc}
v & u & -u e^{i \phi / 2} & -v e^{i \phi / 2}  \tag{4.60}\\
u & v & -v e^{-i \phi / 2} & -u e^{-i \phi / 2} \\
-v(1-2 i z) & u(1+2 i z) & u e^{i \phi / 2} & -v e^{i \phi / 2} \\
-u(1+2 i z) & v(1+2 i z) & v e^{-i \phi / 2} & -u e^{-i \phi / 2}
\end{array}\right)\left(\begin{array}{c}
r_{h A} \\
r_{e A} \\
t_{e A} \\
t_{h A}
\end{array}\right)=\mathbf{m v}=\mathbf{0}
$$

Such an equation has a nontrivial solution if the determinant of $\mathbf{m}$ is zero. By plugging in the expressions for $u$ and $v$ and solving the equation $\operatorname{det}(\mathbf{m})=0$ we regain the Andreev bound state energy

$$
\begin{equation*}
E_{A}= \pm \Delta \sqrt{1-\tau \sin ^{2}(\phi / 2)} \tag{4.61}
\end{equation*}
$$

Using this value of the energy in the coefficients $u$ and $v$ we obtain a solution for the reflection and transmission coefficients which we then have to normalize by determining the normalization constant $N$

$$
\begin{align*}
& r_{h A}=-N \sigma \sqrt{1+z^{2}}\left(\sqrt{\cos ^{2}(\phi / 2)+z^{2}}-\sigma \cos (\phi / 2)\right)  \tag{4.62}\\
& r_{e A}=N i \sigma(1-i z) z  \tag{4.63}\\
& t_{e A}=N(1-i z)\left(\sqrt{\cos ^{2}(\phi / 2)+z^{2}}-\sigma \cos (\phi / 2)\right)  \tag{4.64}\\
& t_{h A}=i N z \sqrt{1+z^{2}} \tag{4.65}
\end{align*}
$$

where $\sigma=\operatorname{sign}(\phi)$ and we defined the phase difference across the contact to be $-\pi<$ $\phi<\pi$ so that $|\sin (\phi / 2)|=\sigma \sin (\phi / 2)$. To simplify the calculation of $N$ we define the quantities $x=\sqrt{\cos ^{2}(\phi / 2)+z^{2}}$ and $y=\cos (\phi / 2)$ so that $\sin (\phi / 2)=\sqrt{1-y^{2}}$ and $z^{2}=x^{2}-y^{2}$. Furthermore

$$
\begin{equation*}
\kappa_{A}=\sqrt{1-E_{A}^{2} / \Delta^{2}} / \xi_{0}=\frac{\sigma \sqrt{\tau}}{\xi_{0}} \sin (\phi / 2)=\frac{\sigma \sqrt{\tau} \sqrt{1-y^{2}}}{\xi_{0}} . \tag{4.66}
\end{equation*}
$$

The normalization constant is then

$$
\begin{align*}
& \left|r_{h A}\right|^{2}+\left|r_{e} A\right|^{2}+\left|t_{h A}\right|^{2}+\left|t_{e} A\right|^{2}=2\left(\left|r_{h A}\right|^{2}+\left|r_{e} A\right|^{2}\right)=2 N^{2}\left(1+z^{2}\right)\left(z^{2}+(x-\sigma y)^{2}\right) \\
& =2 N^{2}\left(1+z^{2}\right)(2 x(x-\sigma y)) \stackrel{!}{=} \frac{2 \kappa_{A} E_{A}}{\Delta}=\frac{2 \Delta \sigma \tau x \sqrt{1-y^{2}}}{\hbar v_{F}} \\
& \Longrightarrow N^{2}=\frac{\Delta \sigma}{\hbar v_{F}} \tau^{2} \frac{x \sqrt{1-y^{2}}}{2 x(x-\sigma y)}=\frac{\Delta \sigma \sin (\phi / 2)}{2 \hbar v_{F}\left(1+z^{2}\right)\left(\sqrt{z^{2}+\cos ^{2}(\phi / 2)}-\sigma \cos (\phi / 2)\right)} \tag{4.67}
\end{align*}
$$

With this we have fully determined the wave function for the Andreev bound state and confirmed the results of [24]. What we have obtained is equivalent to the result of solving the BdG-equations explicitly with a scattering potential. We can hence expand the electron field operators in terms of the quasiparticle operators $\gamma_{E}$ by employing the Bogoliubov transformation of equation 4.5. However, we wish to label the states by their energy, direction of propagation $( \pm)$ and electron/hole nature $(\eta)$ and not by their momentum, $\gamma_{k \sigma} \rightarrow \gamma_{E \eta \pm \sigma}$. For the time-reversed states we note that as an electron with momentum $-k$ has the same energy as one with momentum $k$ but propagates in the opposite direction, $\gamma_{-k \bar{\sigma}} \rightarrow \gamma_{E \eta \mp \bar{\sigma}}$ annihilates a quasiparticle in the time-reversed state of $\gamma_{k \sigma}$. For the bound states which are not propagating we have $\gamma_{-k_{A} \bar{\sigma}} \rightarrow \gamma_{E_{A} \bar{\sigma}}$. The Bogoliubov transformation then has a discrete (in energy) contribution from the bound state and a sum over contributions from the scattering states

$$
\begin{align*}
\psi_{\sigma}(x) & =U_{E_{A}}(x) \gamma_{E_{A} \sigma}-\sigma V_{E_{A}}(x)^{*} \gamma_{E_{A} \bar{\sigma}}^{\dagger}+\sum_{E, \eta, \pm}\left(U_{E}^{\eta \pm}(x) \gamma_{E \eta \pm \sigma}-\sigma\left(V_{E}^{\eta \pm}(x)\right)^{*} \gamma_{E \eta \mp \bar{\sigma}}^{\dagger}\right) \\
& =\sum_{i}\left(U_{i}(x) \gamma_{i \sigma}-\sigma\left(V_{i}(x)\right)^{*} \gamma_{-i \bar{\sigma}}^{\dagger}\right) \tag{4.68}
\end{align*}
$$

Here the electron and hole amplitudes $U, V$ have no spin-index as the problem is spindegenerate. We remind ourselves that the Bogoliubov transformation contains only energies $E>0$ as it is a description in terms of excitations above the ground state.

### 4.3.2 Absorption rates

We have now solved the scattering problem for a QPC and determined both the scattering and bound states of the system. This means that we can express the current operator in the basis formed by these states using eq. 4.25 . We will now see that we can use this to regain some of our previous results for the QPC. With our expression for the current operator and $U_{i}$ and $V_{i}$, the equilibrium current carried by the groundstate at $T=0$ is easily calculated. We also know that the equilibrium current is carried solely by the bound state in the short junction limit, so we don't have to include the continuum states in this calculation. The current is the same everywhere in the system, so we can calculate it at $x=0^{+}$. We denote the ground state without quasiparticles by $\left|\Phi_{0}\right\rangle$ and calculate the expectation value of the current operator

$$
\begin{align*}
\left\langle\Phi_{0}\right| \hat{I}(x)\left|\Phi_{0}\right\rangle & =\sum_{\sigma}\left\langle\Phi_{0}\right| \gamma_{E_{A} \sigma} \gamma_{E_{A} \sigma}^{\dagger}\left|\Phi_{0}\right\rangle \\
& =-2 \frac{\hbar e}{2 m i}\left(V_{E_{A}} \frac{d V_{E_{A}}^{*}}{d x}-\frac{d V_{E_{A}}}{d x} V_{E_{A}}^{*}\right) \tag{4.69}
\end{align*}
$$

$$
\begin{align*}
& =\frac{\hbar e}{m i} i k_{F}\left(\left(t_{e A} v_{A}+t_{h A} u_{A}\right)\left(t_{e A}^{*} v_{A}^{*}-t_{h A}^{*} u_{A}^{*}\right)+\left(t_{e A} v_{A}-t_{h A} u_{A}\right)\left(t_{e A}^{*} v_{A}^{*}+t_{h A}^{*} u_{A}^{*}\right)\right) \\
& =\frac{2 \hbar e k_{F}}{m}\left(\left|t_{e A}\right|^{2}\left|v_{A}\right|^{2}-\left|t_{h A}\right|^{2}\left|u_{A}\right|^{2}\right)  \tag{4.70}\\
& =\frac{2 \hbar e k_{F}}{m}\left(\left|t_{e A}\right|^{2}-\left|t_{h A}\right|^{2}\right) u_{A} v_{A} .
\end{align*}
$$

Plugging in the values for $u_{A}, v_{A}, t_{e A}$ and $t_{h A}$ and using that the normal-state conductance is $G=2 e^{2} / h\left(1+z^{2}\right)$ we find

$$
\begin{equation*}
\langle I\rangle_{0}=-\frac{\pi G \Delta^{2} \sin (\phi)}{2 e E_{A}(\phi)} \tag{4.71}
\end{equation*}
$$

in accordance with the expression we previously obtained using the Green's function method.

We have also calculated the admittance for a QPC and know that its real part has a discrete peak at the frequency where the absorption of a photon causes the creation of a pair of quasiparticles in the bound state. The same result can now be obtained using Fermi's golden rule. In eq. 2.70 we gave an expression for the absorption rate of an inductor with admittance $Y$. The contribution from the term $\operatorname{Re} Y_{3}$ related to the creation of a pair of quasiparticles in the Andreev bound state is particularly simple as it involves no continuum states and hence no energy-integrals. For this reason we can easily obtain an expression for the related absorption rate $\Gamma_{3}$ using Fermi's golden rule. The absorption rate found from the linear response calculation using the result for $\operatorname{Re} Y_{3}$ (eq. 2.68) in eq. 2.70 is

$$
\begin{equation*}
\Gamma_{3}=\phi_{1}^{2} \frac{\pi^{2} G}{2 e^{2}} \frac{\Delta^{4} \tau(1-\tau) \sin ^{4}(\phi / 2)}{E_{A}^{2}} \delta\left(\omega-2 E_{A}\right) \tag{4.72}
\end{equation*}
$$

From Fermi's golden rule with initial state $\left|\Phi_{0}\right\rangle$ and final state $\gamma_{E_{A} \uparrow}^{\dagger} \gamma_{E_{A} \downarrow}^{\dagger}\left|\Phi_{0}\right\rangle$ and the perturbation in eq. 4.2 we find

$$
\begin{equation*}
\left.\Gamma_{3}=\frac{2 \pi}{e^{2} \hbar} \phi_{1}^{2}\left|\left\langle\Phi_{0}\right| \gamma_{E_{A} \downarrow} \gamma_{E_{A} \uparrow} \hat{I}\right| \Phi_{0}\right\rangle\left.\right|^{2} \delta\left(2 E_{A}-\omega\right) \tag{4.73}
\end{equation*}
$$

The matrix element is given by

$$
\begin{align*}
& \left\langle\Phi_{0}\right| \gamma_{E_{A} \downarrow} \gamma_{E_{A} \uparrow} \hat{I}\left|\Phi_{0}\right\rangle=\frac{\hbar e k_{F}}{m} t_{e A}^{*} t_{h A}^{*}\left(v_{A}^{2}-u_{A}^{2}\right) \\
& =-\frac{e \hbar k_{F} \Delta \sigma}{2 m \hbar v_{F}} \frac{(1+i z) z \sqrt{1+z^{2}}}{\left(1+z^{2}\right)^{2}} \frac{\sqrt{\Delta^{2}-E_{A}^{2}} \sin (\phi / 2)}{E_{A}} . \tag{4.74}
\end{align*}
$$

The absolute square of this is

$$
\begin{equation*}
\left.\left|\left\langle\Phi_{0}\right| \gamma_{E_{A} \downarrow} \gamma_{E_{A} \uparrow} \hat{I}\right| \Phi_{0}\right\rangle\left.\right|^{2}=\frac{\pi G}{4 \hbar} \frac{\Delta^{4} \sin ^{4}(\phi / 2) \tau(1-\tau)}{E_{A}^{2}} . \tag{4.75}
\end{equation*}
$$

Using this in eq. 4.73 we find

$$
\begin{equation*}
\Gamma_{3}=\phi_{1}^{2} \frac{\pi^{2} G}{2 \hbar^{2} e^{2}} \frac{\Delta^{4} \tau(1-\tau) \sin ^{4}(\phi / 2)}{E_{A}^{2}} \delta\left(2 E_{A}-\omega\right) \tag{4.76}
\end{equation*}
$$

We have thus shown that the transition rate obtained using Fermi's golden rule is the same as the one we got from the linear response calculation. Though it is not feasible to obtain analytical results for the absorption rates corresponding to $Y_{1}$ and $Y_{2}$ using this method we can explain why these three terms and no additional ones are present. Naively one might anticipate that absorption peaks arising from the creation of a single quasiparticle in an excited state could be seen, but this is not the case (when $|i\rangle$ is the ground state). This is due to the fact that the perturbation (phase fluctuations) couples to the current operator, which only has terms of the form $\psi_{\sigma}^{\dagger} \psi_{\sigma}$ and is hence also bilinear in the Bogoliubov quasiparticle operators. Consequently only the matrix elements of the current operator between an initial state with zero quasiparticles and a final state with two quasiparticles are nonzero. Furthermore we observe that there are also restrictions on the spin of the created quasiparticles, as the relevant matrix element for this process is $\hat{I}_{i j} \propto \gamma_{i \sigma}^{\dagger} \gamma_{j \bar{\sigma}}^{\dagger}$, from which we can infer that the created quasiparticles must have opposite spin. This is as expected when remebering that they must arise from the splitting of a Cooper pair consisting of time-reversed electrons. All of this is in accordance with the fact that excitation processes due to photon absorption must conserve parity.

### 4.4 Magnetic impurity

We will now investigate how the solutions to the scattering problem change when a spin-dependent term is added to the potential. Such a term can for example describe a local magnetic field or a magnetic impurity. As we will see, this model yields the same result as the Anderson model in the cotunneling limit with a classical spin. However, we will not include coupling asymmetry between the leads here, as this would require two barriers and make the calculations even more complicated. As the problem is now spin-dependent, we know that the energy levels will not be spin-degenerate, and it is no longer sufficient to consider spin up-electrons only. Hence we now use in our ansatz the four-Nambu spinor containing states of both spins

$$
\psi(x)=\left(\begin{array}{c}
u_{\uparrow}(x)  \tag{4.77}\\
u_{\downarrow}(x) \\
v_{\uparrow}(x) \\
v_{\downarrow}(x),
\end{array}\right)
$$

and consider states of positive energy. We know all quantities here from eqs. 4.8 and 4.9 and remind ourselves that in a homogeneous superconductor

$$
\psi_{e \uparrow}(x)=\left(\begin{array}{c}
u_{\uparrow}(x)  \tag{4.78}\\
0 \\
0 \\
v_{\downarrow}(x)
\end{array}\right)=\left(\begin{array}{c}
u_{E}(x) \\
0 \\
0 \\
v_{E}(x)
\end{array}\right)
$$

with the definitions for $u_{E}$ and $v_{E}$ used previously. The corresponding solution for a hole with spin-down is

$$
\psi_{h \downarrow}(x)=\left(\begin{array}{c}
v_{\uparrow}(x)  \tag{4.79}\\
0 \\
0 \\
u_{\downarrow}(x)
\end{array}\right)=\left(\begin{array}{c}
v_{E}(x) \\
0 \\
0 \\
u_{E}(x) .
\end{array}\right)
$$

This is the solution of positive energy to eq. 4.8 which gives the spin-up space of solutions. Now we wish to include also the spin-down space in our ansatz, and to this end we note that in a homogeneous superconductor without a potential $U_{\sigma}$ the equations 4.8 and 4.9 are identical. Hence the spin-down states of positive energy in four-Nambu basis are just:

$$
\psi_{e \downarrow}(x)=\left(\begin{array}{c}
0  \tag{4.80}\\
u_{\downarrow}(x) \\
v_{\uparrow}(x) \\
0
\end{array}\right)=\left(\begin{array}{c}
0 \\
u_{E}(x) \\
v_{E}(x) \\
0
\end{array}\right) \quad \text { and } \quad \psi_{h \uparrow}(x)=\left(\begin{array}{c}
0 \\
v_{\downarrow}(x) \\
u_{\uparrow}(x) \\
0
\end{array}\right)=\left(\begin{array}{c}
0 \\
v_{E}(x) \\
u_{E}(x) \\
0
\end{array}\right)
$$

We are now ready to find the solutions to the full problem described by the Hamiltonian $H=H_{B C S}+\delta(x)(Z+B \sigma)$, where $\sigma$ is the electron spin. The ansatz is again constructed using the wave functions given above. We start by considering the bound states, which means that the wave function has to be outgoing and decay exponentially in the superconducting leads within the coherence length, and that we need no incoming wave. We remain in the Andreev approximation and assume $E_{F}$ to be the dominating energy scale of the problem. The full form of the ansatz is

$$
\begin{align*}
& \Psi(x)=\left[r_{e \uparrow}\left(\begin{array}{l}
u \\
0 \\
0 \\
v
\end{array}\right) e^{-i k_{+} x}+r_{h \downarrow}\left(\begin{array}{l}
v \\
0 \\
0 \\
u
\end{array}\right) e^{i k_{-} x}+r_{e \downarrow}\left(\begin{array}{l}
0 \\
u \\
v \\
0
\end{array}\right) e^{-i k_{+} x}+r_{h \uparrow}\left(\begin{array}{l}
0 \\
v \\
u \\
0
\end{array}\right) e^{i k_{-} x}\right] \theta(-x)+ \\
& {\left[t_{e \uparrow}\left(\begin{array}{c}
u e^{i \phi / 2} \\
0 \\
0 \\
v e^{-i \phi / 2}
\end{array}\right) e^{i k_{+} x}+t_{h \downarrow}\left(\begin{array}{c}
v e^{i \phi / 2} \\
0 \\
0 \\
u e^{-i \phi / 2}
\end{array}\right) e^{-i k_{-} x}+t_{e \downarrow}\left(\begin{array}{c}
0 \\
u e^{i \phi / 2} \\
v e^{-i \phi / 2} \\
0
\end{array}\right) e^{i k_{+} x}+t_{h \uparrow}\left(\begin{array}{c}
0 \\
v e^{i \phi / 2} \\
u e^{-i \phi / 2} \\
0
\end{array}\right) e^{-i k_{-} x}\right] \theta(x) .} \tag{4.81}
\end{align*}
$$

The reflection and transmission coefficients are now determined using the boundary conditions for continuity of the wave function and the discontinuity of the derivative. This second condition requires some extra care in our four-Nambu basis. It is obtained by integrating the Hamiltonian - in this case the BdG-Hamiltonian - over an infinitesimal interval around $x=0$ [28]. From eq. 4.8 we have the two equations

$$
\begin{align*}
-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} u_{\uparrow}}{\partial x^{2}}+U_{\uparrow} u_{\uparrow}+\Delta v_{\downarrow} & =E_{\uparrow} u_{\uparrow}  \tag{4.82}\\
\frac{\hbar^{2}}{2 m} \frac{\partial^{2} v_{\downarrow}}{\partial x^{2}}-U_{\downarrow} v_{\downarrow}+\Delta^{*} u_{\uparrow} & =E_{\uparrow} v_{\downarrow} \tag{4.83}
\end{align*}
$$

with $U_{\sigma}(x)=(Z+B \sigma) \delta(x)$. Integration of the first equation yields

$$
\begin{align*}
& -\frac{\hbar^{2}}{2 m} \int_{-\epsilon}^{\epsilon} d x\left(\frac{\partial^{2} u_{\uparrow}}{\partial x^{2}}+(Z+B) \delta(x) u_{\uparrow}+\Delta v_{\downarrow}\right)=\int_{-\epsilon}^{\epsilon} d x E_{\uparrow} u_{\uparrow} \\
& \Longrightarrow \frac{\hbar^{2}}{2 m}\left(\left.\frac{\partial u_{\uparrow}}{\partial x}\right|_{x=0^{+}}-\left.\frac{\partial u_{\uparrow}}{\partial x}\right|_{x=0^{-}}\right)=(Z+B) u_{\uparrow} \tag{4.84}
\end{align*}
$$

Similarly from the second equation we obtain the condition

$$
\begin{equation*}
\frac{\hbar^{2}}{2 m}\left(\left.\frac{\partial v_{\downarrow}}{\partial x}\right|_{x=0^{+}}-\left.\frac{\partial v_{\downarrow}}{\partial x}\right|_{x=0^{-}}\right)=(Z-B) v_{\downarrow} \tag{4.85}
\end{equation*}
$$

In the same way we can obtain conditions for the derivatives of $u_{\downarrow}$ and $v_{\uparrow}$, so that we can write the condition for the derivative of the wave function as

$$
\Delta \frac{\partial \psi(x)}{\partial x}=\frac{2 m}{\hbar^{2}}\left(\begin{array}{l}
(Z+B) u_{\uparrow}  \tag{4.86}\\
(Z-B) u_{\downarrow} \\
(Z+B) v_{\uparrow} \\
(Z-B) v_{\downarrow}
\end{array}\right)
$$

Imposing the two boundary conditions we obtain a homogenous system of eight equation. However, this system of equations consists of two individual subsystems corresponding to spin up and spin down, and we have for the spin up subsystem:

$$
\left(\begin{array}{cccc}
u & v & -u e^{i \phi / 2} & -v e^{i \phi / 2}  \tag{4.87}\\
v & u & -v e^{-i \phi / 2} & -u e^{-i \phi / 2} \\
u(1+2 i(z+b)) & -v(1-2 i(z+b)) & u e^{i \phi / 2} & -v e^{i \phi / 2} \\
v(1+2 i(z-b)) & -u(1-2 i(z-b)) & v e^{-i \phi / 2} & -u e^{-i \phi / 2}
\end{array}\right)\left(\begin{array}{c}
r_{e \uparrow} \\
r_{h \downarrow} \\
t_{e \uparrow} \\
t_{h \downarrow}
\end{array}\right)=\mathbf{0}
$$

where we defined the dimensionless potential strengths $z=m Z / \hbar^{2} k_{F}$ and $b=m B / \hbar^{2} k_{F}$. The equation for the spin-down sector is identical, apart from the substitution $b \rightarrow-b$. Hence it suffices to consider only a single equation if we let $b \rightarrow \sigma b$ :

$$
\left(\begin{array}{cccc}
u & v & -u e^{i \phi / 2} & -v e^{i \phi / 2}  \tag{4.88}\\
v & u & -v e^{-i \phi / 2} & -u e^{-i \phi / 2} \\
u(1+2 i(z+\sigma b)) & -v(1-2 i(z+\sigma b)) & u e^{i \phi / 2} & -v e^{i \phi / 2} \\
v(1+2 i(z-\sigma b)) & -u(1-2 i(z-\sigma b)) & v e^{-i \phi / 2} & -u e^{-i \phi / 2}
\end{array}\right)\left(\begin{array}{c}
r_{e \sigma} \\
r_{h \bar{\sigma}} \\
t_{e \sigma} \\
t_{h \bar{\sigma}}
\end{array}\right)=\mathbf{0} .
$$

Plugging in the expression for $u$ and $v$ and demanding the system of equations to have nontrivial solutions yields an equation which allows us to determine the bound state energies

$$
\begin{align*}
& \operatorname{det}\left(m_{\sigma}\right)=0 \\
& \Longrightarrow\left(z^{2}-b^{2}+\cos ^{2}(\phi / 2)\right) \Delta^{2}-\left(1-b^{2}+z^{2}\right) E^{2}+2 g \sigma E \sqrt{\Delta^{2}-E^{2}}=0 \\
& \Longrightarrow \alpha-\beta x^{2}=-\sigma \gamma x \sqrt{1-x^{2}} \quad \text { with }  \tag{4.89}\\
& \alpha=\left(z^{2}-b^{2}+\cos ^{2}(\phi / 2)\right), \beta=\left(1-b^{2}+z^{2}\right), \gamma=2 b \quad \text { and } \quad x=\frac{E}{\Delta}
\end{align*}
$$

This equation can be solved by squaring both sides, which yields the solutions

$$
\begin{equation*}
x= \pm \sqrt{\frac{2 \alpha \beta \pm \gamma \sqrt{\alpha(\beta-\alpha)+\gamma^{2}}}{\beta^{2}-\gamma^{2}}} . \tag{4.90}
\end{equation*}
$$

Defining $a=\frac{2 \alpha \beta \Delta^{2}+\gamma^{2} \Delta^{2}}{2 \beta^{2}+2 \gamma^{2}}$ and $b=\frac{\gamma \Delta \sqrt{\alpha \beta-\alpha^{2}+\gamma^{2}}}{\beta^{2}+\gamma^{2}}$ we can write the solution as $x=$ $s \sqrt{a+t b}$. Here $(s, t)= \pm 1$ and $s$ is the sign we must determine to ensure that we pick the right solution which also satisfies $\alpha-\beta x^{2}=-\sigma \gamma x \sqrt{1-x^{2}}$. Rewriting the condition we find

$$
\begin{equation*}
\beta(a+t b)-\alpha=\gamma \sigma s \sqrt{a+t b} \sqrt{1-a-t b} \Longrightarrow s(\sigma)=\operatorname{sign}\left(\frac{\beta(a+t b)-\alpha}{\sigma \gamma}\right) \tag{4.91}
\end{equation*}
$$

With this we find that the bound state energies $E_{ \pm \sigma}=s(\sigma) \sqrt{a \pm b}$ obtained here are consistent with those obtained with the Green's function method. But here we don't have the same parametrization of the parameters in terms of the displacement from the particle-hole symmetric point so $z$ and $b$ can be varied freely. To reach the same regime as we studied in the cotunneling model we should use $b<0, b \rightarrow 1 / g$ and $z \rightarrow 1 / w$. That is, for the parametrization used for the magnetic impurity where $w<g$, we here have $z>b$. This means that the model with two superconducting leads and a classical magnetic impurity corresponds to scattering on a $\delta$-barrier where the strength of the (repulsive) potential depends on the spin of the electrons and $0<U_{\uparrow}<U_{\downarrow}$. The bound states are plotted for $g=-0.5$ and $z=0.3$ in fig. 4.2. For $g>0$, we instead reach the regime of spin-split Andreev bound states as in figs. 3.2 and 5.4.

The general solution for the coefficients which is nontrivial when $E=E_{i \sigma}$ in $u$ and $v$ where $E_{i \sigma}$ is one of the positive bound state energies has a complicated form which is not particularly enlightening, but we state it here for completeness:


Figure 4.2: Bound state energies for $g=-0.5$ and $z=0.3$, which reproduces the result for the YSR-states in the classical spin approximation for intermediate exchange coupling.

$$
\begin{align*}
N r_{e \uparrow} & =\frac{e^{i \phi / 2}}{u+v}(u v((u+v) \sin (\phi)+i(v-u) \cos (\phi)) \\
& \left.-(u-v)\left(u^{2}(-g \sigma+z+i)+v^{2}(g \sigma+z+i)+u v(2 z+i)\right)\right) \\
N r_{h \uparrow} & =\frac{e^{i \phi / 2}}{u+v}(u v(-(u+v) \sin (\phi)+i(v-u) \cos (\phi))  \tag{4.92}\\
& \left.+(u-v)\left(u^{2}(g \sigma+z-i)+v^{2}(-g \sigma+z-i)+u v(2 z-i)\right)\right) \\
N t_{e \uparrow} & =v e^{i \phi}(-u(g \sigma+z)+v(g \sigma+z+i))+u(v(z-g \sigma)-u(z-g \sigma+i)) \\
N t_{h \uparrow} & =u e^{i \phi}(-v(g \sigma+z)+u(g \sigma+z-i))+v(u(z-g \sigma)-v(z-g \sigma-i)),
\end{align*}
$$

where N is a normalization constant which should be determined in the same way as for the Andreev bound states. We will not do that here, as the full expression when inserting the energy dependent expressions for $u$ and $v$ is too complicated for an analytical calcuation. The absolute square of the electron wave functions for the bound states in fig. 4.2 with $\phi=1.5$ are plotted in fig. 4.3. By remembering our comment about the two-channel nature of the problem in section 3.1 we can understand the different form of the two wave-functions. $\left|\psi_{E_{-\uparrow}}\right|^{2}$ has its maximum value at $x=0$, which is consistent with the fact that it arises from the even combination of the leads. On the other hand $\left|\psi_{E_{+\downarrow}}\right|^{2}$ belongs to the odd sector and has a minimum in $x=0$. The reason why it has a finite value here is that for $\phi \neq 0$ the even and odd sectors
are coupled, so that this state is no longer purely odd. $\left|\psi_{E_{+\downarrow}}(x=0)\right|^{2}$ decreases for decreasing $\phi$ until it reaches zero at $\phi=0$. This is seen in fig. 4.4 where $\left|\psi_{E \sigma}(x=0)\right|^{2}$ is plotted for different values of the phase. At $\phi=0$ this state is in principle purely odd, but then it is also no longer a bound state as it delocalizes and merges with the continuum of scattering states.

### 4.4.1 Scattering states

The scattering states for a magnetic potential are obtained in a way completely analogous to what was done above for the QPC. Only the two equations for the discontinuity of the derivative are modified due to the spin-dependent potential. We start by considering the scattering states for an incoming electron with spin-up using the ansatz from eq. 4.81 and adding a source term for a spin-up electron. With such a source term we get only scattering states which are spin-up electrons and spin-down holes. But if we had used a source-term for a spin-down electron we would as in the last section have obtained a similar result with the substitution $b \rightarrow \sigma b$. This allows us to write the system of equations for a general spin as

$$
\begin{align*}
\left(1+r_{e \sigma}\right) u+r_{h \bar{\sigma}} v & =\left(t_{e \sigma} u+t_{h \bar{\sigma}} v\right) e^{i \phi / 2} \\
\left(1+r_{e \sigma}\right) v+r_{h \bar{\sigma}} u & =\left(t_{e \sigma} v+t_{h \bar{\sigma}} u\right) e^{-i \phi / 2}  \tag{4.93}\\
\left(t_{e \sigma} u-t_{h \bar{\sigma}} v\right) e^{i \phi / 2}-\left(1-r_{e \sigma}\right) u-r_{h \bar{\sigma}} v & =-2 i(z+\sigma g)\left[u\left(1+r_{e \sigma}\right)+r_{h \bar{\sigma}} v\right] \\
\left(t_{e \sigma} v-t_{h \bar{\sigma}} u\right) e^{-i \phi / 2}-\left(1-r_{e \sigma}\right) v-r_{h \bar{\sigma}} u & =-2 i(z-\sigma g)\left[v\left(1+r_{e \sigma}\right)+r_{h \bar{\sigma}} u\right] .
\end{align*}
$$

These equations have the solution

$$
\begin{align*}
& r_{e \sigma}=\frac{\left(u^{2}-v^{2}\right)\left(g^{2}\left(v^{2}-u^{2}\right)+i g \sigma\left(u^{2}+v^{2}\right)+\left(u^{2}-v^{2}\right) z(i+z)\right)}{D} \\
& r_{h \bar{\sigma}}=\frac{\left.\left(1-e^{-i \phi}+2 i g \sigma\right) u^{3} v+\left(1-e^{i \phi}-2 i g\right) u v^{3}\right)}{D}  \tag{4.94}\\
& t_{e \sigma}=-\frac{i\left(u^{2}-v^{2}\right)\left(e^{i \phi / 2} v^{2}(i+g \sigma+z)-u^{2} e^{-i \phi / 2}(i+z-g \sigma)\right)}{D} \\
& t_{h \bar{\sigma}}=\frac{2 i u v\left(u^{2}-v^{2}\right)(g \sigma \cos (\phi / 2)+i z \sin (\phi / 2))}{D}
\end{align*}
$$

with $D=u^{4}\left((-i+g \sigma)^{2}-w^{2}\right)+v^{4}\left((i+g \sigma)^{2}-w^{2}\right)+2 u^{2} v^{2}\left(w^{2}-g^{2}\right)+2 u^{2} v^{2} \cos (\phi)$. We can then plug in the explicit forms of $(u, v)$ to obtain an expression for the coefficients which includes the dependence on energy:

$$
\begin{align*}
r_{e \sigma} D & =\left(E^{2}-\Delta^{2}\right)\left(z(i+z)-g^{2}\right)+i g \sigma E \sqrt{E^{2}-\Delta^{2}} \\
r_{h \bar{\sigma}} D & =\frac{\Delta}{2}\left[E(1-\cos (\phi))+i \sqrt{E^{2}-\Delta^{2}}(2 i g \sigma+\sin (\phi))\right] \\
t_{e \sigma} D & =-i \cos (\phi / 2)\left[g \sigma E \sqrt{E^{2}-\Delta^{2}}-(i+z)\left(E^{2}-\Delta^{2}\right)\right]  \tag{4.95}\\
& +\sin (\phi / 2)\left[E(i+z) \sqrt{E^{2}-\Delta^{2}}-g \sigma\left(E^{2}-\Delta^{2}\right)\right] \\
t_{h \bar{\sigma}} D & =i \Delta \sqrt{E^{2}-\Delta^{2}}[g \sigma \cos (\phi / 2)+i z \sin (\phi / 2)] .
\end{align*}
$$



Figure 4.3: Absolute square of the normalized wave functions for the two bound states of opposite spin with $g=-0.5, z=0.3$ and $\phi=1.5$. The wave functions have a maximum (top plot) and minimum (bottom plot) in $x=0$ as they arise from the even and odd combinations of the leads (see section 3.1). They decay on a length scale given by the coherence length. A value of $k_{F} \xi_{0}=10$ has been chosen for plotting purposes to make the oscillations visible. In reality their period is much shorter, eg. for Al we have $k_{F} \xi_{0}=28 \cdot 10^{3}$.


Figure 4.4: Absolute square of the two normalized bound state wave functions in fig. 4.3 evaluated in $x=0$ for different values of $\phi$. For the wave function arising from the odd combination of the leads we see that it goes to zero for $\phi=0$ as it is decoupled from the even sector.

Here the denominator is $D=E^{2}\left(g^{2}-z^{2}-1\right)-\Delta^{2}\left(g^{2}-w^{2}-\cos ^{2}(\phi / 2)\right)+2 i g \sigma E \sqrt{E^{2}-\Delta^{2}}$.

### 4.4.2 Transition matrix elements

We have seen that for a Josephson junction consisting of two superconducting leads separated by a tunnel barrier also in the presence of a magnetic scattering term the wave functions in the energy basis can be determined using the solution for a homogeneous superconductor as an ansatz. The Bogoliubov-transformation again takes the form

$$
\begin{align*}
\hat{\psi}_{\sigma}(x) & =\sum_{i= \pm} U_{E_{i} \sigma}(x) \gamma_{E_{i} \sigma}-\sigma V_{E_{i} \sigma}(x)^{*} \gamma_{E_{i} \bar{\sigma}}^{\dagger}+\sum_{E, \eta, \pm}\left(U_{E \sigma}^{\eta \pm}(x) \gamma_{E \eta \pm \sigma}-\sigma\left(V_{E \sigma}^{\eta \pm}(x)\right)^{*} \gamma_{E \eta \mp \bar{\sigma}}^{\dagger}\right) \\
& =\sum_{i}\left(U_{i \sigma}(x) \gamma_{i \sigma}-\sigma\left(V_{i \sigma}(x)\right)^{*} \gamma_{-i \bar{\sigma}}^{\dagger}\right), \tag{4.96}
\end{align*}
$$

with discrete contributions from the bound states within the gap $\left(0<E_{i}<\Delta\right)$ and a continuum of scattering states above the gap $(E>\Delta)$. We can relate this to our previous study of the YSR-states and change of ground state for a system with a magnetic impurity. First of all, we have learned that also in this more complicated case, we can describe the excitations of the system in terms of spin-dependent Bogoliubov quasiparticles labelled by their energy.

We have expressed the current operator in terms of the quasiparticle operators in eq. 4.25 and found from Fermi's golden rule that whenever the matrix element $\langle f| \hat{I}|i\rangle$ is nonzero a photon can be absorbed whereby the system ends up in an excited state. In contrast, if the matrix elements are zero the system can't absorb any photons and the admittance will also be zero. In particular, we can use this knowledge to explain why
the $\delta$-peak in the real part of the admittance vanished for the doublet-like ground state where the impurity spin is unscreened. We denote the ground state by $\left|\Phi_{0}\right\rangle$. When $\left|\Phi_{0}\right\rangle$ is the singlet-like screened state, the excited states with two quasiparticles of opposite spin are

$$
\begin{align*}
\left|f_{1}\right\rangle & =\gamma_{E \eta \pm \uparrow}^{\dagger} \gamma_{E_{+\downarrow}}^{\dagger}\left|\Phi_{0}\right\rangle \\
\left|f_{2}\right\rangle & =\gamma_{E \eta \pm \downarrow}^{\dagger} \gamma_{E_{-\uparrow}}^{\dagger}\left|\Phi_{0}\right\rangle \text { and }  \tag{4.97}\\
\left|f_{3}\right\rangle & =\gamma_{E_{-\uparrow} \gamma_{E_{+\downarrow}}^{\dagger}\left|\Phi_{0}\right\rangle}
\end{align*}
$$

(with $\eta \in e, h$ ). These states are all connected with the ground state by the current operator, $\left\langle f_{i}\right| \hat{I}\left|\Phi_{0}\right\rangle \neq 0$. In contrast, the other phase where the impurity spin is unscreened only has two possible final states which can be reached by means of the current operator:

$$
\begin{align*}
& \gamma_{E \eta \pm \uparrow}^{\dagger} \gamma_{E_{+\downarrow}}^{\dagger}\left|\Phi_{0}\right\rangle \text { and } \\
& \gamma_{E \eta \pm \uparrow}^{\dagger} \gamma_{E_{-\downarrow}}^{\dagger}\left|\Phi_{0}\right\rangle, \tag{4.98}
\end{align*}
$$

because $\left\langle\Phi_{0}\right| \gamma_{E_{-} \downarrow} \gamma_{E_{+} \downarrow} \hat{I}\left|\Phi_{0}\right\rangle=0$. This explains why the discrete absorption peak arising from the creation of two quasiparticles in the bound states is absent for this ground state and aids our understanding of the results of section 3.3. The underlying physical reason is as described in section 4.3.2 that the perturbation couples to the current which in superconductors is carried by Cooper pairs, so that the absorption of a photon causes the splitting of a Cooper pair whereby two quasiparticles of opposite spin are created and there must be available states for these quasiparticles to occupy, for which reason they can't both be created in the bound states for the doublet-like ground state. Such a transition would require the splitting of two Cooper pairs and is not possible in a first-order process where a single photon is absorbed.

Our results are related to the concept of quasiparticle poisoning which is a problem in the proposed transmon qubits constructed from a QPC. The operation of such qubits relies on coherent manipulation of the states in the even-parity subsystem formed by the states with zero or two quasiparticles in the ABS . But in a real circuit non-equilibrium effects can result in the apperance of a single quasiparticle in the Andreev bound state so that the qubit is unintentionally in an odd parity state [25]. This impedes the manipulation of the qubit, as the supercurrent is then blocked. Furthermore the quasiparticle can be long-lived as due to the superconducting gap it can only be removed by either being excited to the continuum by absorption of a photon of energy $\omega=$ $E-E_{A}$ with $E>\Delta$ or by forming a Cooper pair with a quasiparticle from the continuum whereby a photon of energy $\omega=E+E_{A}$ is emitted. These processes have been shown both theoretically and experimentally to have small transition rates, especially when the ABS are deep inside the gap [29].

## Chapter 5

## Noninteracting quantum dot

To aid our understanding of the results of chapter 3 and the effect of the approximations we made there, we will now study the Anderson model outside of the cotunneling regime and classical spin approximation. Starting again from the Hamiltonian for the Anderson model in eq. 3.1, we now consider the opposite limit of the strength of the Coulomb interaction $U \ll \Delta$ and let $U=0$. In the noninteracting limit the Anderson model describes resonant tunneling through a single energy level between the superconducting leads. This model exhibits the so-called proximity effect where the quantum dot (resonant level) becomes superconducting due to Cooper pairs hybridizing with the dot level. Bound states are also in this model forming inside the superconducting gap, and they are similar to the Andreev bound states of the QPC and hence have a more straightforward interpretation than the YSR-states. We will follow the approach used in ref. [22] and apply a magnetic field to the resonant level, which causes a Zeeman splitting of the dot levels as $\xi_{d \sigma}=\xi_{d}+\sigma \frac{B}{2}$. Applying a local magnetic field is in effect equivalent to performing a mean-field approximation of the Coulomb interaction in the weakly interacting limit for a local field $B=U\left(n_{\downarrow}-n_{\uparrow}\right) / 2$ [30].

### 5.1 Green's functions

The Hamiltonian describing the system is similar to the one we have used previously. We write it in terms of the spin-indexed Nambu spinors for the dot $\psi_{d}=\left(d_{\sigma}, d_{\bar{\sigma}}^{\dagger}\right)^{T}$ and for the leads $\psi_{\alpha k \sigma}=\left(c_{\alpha k \sigma}, c_{\alpha-k \bar{\sigma}}^{\dagger}\right)$. Again we move the phase of the order parameter to the tunneling terms by a gauge transformation and obtain:

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\alpha k \sigma} \psi_{\alpha k \sigma}^{\dagger} \mathbf{m}_{k}^{S C} \psi_{\alpha k \sigma}+\frac{1}{2} \psi_{d \sigma}^{\dagger} \mathbf{m}^{d} \psi_{d}+\frac{1}{2} \sum_{\alpha k \sigma}\left(\psi_{\alpha k \sigma}^{\dagger} \mathbf{m}_{\alpha}^{t} \psi_{d \sigma}+h . c .\right) \tag{5.1}
\end{equation*}
$$

where we have assumed symmetric coupling to the leads $t_{L}=t_{R}=t$ and where

$$
\begin{align*}
& \mathbf{m}_{k}^{S C}=\left(\begin{array}{cc}
\xi_{k} & -\sigma \Delta \\
-\sigma \Delta & -\xi_{k}
\end{array}\right) \quad \mathbf{m}^{d}=\left(\begin{array}{cc}
\xi_{d}+\sigma \frac{B}{2} & 0 \\
0 & -\left(\xi_{d}-\sigma \frac{B}{2}\right)
\end{array}\right) \\
& \mathbf{m}_{R}^{t}=\left(\begin{array}{cc}
t & 0 \\
0 & -t
\end{array}\right) \quad \mathbf{m}_{L}^{t}=\left(\begin{array}{cc}
t e^{i \phi / 2} & 0 \\
0 & -t e^{-i \phi / 2}
\end{array}\right) . \tag{5.2}
\end{align*}
$$

Again the current operator has the characteristic form which we have encountered several times

$$
\begin{equation*}
\hat{I}_{L}=e \dot{N}_{L}=i e\left[H, \hat{N}_{L}\right]=-i e t \sum_{k \sigma}\left(e^{i \phi / 2} c_{L k \sigma}^{\dagger} d_{\sigma}-e^{-i \phi / 2} d_{\sigma}^{\dagger} c_{L k \sigma}\right) \tag{5.3}
\end{equation*}
$$

in terms of the electron and dot operators.
We will now calculate the local Matsubara Green's functions for the system. The procedure is very similar to what was done in the previous chapters, but this time there are three different types of Nambu Green's functions: One for the individual leads $\mathcal{G}_{\alpha \alpha ; \sigma \sigma^{\prime}}\left(\tau, \tau^{\prime}\right)=-\sum_{k k^{\prime}}\left\langle T_{\tau} \psi_{\alpha k \sigma}(\tau) \psi_{\alpha k^{\prime} \sigma^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right\rangle$, one for the dot $\mathcal{G}_{d d ; \sigma \sigma^{\prime}}\left(\tau, \tau^{\prime}\right)=$ $-\left\langle T_{\tau} \psi_{d \sigma}(\tau) \psi_{d \sigma^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right\rangle$ and one describing the hybridization of the dot level and the leads $G_{\alpha d ; \sigma \sigma^{\prime}}\left(\tau, \tau^{\prime}\right)=-\sum_{k}\left\langle T_{\tau} \psi_{\alpha k \sigma}(\tau) \psi_{d \sigma^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right\rangle$. The bare Green's functions for the leads and dot in Fourier space are given by $\mathcal{G}_{L L \sigma}^{0}\left(i \omega_{l}\right)=\left(i \omega_{l} \sigma_{0}-\mathbf{m}_{k}^{S C}\right)^{-1}$ and $\mathcal{G}_{d d \sigma}^{0}\left(i \omega_{l}\right)=$ $\left(i \omega_{l} \sigma_{0}-\mathbf{m}^{d}\right)^{-1}$. We note that for our purposes it suffices to consider the dot and the left lead as our aim is again to calculate the current-current correlation function and obtain the real part of the admittance. As conservation of current requires that $I_{L}=-I_{R}$, we can express the current operator with reference to the left lead and dot only, and we only need the Green's functions involving those.

Writing up the equation of motion for the Green's functions involving the left lead gives a closed set of equations determining all three Green's functions. As was the case in the last chapter, the Green's functions are diagonal in spin because the Hamiltonian has no spin-flip terms, and we find that the set of equations is

$$
\begin{align*}
\mathcal{G}_{L L \sigma}\left(i \omega_{l}\right) & =\mathcal{G}_{L L \sigma}^{0}\left(i \omega_{l}\right)+\mathcal{G}_{L L \sigma}^{0}\left(i \omega_{l}\right) \mathbf{m}_{L}^{t} \mathcal{G}_{d d \sigma}\left(i \omega_{l}\right)\left(\mathbf{m}_{L}^{t}\right)^{\dagger} \mathcal{G}_{L L \sigma}^{0}\left(i \omega_{l}\right)  \tag{5.4}\\
\mathcal{G}_{d d \sigma}\left(i \omega_{l}\right) & =\mathcal{G}_{d d \sigma}^{0}\left(i \omega_{l}\right)+\mathcal{G}_{d d \sigma}^{0}\left(i \omega_{l}\right) \Sigma_{d \sigma}\left(i \omega_{l}\right) \mathcal{G}_{d d \sigma}\left(i \omega_{l}\right)  \tag{5.5}\\
\mathcal{G}_{L d \sigma}\left(i \omega_{l}\right) & =\mathcal{G}_{L L \sigma}^{0}\left(i \omega_{l}\right) \mathbf{m}_{L}^{t} \mathcal{G}_{d d \sigma}\left(i \omega_{l}\right)  \tag{5.6}\\
\mathcal{G}_{d L \sigma}\left(i \omega_{l}\right) & =\mathcal{G}_{d d \sigma}\left(i \omega_{l}\right)\left(\mathbf{m}_{L}^{t}\right)^{\dagger} \mathcal{G}_{L L \sigma}^{0}\left(i \omega_{l}\right) . \tag{5.7}
\end{align*}
$$

Here we introduced the self-energy for the dot $\Sigma_{d \sigma}\left(i \omega_{l}\right)=\sum_{i=L, R}\left(\mathbf{m}_{i}^{t}\right)^{\dagger} \mathcal{G}_{i i \sigma}^{0}\left(i \omega_{l}\right) \mathbf{m}_{i}^{t}$. We solve the above equations using Mathematica and obtain all the relevant Green's functions. From the Green's functions for the dot we can obtain the spectral functions. Some of the normal components are plotted in fig. 5.1 and here we see that indeed a gap opens in the density of states, and that there are discrete bound states within the gap. This shows that the dot has become superconducting due to the proximity effect.


Figure 5.1: Normal components of the spectral function for the dot with $\xi_{d}=0.5 \Delta, B=$ $0, \phi=2, \Gamma=0.6 \Delta$ and $\eta=10^{-3}$. Without a magnetic field $A_{\uparrow}=A_{\downarrow}$. We see that the spectral function is asymmetric as we are away from the particle-hole symmetric point $\xi_{d}=0$, and that an energy gap with two discrete bound states appears due to the hybridization with the superconducting leads.

All the retarded Green's functions have the same denominator, and from the zeros of this we can find the bound state energies of the system. We will start by considering the case of $B=0$ as we here get a simple expression which shows a connection with the Andreev bound states in the QPC. For $\eta \rightarrow 0$ the denominator is

$$
\begin{align*}
D(\omega) & =\frac{1}{\Delta^{2}-\omega^{2}}\left[\Delta^{2}\left(\xi_{d}^{2}+\frac{\Gamma^{2}}{2}-\omega^{2}\right)-\omega^{2}\left(\xi_{d}^{2}+\Gamma^{2}+2 \Gamma \sqrt{\Delta^{2}-\omega^{2}}-\omega^{2}\right)+\frac{\Gamma^{2}}{2} \Delta^{2} \cos (\phi)\right]  \tag{5.8}\\
& =\frac{\Delta^{2} \Gamma^{2} \cos ^{2}(\phi / 2)}{\Delta^{2}-\omega^{2}}-\left(\omega-\xi_{d}-\frac{\Gamma \omega}{\sqrt{\Delta^{2}-\omega^{2}}}\right)\left(\omega+\xi_{d}-\frac{\Gamma \omega}{\sqrt{\Delta^{2}-\omega^{2}}}\right) \tag{5.9}
\end{align*}
$$

where $\Gamma_{L}=\Gamma_{R}=2 \pi \nu_{F} t^{2} \equiv \Gamma$ is the transition rate for tunneling between the leads and the resonant level. By solving the equation $D(\omega)=0$ we find an equation for the bound state energies:

$$
\begin{align*}
0 & =\Delta^{2} \Gamma^{2}\left(1-\sin ^{2}(\phi / 2)\right)-\left(\Delta^{2}-E_{B}^{2}\right)\left(E_{B}-\xi_{d}-\frac{\Gamma E_{B}}{\sqrt{\Delta^{2}-E_{B}^{2}}}\right)\left(E_{B}+\xi_{d}-\frac{\Gamma E_{B}}{\sqrt{\Delta^{2}-E_{B}^{2}}}\right) \\
& =\Delta^{2}\left(\xi_{d}^{2}+\Gamma^{2}\left(1-\sin ^{2}(\phi / 2)\right)\right)-E_{B}^{2}\left(\xi_{d}^{2}+\left(\Gamma+\sqrt{\Delta^{2}-E_{B}^{2}}\right)^{2}\right) \tag{5.10}
\end{align*}
$$

$$
\begin{align*}
& \Rightarrow E_{B}^{2}=\frac{\Delta^{2}\left(\xi_{d}^{2}+\Gamma^{2}\left(1-\sin ^{2}(\phi / 2)\right)\right)}{\xi_{d}^{2}+\left(\Gamma+\sqrt{\Delta^{2}-E_{B}^{2}}\right)^{2}}  \tag{5.11}\\
& \Rightarrow E_{B}^{2}=\Delta^{2} \frac{\xi_{d}^{2}+\Gamma^{2}}{\xi_{d}^{2}+\left(\Gamma+\sqrt{\Delta^{2}-E_{B}^{2}}\right)^{2}}\left(1-\frac{\Gamma^{2}}{\xi_{d}^{2}+\Gamma^{2}} \sin ^{2}(\phi / 2)\right)
\end{align*}
$$

This is a self-consistency equation which for a given set of parameters can be solved numerically as seen in fig. 5.2 where the bound state energies are plotted for $\phi=0$ as a function of the level position $\xi_{d}$. In the QPC the bound states reached the gap at $\pm \Delta$ at $\phi=0$, but this is not the case here, which can be interpreted as the existence of an effective gap which depends on $\xi_{d}$ and $\Gamma$. The overall dependence on the phase difference is however similar to what was found for the QPC. Introducing the BreitWigner transmission probability at the Fermi level which is given by [31]

$$
T_{B W}=\frac{\Gamma_{L} \Gamma_{R}}{\left(\xi_{d}^{2}+\frac{1}{4} \Gamma_{t o t}^{2}\right)}=\frac{\Gamma^{2}}{\xi_{d}+\Gamma^{2}},
$$

where $\Gamma_{\text {tot }}=\Gamma_{L}+\Gamma_{R}=2 \Gamma$ is the total transmission rate we can write

$$
\begin{equation*}
E_{B}^{2}=\Delta^{2} \frac{\xi_{d}^{2}+\Gamma^{2}}{\xi_{d}^{2}+\left(\Gamma+\sqrt{\Delta^{2}-E_{B}^{2}}\right)^{2}}\left(1-T_{B W} \sin ^{2}(\phi / 2)\right) \tag{5.12}
\end{equation*}
$$

In the limit $\Gamma \gg \sqrt{\Delta^{2}-E_{B}^{2}}$ where the bound state energies are close to the gap eq. 5.12 reduces to the familiar form

$$
\begin{equation*}
E_{B}^{2}=\Delta^{2}\left(1-T_{B W} \sin ^{2}(\phi / 2)\right) \tag{5.13}
\end{equation*}
$$

which is the Andreev bound state energy. From this we see that the bound states are similar to the Andreev bound states for the QPC. Their physical origin is also the same as a Cooper pair can tunnel to the dot from the right lead and either proceed to the right lead or tunnel back to the left lead. This can happen repeatedly and is reminiscent of the Andreev reflections.

### 5.1.1 Magnetic field

When applying a magnetic field to the resonant level, the bound states described in the previous section become spin-split, as the energies for spin-down (up) are pushed up (down) in energy. This is seen in fig. 5.4 a). For sufficiently large magnetic fields $(B \sim \Delta)$, the lowest Andreev bound states can cross zero energy implying the transition to a new ground state as was also the case for YSR-states in the previous chapter. However, in this case it is easier to give a physical description of the different states involved. To enhance our understanding of the system, we start by considering the energy levels of the dot in the absence of coupling to the leads. The dot can be


Figure 5.2: Bound state energies for different values of the coupling strength $\Gamma$ with $B=0$ and $\phi=0$. At weak coupling the bound state energy (and hence effective energy gap) is approximately equal to $\pm \xi_{d}$, whereas for strong coupling it becomes more independent of the level position and moves towards the gap.
occupied by zero electrons $|0\rangle$, one electron of spin up $|\uparrow\rangle$ or spin down $|\downarrow\rangle$ or two electrons of opposite spin $|\uparrow \downarrow\rangle$. These states have energies

$$
\begin{equation*}
E_{0}=0 \quad E_{\uparrow}=\xi_{d}+\frac{B}{2} \quad E_{\downarrow}=\xi_{d}-\frac{B}{2} \quad E_{2}=2 \xi_{d} \tag{5.14}
\end{equation*}
$$

At zero magnetic field the state with an empty level has the lowest energy and is the ground state. But when the strength of the magnetic field is increased sufficiently the state $|\downarrow\rangle$ crosses zero and becomes the favored state of the dot as seen in fig. 5.3.

Of course these states are no longer eigenstates when the coupling to the leads is turned on, $\Gamma \neq 0$. But we will see later that the dot states are modified by the interaction in such a way that a similar interpretation is still possible with the singlet states $|0\rangle$ and $|\uparrow \downarrow\rangle$ being substituted by singlet BCS-states. Based on this simple argument we have obtained an intuition for the reason why the system exhibits two different ground states, and in what follows we will refer to them as $|-\rangle$ and $|\sigma\rangle$ due to their singlet and doublet nature. We should however keep in mind that our use of a magnetic field has spin-polarised the states $|\sigma\rangle$, so that they are not true spindegenerate doublet states.

Importantly, we now see that this simpler model exhibits the same characteristic features as in the classical spin approximation with a similar bound state spectrum as seen in fig. 5.4 and two possible ground states of different parity. Fig. 5.4 b) depicts the crossing of the bound states signifying a change of ground state for an intermediate strength of the magnetic field where both ground states can be attained by variying the phase difference. For small values of $\phi$, the excited bound states have opposite spin


Figure 5.3: Energy levels of the uncoupled quantum dot with a magnetic field but without Coulomb repulsion.
and are a spin-split pair of Andreev bound states. Here the ground state is a BCS-like singlet state. The excited states are then the two states where the dot is occupied by a single quasiparticle of either spin and the excited BCS-like state $|+\rangle$. At $\phi \sim \pi / 2$ the two bound states with the smallest energies cross zero energy and the crossing signifies that the ground state changes. Now the ground state is the doublet state where a quasiparticle of spin down is occupying the dot (with the spin determined by the direction of the magnetic field). The excited states are then the two singlet states and the doublet state of opposite spin $|\uparrow\rangle$.

For sufficiently strong fields both bound states with spin-up are above zero energy for all values of $\phi$ as seen in fig. 5.4 c ), and the ground state is always the doublet state. To obtain the same spins of the bound states as in the classical spin approximation, we have to use a magnetic field in the $-\hat{z}$-direction here. In this model it is very easy to understand that the spin-dependence of the bound state energies is due to the states with spin anti-parallel to the magnetic spin being energetically favored, and that the singlet and doublet nature of the states has to do with the occupation of the dot level.

### 5.1.2 Linear response

Using our results from the previous chapter it is very easy to obtain a result for the admittance in the presently studied model. Eq. 5.3 is almost identical to eq. 3.42 , except for the electron operators for the left lead being replaced by the ones for the dot. This means that through the substitution $R \rightarrow d$ in the spectral functions, we can directly use the expression for $\operatorname{Re} Y(\omega)$ in eq. 3.53 with the Green's functions determined by eq. 5.7. We then have


Figure 5.4: When a local magnetic field is applied to the energy level $\xi_{d}$ this causes a Zeeman shift which splits the spin-degenerate Andreev bound states. As the magnetic field is increased, the ground states changes and the doublet state is energetically favored. The parameters used are $\xi_{d}=0.1 \Delta$ and $\Gamma=0.6 \Delta$ and $B=0.1 \Delta$ in a), $B=0.8 \Delta$ in b) and $B=1.5 \Delta \mathrm{in} \mathrm{c})$.
$\operatorname{Re} Y(\omega)=-\frac{G_{0}}{4 \omega} \sum_{\sigma} \operatorname{Re} \int_{0}^{\omega} d \epsilon \operatorname{Tr}\left[\mathbf{t}_{\sigma}^{*} A_{L L \sigma}(\epsilon-\omega) \mathbf{t}_{\sigma} A_{d d \sigma}(\epsilon)-\mathbf{t}_{\sigma} A_{d L \sigma}(\epsilon-\omega) \mathbf{t}_{\sigma} A_{d L \sigma}(\epsilon)\right]$,
with

$$
\mathbf{t}_{\sigma}=\left(\begin{array}{cc}
t e^{i \phi / 2} & 0  \tag{5.15}\\
0 & t e^{-i \phi / 2}
\end{array}\right)
$$

Even without performing the numerical integration, we anticipate that the results will be very similar to what we obtained for the YSR states. This is because the bound states acquire a similar form here for a nonzero magnetic field, and we know from eqs. 3.67-3.70 that the different features in $\operatorname{Re} Y(\omega)$ mathematically depend mainly on the spin and energy of the bound states. The only difference is that here the groundand excited states of the system have a slightly different and more straightforward interpretation. We perform the integration in eq. 5.15 numerically for the parameters used in fig. 5.4 b ) at the values of $\phi$ indicated by gridlines (1)- (3) there. The result is seen in fig. 5.5.

It is obvious that the results are similar to the ones obtained in the classical spin approximation, and we are able to give a physical explanation for the different absorption peaks as well as explain why the $\delta$-peak disappears when the ground state changes from being the singlet state to the doublet state. We start by considering the case of a singlet-like BCS ground state, which yields the admittance seen in figs. 5.5 a) and c). Here we see three features in the admittance. Two contributions with threshold frequencies $E_{-\downarrow}+\Delta$ and $E_{+\uparrow}+\Delta$ and a discrete peak at frequency $E_{-\downarrow}+E_{+\uparrow}$. For the singlet ground state the first excited state is the doublet state $|\downarrow\rangle$ (in terms of level occupation) and the second excited state is the other doublet state $|\uparrow\rangle$. Each of these states are reached by creating a quasiparticle on the dot with energy $E_{-\downarrow}$ and $E_{+\uparrow}$ respectively. This is done by splitting a Cooper pair whereby a surplus quasiparticle with energy $\Delta$ is created in the continuum. This gives the threshold frequencies stated above. It is also possible to reach the third excited state by creating a quasiparticle in each of the bound states whereby the dot ends up being in the doubly occupied singlet state $|+\rangle$. This process is responsible for the absorption peak at $\omega=E_{-\downarrow}+E_{+\uparrow}$. All the processes mentioned here conserve parity as they should.

In contrast, when the ground state changes to the doublet state where the dot is occupied by a spin-down electron $|\downarrow\rangle$ the admittance exhibits no discrete peak but only the two features at threshold frequencies $E_{+\uparrow}+\Delta$ and $E_{-\uparrow}+\Delta$. These threshold frequencies arise from the following excitation processes: The first excited state is the unoccupied dot which is reached by removing the spin-down quasiparticle on the dot (or correspondingly, creating a spin-up quasiparticle). The second excited state is the two-quasiparticle singlet state $|+\rangle$, achieved by creating a spin-down quasiparticle. In both cases the splitting of a Cooper pair again results in the creation of an additional quasiparticle in the continuum.

We can interpret the absence of the discrete peak as being due to the fact that it


Figure 5.5: $\operatorname{Re} Y(\omega)$ for a noninteracting S-QD-S junction with the parameters of fig. 5.4 and $\phi=1$ i (1), $\phi=2.8$ in (2) and $\phi=5$ in (3). The different features are similar to what was obtained for a classical magnetic impurity in the strongly interacting limit. The gridlines are at energies $E_{1}=E_{+\uparrow}+E_{-\downarrow}, E_{2}=\Delta+E_{-\downarrow}, E_{3}=\Delta+E_{+\uparrow}$ and $E_{4}=2 \Delta$ in (1) and (3) and $E_{1}=\Delta+E_{-\uparrow}, E_{2}=\Delta+E_{+\uparrow}$ and $E_{3}=2 \Delta$ in (2).
is impossible to create a quasiparticle in each of the bound states by splitting a single Cooper pair. This is in accordance with the fact that to get from the ground state $|\downarrow\rangle$ to the excited doublet state $|\uparrow\rangle$ the spin-down quasiparticle must first be removed (corresponding to the creation of a spin-up quasiparticle), and subsequently a spinup quasiparticle must be created on the dot. This would require the splitting of two Cooper pairs and would result in two additional quasiparticles being created above the gap. Hence that excitation can't be caused by the absorption of a single photon, and furthermore has an excitation energy larger than $2 \Delta$, so that we can describe the excited doublet state as being above the gap. In the next section we show that the description of the different states given here is correct, which is done by analytically determining the eigenstates and possible excitation processeses following the approach used by Meng et al. [32].

### 5.2 Limit of infinite gap

As mentioned several times, a central challenge when dealing with systems described by the Anderson model is finding ways to approximate the interaction term and make the problem solvable. We have previously studied the limits of $U \gg \Delta$ and $U=0$, and now we will present an approach which allows for calculations which are exact in the Coulomb interaction. We will study the limit of infite gap $\Delta>\omega_{l}$, which makes it possible to determine exactly the eigenstates of the Hamiltonian. That is, we assume that the characteristic energies of the problem are much smaller than the superconducting gap. In this limit the bare Matsubara (Nambu) Green's function for the leads becomes

$$
\mathcal{G}_{0}\left(i \omega_{l}\right)=\frac{\pi \nu_{F}}{\sqrt{|\Delta|^{2}-\left(i \omega_{l}\right)^{2}}}\left(\begin{array}{cc}
-i \omega_{l} & \Delta e^{-i \phi}  \tag{5.16}\\
\Delta^{*} e^{i \phi} & -i \omega_{l}
\end{array}\right) \approx \pi \nu_{F}\left(\begin{array}{cc}
0 & e^{-i \phi} \\
e^{i \phi} & 0
\end{array}\right)
$$

We start by using the equation of motion for $\mathcal{G}_{d d}\left(i \omega_{l}\right)$ with $U=0$, which is given by (eq. 5.7)

$$
\begin{align*}
\mathcal{G}_{d d}\left(i \omega_{l}\right)^{-1} & =\mathcal{G}_{d d}^{0}\left(i \omega_{l}\right)^{-1}-\Sigma_{d}\left(i \omega_{l}\right) \\
& =i \omega_{l} \sigma_{0}-\xi_{d} \sigma_{z}-t^{2} \sum_{i=L, R} \sigma_{z} \mathcal{G}_{i i}^{0}(i \omega l) \sigma_{z} \tag{5.17}
\end{align*}
$$

Here we only consider $\sigma=\uparrow$. We are not including a magnetic field, so we no longer need to use spin-indexed Nambu spinors. Furthermore we now keep the $\phi$-dependence on the order parameter, which means that $\mathbf{m}_{R}^{t}=\mathbf{m}_{L}^{t}=t \sigma_{z}$. The above equation is easily inverted to yield an expression for the dot Green's function

$$
\mathcal{G}_{d d}=\frac{1}{\left(i \omega_{l}\right)^{2}-\xi_{d}^{2}-(\Gamma \cos (\phi / 2))^{2}}\left(\begin{array}{cc}
i \omega_{l}+\xi_{d} & -\Gamma e^{-i \phi / 2} \cos (\phi / 2)  \tag{5.18}\\
-\Gamma e^{i \phi / 2} \cos (\phi / 2) & i \omega_{l}-\xi_{d}
\end{array}\right) .
$$

Which is identical to the Green's function for a homogeneous superconductor in eq. 1.16 with an effective gap $\Gamma_{\phi}=\frac{\Gamma}{2} \cos \left(\frac{\phi}{2}\right)$. We can thus readily define an effective Hamiltonian which produces this Green's function:

$$
\begin{equation*}
H_{e f f}=\sum_{\sigma} \xi_{d} d_{\sigma}^{\dagger} d_{\sigma}-\left(\Gamma_{\phi} e^{-i \phi / 2} d_{\uparrow}^{\dagger} d_{\downarrow}^{\dagger}+\Gamma_{\phi} e^{i \phi / 2} d_{\downarrow} d_{\uparrow}\right), \tag{5.19}
\end{equation*}
$$

which includes no reference to the leads but only depends on the total phase difference across the junction. The phases $e^{ \pm i \phi / 2}$ can be removed by a gauge transformation, and we then follow ref. [32] and reintroduce the interaction term

$$
\begin{equation*}
H_{e f f}=\sum_{\sigma} \tilde{\xi}_{d} d_{\sigma}^{\dagger} d_{\sigma}-\Gamma_{\phi}\left(d_{\uparrow}^{\dagger} d_{\downarrow}^{\dagger}+d_{\downarrow} d_{\uparrow}\right)+\frac{U}{2}\left(\sum_{\sigma} d_{\sigma}^{\dagger} d_{\sigma}-1\right)^{2} . \tag{5.20}
\end{equation*}
$$

where now $\tilde{\xi}_{d}=\xi_{d}+U / 2$, which yields the correct interaction energy for the different possible dot states. Here we explicitly see that due to the dot level hybridizing with the leads, which is again the proximity effect. The leads act as reservoirs of Cooper pairs. To diagonalize the Hamiltonian in eq. 5.20, we start by diagonalizing eq. 5.19 and to this end we write it in the ordered basis of dot states $\{|0\rangle,|\uparrow\rangle,|\downarrow\rangle,|\uparrow \downarrow\rangle\}$, where it is a $4 \times 4$-matrix

$$
H_{e f f}=\left(\begin{array}{cccc}
0 & 0 & 0 & \Gamma_{\phi}  \tag{5.21}\\
0 & \xi_{d} & 0 & 0 \\
0 & 0 & \xi_{d} & 0 \\
\Gamma_{\phi} & 0 & 0 & 2 \xi_{d}
\end{array}\right)
$$

Diagonalization of this matrix yields the eigenstates

$$
\begin{equation*}
|\uparrow\rangle, \quad|\downarrow\rangle, \quad|-\rangle=u|0\rangle-v|\uparrow \downarrow\rangle \quad \text { and } \quad|+\rangle=v|0\rangle+u|\uparrow \downarrow\rangle \tag{5.22}
\end{equation*}
$$

with

$$
\begin{equation*}
u=\frac{1}{\sqrt{2}} \sqrt{1+\frac{\xi_{d}}{\sqrt{\xi_{d}^{2}+\Gamma_{\phi}^{2}}}} \quad v=\frac{1}{\sqrt{2}} \sqrt{1-\frac{\xi_{d}}{\sqrt{\xi_{d}^{2}+\Gamma_{\phi}^{2}}}} \tag{5.23}
\end{equation*}
$$

and the eigenenergies are $E_{\uparrow}=E_{\downarrow}=E_{0}=\xi_{d}$ and $E_{ \pm}=\xi_{d} \pm \sqrt{\xi_{d}^{2}+\Gamma_{\phi}^{2}}$. Hence the noninteracting Hamiltonian is diagonal in the Bogoliubov quasiparticle operators

$$
\begin{equation*}
\gamma_{\sigma}=u d_{\sigma}-v \sigma d_{\bar{\sigma}}^{\dagger} \tag{5.24}
\end{equation*}
$$

By acting with the full Hamiltonian in eq. 5.20 on these states, we find that they are eigenstates also when the interaction term is included and the effect of the interaction is just to shift the energies of the singlet states to become $E_{ \pm}=\frac{U}{2}+\xi_{d} \pm \sqrt{\xi_{d}^{2}+\Gamma_{\phi}^{2}}$. The quasiparticle operators act as expected on the eigenstates:

$$
\begin{align*}
& \gamma_{\sigma}|\sigma\rangle=\left(u d_{\sigma}-v \sigma d_{\bar{\sigma}}^{\dagger}\right)|\sigma\rangle=\left(u|0\rangle-v \sigma^{2}|\uparrow \downarrow\rangle\right)=|-\rangle \\
& \gamma_{\sigma}|+\rangle=\left(u d_{\sigma}-v \sigma d_{\bar{\sigma}}^{\dagger}\right)(v|0\rangle+u|\uparrow \downarrow\rangle)=-\sigma|\bar{\sigma}\rangle  \tag{5.25}\\
& \gamma_{\sigma}|-\rangle=u v|\bar{\sigma}\rangle-u v|\bar{\sigma}\rangle=0,
\end{align*}
$$

with similar relations for the quasiparticle creation operators. Even though the interacting Hamiltonian is not diagonal in the quasiparticle operators, it will we useful to express it in terms of these operators. By inspection we find that the Hamiltonian

$$
\begin{equation*}
H=\sum_{\sigma} E \gamma_{\sigma}^{\dagger} \gamma_{\sigma}+\xi_{d}-E+U \gamma_{\uparrow} \gamma_{\uparrow}^{\dagger} \gamma_{\downarrow} \gamma_{\downarrow}^{\dagger} \tag{5.26}
\end{equation*}
$$

with $E=\frac{U}{2}+\sqrt{\Gamma_{\phi}^{2}+\xi^{2}}$ yields the correct eigenenergies.
By considering the eigenenergies of the Hamiltonian which are plotted in fig. 5.6 as a function of interaction strength and phase, we can infer that this model exhibits a phase transition from a (singlet) BCS ground state $|-\rangle$ to a degenerate doublet state $|\sigma\rangle$ where it is energetically favorable for the dot to be occupied by a single quasiparticle of either spin. The phase transition happens at a critical value of the interaction strength determined by

$$
\begin{equation*}
E_{-} \stackrel{!}{=} E_{0} \quad \rightarrow \quad \frac{U_{c}}{2}-\sqrt{\xi_{d}^{2}+\Gamma_{\phi}^{2}}=0 \quad \rightarrow \quad U_{c}=2 \sqrt{\xi_{d}^{2}+\Gamma_{\phi}^{2}} \tag{5.27}
\end{equation*}
$$

We have hence found that this simple model which is exact in $U$ exhibits the singletdoublet phase transition which we also found in the other limits of the Anderson model previously studied. Here the phase transition requires no external field but is solely due to the Coulomb interaction. In addition we are here also able to find the eigenstates and see that they are true quantum mechanical singlet and doublet states in contrast with what we had for the classical spin approximation. We will now proceed by calculating the admittance in the infinte gap limit to see if this confirms our previous results that the absorption peak corresponding to the creation of two quasiparticles in the subgap states vanishes for a doublet ground state.

### 5.2.1 Admittance

From the original form of the Hamiltonian in eq. 5.1 where the phase-dependence enters in the same way as for the QPC, we can infer that the relevant response function for investigating photon absorption processes is still the current-current correlation function,

$$
\begin{equation*}
\chi_{I I}(t)=i e \theta(t)\langle[I(t), I(0)]\rangle_{0} \tag{5.28}
\end{equation*}
$$

The easiest way to express the current operator in terms of the quasiparticle operators in the limit of infinite gap is by taking the phase-derivative of the Hamiltonian [12]

$$
\begin{equation*}
\hat{I}=-2 e \frac{\partial H}{\partial \phi}=-e \Gamma \sin \left(\frac{\phi}{2}\right)\left(d_{\uparrow}^{\dagger} d_{\downarrow}^{\dagger}+d_{\downarrow} d_{\uparrow}\right) . \tag{5.29}
\end{equation*}
$$

That the current is obtained as the phase derivative of the Hamiltonian can be intuitively understood by remembering our result from section 1.3 that charge and phase are conjugate variables. From classical mechanics we then have a relation for the time


Figure 5.6: Eigenenergies for the interacting quantum dot in the limit of $\Delta \rightarrow \infty$. Left: As a function of dimensionless interaction strength $U / \Gamma$ for $\xi_{d} / \Gamma=-0.5$ and $\phi=\pi / 2$. Right: As a function of phase bias across the junction for the parameters $\xi_{d} / \Gamma=-0.4$ and $U / \Gamma=0.6$. The crossing of $E_{0}$ and $E_{-}$signifies a phase transition from a singlet to a doublet ground state.
derivative of the charge, which is $\dot{q}=\partial_{\phi} H$. By inserting the Bogoliubov transformation we find the current operator

$$
\begin{equation*}
\hat{I}=-e \Gamma \sin \left(\frac{\phi}{2}\right)\left(\left(u^{2}-v^{2}\right)\left(\gamma_{\uparrow}^{\dagger} \gamma_{\downarrow}^{\dagger}+\gamma_{\downarrow} \gamma_{\uparrow}\right)+2 u v\left(\gamma_{\downarrow} \gamma_{\downarrow}^{\dagger}-\gamma_{\uparrow}^{\dagger} \gamma_{\uparrow}\right)\right) . \tag{5.30}
\end{equation*}
$$

We note that the expectation value is

$$
\begin{align*}
\langle\hat{I}\rangle & =-2 e u v \Gamma \sin \left(\frac{\phi}{2}\right)\left\langle\gamma_{\downarrow} \gamma_{\downarrow}^{\dagger}-\gamma_{\uparrow}^{\dagger} \gamma_{\uparrow}\right\rangle \\
& =-2 e u v \Gamma \sin \left(\frac{\phi}{2}\right)\left(1-n_{\gamma}\right), \tag{5.31}
\end{align*}
$$

where the occupation factor $1-n_{\gamma}=1-\left\langle\gamma_{\uparrow}^{\dagger} \gamma_{\uparrow}-\gamma_{\downarrow}^{\dagger} \gamma_{\downarrow}\right\rangle$ is zero in the doublet ground state and one in the singlet ground state. The doublet ground state doesn't carry any supercurrent when there is no contribution from the superconducting continuum, whereas the current in the singlet ground state has a sinusoidal dependence on the phase as expected for a Josephson junction. This is equivalent to a QPC where the current is carried only by the bound states and is blocked if the system is in an oddpartiy state (with a single quasiparticle occupying the Andreev bound state). In order to calculate the retarded two-particle Green's functions in $\chi_{I I}(\omega)$, we note that the two-quasiparticle operators have a simple time evolution. This is seen by considering
their equation of motion. For the anomalous operators we find:

$$
\begin{align*}
i \partial_{t}\left(\gamma_{\uparrow}^{\dagger}(t) \gamma_{\downarrow}^{\dagger}(t)\right) & =-\left[H, \gamma_{\uparrow}^{\dagger} \gamma_{\downarrow}^{\dagger}\right](t)=-(2 E-U)\left(\gamma_{\uparrow}^{\dagger}(t) \gamma_{\downarrow}^{\dagger}(t)\right)  \tag{5.32}\\
& \rightarrow \gamma_{\uparrow}^{\dagger}(t) \gamma_{\downarrow}^{\dagger}(t)=e^{-i(2 E-U) t} \gamma_{\uparrow}^{\dagger} \gamma_{\downarrow}^{\dagger}
\end{align*}
$$

and

$$
\begin{align*}
i \partial_{t}\left(\gamma_{\downarrow}(t) \gamma_{\uparrow}(t)\right) & =-\left[H, \gamma_{\downarrow} \gamma_{\uparrow}\right](t)=(2 E-U)\left(\gamma_{\downarrow}(t) \gamma_{\uparrow}(t)\right) \\
& \rightarrow \gamma_{\downarrow}(t) \gamma_{\uparrow}(t)=e^{i(2 E-U) t} \gamma_{\downarrow} \gamma_{\uparrow} . \tag{5.33}
\end{align*}
$$

And the normal operators are constant in time as they commute with the Hamiltonian

$$
\begin{gather*}
\gamma_{\downarrow}(t) \gamma_{\downarrow}^{\dagger}(t)=\gamma_{\downarrow} \gamma_{\downarrow}^{\dagger} \\
\gamma_{\uparrow}^{\dagger}(t) \gamma_{\uparrow}(t)=\gamma_{\uparrow}^{\dagger} \gamma_{\uparrow} . \tag{5.34}
\end{gather*}
$$

We can now easily obtain all two-particle Green's functions in the current-current correlation function just by calculating commutators. For ease of notation, we define the anomalous pair-operator $\hat{\Delta}_{\gamma}=\gamma_{\uparrow}^{\dagger} \gamma_{\downarrow}^{\dagger}$. The Green's functions with only anomalous operators are

$$
\begin{align*}
G_{\Delta \Delta^{\dagger}}^{R}(t) & =-i \theta(t)\left\langle\left[\hat{\Delta}_{\gamma}(t), \hat{\Delta}_{\gamma}^{\dagger}(0)\right]\right\rangle_{0} \\
& =-i \theta(t) e^{-i(2 E-U) t}\left\langle\left[\hat{\Delta}_{\gamma}, \hat{\Delta}_{\gamma}^{\dagger}\right]\right\rangle_{0}  \tag{5.35}\\
& =i \theta(t) e^{-i(2 E-U) t}\left(1-n_{\gamma}\right),
\end{align*}
$$

with $n_{\gamma}$ defined above and

$$
\begin{align*}
G_{\Delta^{\dagger} \Delta}^{R}(t) & =-i \theta(t)\left\langle\left[\hat{\Delta}_{\gamma}^{\dagger}(t), \hat{\Delta}_{\gamma}(0)\right]\right\rangle_{0} \\
& =-i \theta(t) e^{i(2 E-U) t}\left(1-n_{\gamma}\right) \tag{5.36}
\end{align*}
$$

The Green's functions with normal two-particle operators vanish:

$$
\begin{equation*}
G_{n_{\uparrow} n_{\downarrow}^{\dagger}}^{R}(t)=-i \theta(t)\left\langle\left[\gamma_{\uparrow}^{\dagger} \gamma_{\uparrow}, \gamma_{\downarrow} \gamma_{\downarrow}^{\dagger}\right]\right\rangle_{0}=0, \tag{5.37}
\end{equation*}
$$

and the mixed Green's functions similarly evaluate to

$$
\begin{equation*}
G_{n_{\uparrow \Delta}}^{R}(t)=-i \theta(t)\left\langle\left[\hat{n}_{\uparrow}, \hat{\Delta}_{\gamma}\right]\right\rangle_{0}=-i \theta(t)\left\langle\hat{\Delta}_{\gamma}\right\rangle_{0}=0, \tag{5.38}
\end{equation*}
$$

with the same result for all other combinations. Here we used that the expectation value of the anomalous operators is zero. Collecting everything, we find that the response function is

$$
\begin{align*}
\chi_{I I}(t) & =-e \Gamma^{2} \sin ^{2}\left(\frac{\phi}{2}\right)\left(u^{2}-v^{2}\right)^{2}\left(G_{\Delta^{\dagger} \Delta}(t)+G_{\Delta \Delta^{\dagger}}(t)\right)  \tag{5.39}\\
& =i \theta(t) e \Gamma^{2} \sin ^{2}\left(\frac{\phi}{2}\right)\left(u^{2}-v^{2}\right)^{2}\left(e^{-i(2 E-U) t}\left(1-n_{\gamma}\right)-e^{i(2 E-U) t}\left(1-n_{\gamma}\right)\right) .
\end{align*}
$$

Fourier transformation yields

$$
\begin{equation*}
\chi_{I I}(\omega)=e \Gamma^{2} \sin ^{2}\left(\frac{\phi}{2}\right)\left(\frac{1}{\omega+i \eta+(2 E-U)}-\frac{1}{\omega+i \eta-(2 E-U)}\right)\left(1-n_{\gamma}\right) . \tag{5.40}
\end{equation*}
$$

Remembering that the relation between response function and admittance is $Y(\omega)=$ $\frac{i e}{\omega} \chi_{I I}(\omega)$, we obtain the real part of the admittance, which is the main result of this section

$$
\begin{align*}
\operatorname{Re} Y(\omega) & =-\frac{e}{\omega} \operatorname{Im} \chi_{I I}(\omega) \\
& =-\frac{e^{2} \Gamma^{2}}{\omega} \sin ^{2}\left(\frac{\phi}{2}\right)(\delta(\omega+(2 E-U))-\delta(\omega-(2 E-U)))\left(1-n_{\gamma}\right) \tag{5.41}
\end{align*}
$$

$\operatorname{Re} Y(\omega)$ is an even function as expected and always positive. The occupation factor $\left(1-n_{\gamma}\right)$ is zero when the ground state is a doublet. Hence the system is unable to absorb radiation in the doublet ground state. This is as expected, as no parityconserving transitions are possible from the state $|\sigma\rangle$ to the states $|-\rangle$ and $|+\rangle$ in the absence of the superconducting continuum. Such a transition would have to involve an exchange of electrons with the leads, and this is not possible in the limit $\Delta \rightarrow \infty$.

In the singlet ground state, the system can absorb a photon with energy $\omega=$ $2 E-U=\sqrt{\xi_{d}^{2}+\Gamma_{\phi}^{2}}=E_{+}-E_{-}$. From this energy, we can infer that the absorbed photon causes the system to be excited from the ground state $|-\rangle$ to the excited singlet state $|+\rangle$. This process conserves parity as it should. And as the state $|-\rangle$ has zero quasiparticles and $|+\rangle$ has two, this is a process where the system absorbs a photon and two quasiparticles are created in the bound states. In conclusion, our results from studying S-QD-S-junctions in the limits $U \gg \Delta$ and $U \ll \Delta$ that no absorption process related to the creation of two quasiparticles with energy $E<\Delta$ is possible when the system is in a doublet ground state has been confirmed for this approach which is exact in $U$, and where we included only the bound states in our calculation. As the eigenstates of the system were known, it was here very easy to understand the possible transition. Importantly, this approach captured the quantum mechanical nature of the singlet and doublet states in an exact manner.

In conclusion, the results of this chapter indicate that both the noninteracting quantum dot with a magnetic field and the classical spin approximation correctly capture the singlet and doublet nature of the states of an S-QD-S Josephson junction described by the Anderson model. The main effect of both approximations is to spin-polarise the problem and break the degeneracy of the doublet state. But this doesn't affect the results for the admittance and generally the photon absorption properties in the linear response regime, as when the ground state is a doublet the energy of the excited doublet state is pushed above the gap in the sense that it takes two photons to induce a transition between these states. Hence we expect that our results for the real part of the admittance in figs. 3.8 and 5.5 are valid also outside of these approximations, eg. for a quantum mechanical impurity spin in the cotunneling model.

## Chapter 6

## Summary and conclusion

Having studied different types of Josephson junctions subject to a small, harmonic phase bias from many different angles, we are now in a position to provide some general results for the ability of such a junction to absorb photons. The quantum point contact is a particularly simple system, which exhibits the well-known Andreev bound states. By calculating the linear response of the current to a time-dependent voltage bias we obtained a result for the real part of the admittance, which is related to the absorbed power. The absorption spectrum had three different contributions, which could all easily be associated with the creation of quasiparticles in the bound state or in the superconducting continuum.

This calculation was then repeated for an S-QD-S junction studied in the regime of strong Coulomb interaction, with the dot being occupied by a classical impurity spin. In contrast with the simple QPC, this system has four bound states below the gap which are not spin-degenerate, and which can cross zero energy, signifying a change of ground state. The results for the admittance showed to be dependent on whether the ground state of the system was the singlet-like screened state or the doublet-like unscreened state. In particular, the $\delta$-peak in $\operatorname{Re} Y(\omega)$ arising from the creation of two quasiparticles in the subgap states was not present for the doublet ground state. As it was not immediately clear how these results were affected by the classical spin approximation it proved necessary to approach the problem from another point of view.

This motivated the study of an S-QD-S-junction in the opposite noninteracting limit of $U=0$, but with a magnetic field which in effect is equivalent to a mean-field treatment of the Coulomb interaction and results in a spin-splitting of the Andreevlike bound states. It was clear that by tuning the magnetic field, it was possible to obtain bound states with the same properties as the YSR-states, again showing that the system exhibited a phase transition between a singlet and a doublet ground state. As expected, the discrete absorption peak disappeared for the doublet ground state. However also in this model the eigenstates of the system weren't known, so to see how the dot states where modified by the coupling to the leads and establish whether they were actually singlet and doublet states also in a fully quantum mechanical treatment of the problem we studied the limit of $\Delta \rightarrow \infty$.

Here it was possible to write up an effective Hamiltonian involving only the dot. In this reduced Hilbert space, the eigenstates were found to be true quantum mechanical singlet and doublet states. Calculating the real part of the admittance confirmed our previous results. When excluding the superconducting continuum, only the peak related to the creation of two quasiparticles in the subgap states was present, and this peak vanished for the doublet ground state. This enhanced our belief that the calculations for a classical magnetic impurity and weakly interacting dot captured correctly the singlet and doublet nature of the eigenstates, at least to the extend necessary for the calculations in the regime of linear response to be correct.

We found that the physical reason behind the absorption peak being absent in the doublet ground state had a simple explanation which is most easily accessible in perturbation theory. By determining the eigenstates of a scattering problem with a magnetic potential, we found that the current operator can only induce transitions between initial and final states which differ by two quasiparticles of opposite spin. This is related to the fact that the perturbation couples to the current operator so that the quasiparticles are created by splitting a Cooper pair. Transitions between doublet and singlet states must requires electron exchange with the superconducting leads and hence result in the creation of a quasiparticle in the continuum.

### 6.1 Outlook

A natural extension of our work would be to seek further evidence that the results for an S-QD-S-junction with a magnetic impurity are also valid outside the regime studied here with $U \gg \Delta$ and assuming a classical magnetic impurity. The assumption that the impurity spin is classical somewhat limits our ability to predict whether the results extend to the more physically correct description in terms of a quantum impurity spin in the cotunneling regime where spin-flips play an important role. It is possible to include the possibility for spin-flips in the scattering formalism of chapter 4 as done in ref. [33] where the DC Josephson effect is investigated for a SFS-junction where spinflips can occur at the interface between superconductor and ferromagnet. Multiple approximation methods applicable to the Anderson model with a magnetic impurity also exist. One such approach is the Numerical Renormalization Group (NRG) method which can be used to deal with a quantum mechanical impurity coupled to a noninteracting bath eg. of Cooper pairs with a continuous spectrum [34]. Here a logarithmic discretization of the energy spectrum is performed, which yields a high resolution of the low-energy excitations. Subsequently the system can be mapped onto an effective tight-binding model where the number of sites depends exponentially on the size of the discrete energy intervals. An iterative diagonalization is performed adding one site at a time, a process which has to be truncated at a suitable point. This method has been used by Jellinggaard et et. [35] to describe the YSR-states in good agreement with experiments and by [36] to capture the quantum phase transition between the singlet and doublet ground states. Another approach used by ref. [20] is taking the
zero bandwidth-limit where the Anderson model can be diagonalized exactly. It is valid in the limit where $\Delta$ is much larger than the other energy scales of the problem. Here the leads are approximated by a single level, which drastically reduces the size of the Hilbert space and allows for exact diagonalization. This model again captures the phase transition and the nature of the bound states but has no information about the superconducting gap.

Lastly, it would of course be of great interest of us to know if our results can be verified experimentally. This should be done using reflectometry as described in section 1.3. Related experiments designed to perform spectroscopy of Andreev bound states have already been carried out eg. by Bretheau et al. [37] in a QPC. Here the Josephson junction which is subject to the measurement is connected in parallel with a superconducting tunnel junction to form a SQUID. This makes it possible to apply a phase bias to the junction by means of a magnetic flux in the loop of the SQUID. The SQUID is capacitively coupled to the spectrometer which is a voltage-biased tunnel junction and also acts as a source of microwave radiation. When the spectrometer is subject to a coltage bias $V_{J}$ it emits photons with energy $\nu_{J}=2 e V_{J} / h$ which can be absorbed by the Josephson junction causing a Cooper pair to tunnel across the spectrometer. This can then be measured as a current. With today's experimental techniques it should be possible to carry out experiments such as these also for the type of system studied in this thesis.
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## Appendices

## Appendix A

## Conductance

We wish to determine the conductance for a system described by the tunneling Hamiltonian denoted $H_{T}$ in eq. 2.1. The well-known Landauer-Büttiker formula states that the conductance $G$ for such a system consisting of two leads separated by a tunneling barrier with just a single transmission mode is given in terms of the transmission coefficient $\tau$ as [38]

$$
\begin{equation*}
G=\frac{e^{2}}{\pi} \tau=G_{0} \tau \tag{A.1}
\end{equation*}
$$

where $G_{0}$ is the conductance quantum (here in units where $\hbar=1$ ). Such problems are often treated using scattering theory, but here we will present another approach using non-equilibrium Green's functions in the Keldysh formalism. This allows us to calculate the current exactly, and we will then see that to linear order in the applied potential $V$ our result reduces to the Landauer-Büttiker formula. We will start by considering the case of a time-independent voltage, $V(t)=V$. This creates a difference in the chemical potentials of the two leads given by $\mu_{L}-\mu_{R}=e V$. In a normal metal we don't need Nambu spinors, and the current operator in Fourier space from eq. 2.27 is simply

$$
\begin{equation*}
\langle\hat{I}(0)\rangle_{0}=-\frac{e w}{\pi} \int_{-\infty}^{\infty} d \omega\left(G_{R L}^{<}(\omega)-G_{L R}^{<}(\omega)\right) \tag{A.2}
\end{equation*}
$$

The lesser Green's function is now found using the Keldysh (matrix) equation [39]

$$
\begin{equation*}
G^{<}=\left(1+G^{R} \Sigma^{R}\right) G_{0}^{<}\left(1+\Sigma^{A} G^{A}\right)+G^{R} \Sigma^{<} G^{A} \tag{A.3}
\end{equation*}
$$

where the retarded and advanced Green's functions for the coupled system are found using the Dyson equation:

$$
\begin{equation*}
G^{R, A}=G_{0}^{R, A}+G_{0}^{R, A} \Sigma^{R, A} G^{R, A} \tag{A.4}
\end{equation*}
$$

with a self-energy which in the LR-basis is given by $\Sigma^{R, A}=\left(\begin{array}{ll}w & w \\ w & w\end{array}\right)$. As argued in ref. [40] the self-energy in the Keldysh basis doesn't connect the two branches of the contour, which means that $\Sigma^{<}=0$ so that the second term in the equation above
vanishes. The remaining term in eq. A. 3 is usually assumed to vanish by an argument where one assumes that the system was in a noninteracting state in the infinite past or due to thermalization which removes all dependence on the initial state. Here no relaxation mechanism has been included in the description of the leads and in our case this term is nonzero. We proceed by calculating the retarded Green's function

$$
G^{R}=\left(\begin{array}{ll}
G_{L L} & G_{L R} \\
G_{R L} & G_{R R}
\end{array}\right)
$$

using eq. A. 4 where $G_{0}^{R}$ is the Green's function without interactions, so that $G_{L R}^{0, R}=$ $G_{R L}^{0, R}=0$ and where $G_{L L}^{0, R}=G_{R R}^{0, R} \equiv G_{0}=\sum_{k} \frac{1}{\omega-\xi_{k}+i \eta} \approx-i \pi \nu_{F}$ in the wide-band approximation. We thus obtain

$$
\mathbf{G}^{R}=\left(\begin{array}{cc}
\left(G_{L L}^{0, R}\right)^{-1}-w & -w  \tag{A.5}\\
-w & \left(G_{R R}^{0, R}\right)^{-1}-w
\end{array}\right)^{-1}
$$

from which it is seen that

$$
\begin{equation*}
G_{L R}^{R}(\omega)=G_{R L}^{R}(\omega)=\frac{w G_{0}^{2}}{1-2 w G_{0}}, \quad G_{L L}^{R}=G_{R R}^{R}=\frac{G_{0}\left(1-w G_{0}\right)}{1-2 w G_{0}} \tag{A.6}
\end{equation*}
$$

From this we can then find the advanced Green's function as $G^{A}=\left(G^{R}\right)^{\dagger}$
Once the advanced and retarded Green's functions are known the lesser Green's functions $G_{L R}^{<}$and $G_{R L}^{<}$are easily obtained using eq. A.3. Evaluating the matrix products yields

$$
\begin{gather*}
G_{L R}^{<}(\omega)=w\left(G_{L R}^{R}+G_{L L}^{R}\right)\left(1-w G_{R R}^{A}+w G_{L R}^{A}\right) G_{R R}^{0,<}+ \\
\left(1+w G_{L R}^{R}+w G_{L L}^{R}\right) w\left(G_{R R}^{A}+G_{L R}^{A}\right) G_{L L}^{0,<} \tag{A.7}
\end{gather*}
$$

where the dependece on $\omega$ of the Green's functions has been suppressed. A similar expression is found for $G_{R L}^{<}$. Furthermore we have:

$$
\begin{align*}
G_{L L}^{0,<} & =i \sum_{k} A(k, \omega) n_{F}(\omega+e V / 2)=i \sum_{k} 2 \pi \delta\left(\omega-\xi_{k}\right) n_{F}(\omega+e V / 2) \\
& =i \nu_{F} \pi n_{F}(\omega+e V / 2) \approx i \pi \nu_{F}\left(n_{F}(\omega)+e \frac{V}{2} \frac{\partial n_{F}}{\partial \omega}\right) \tag{A.8}
\end{align*}
$$

and similarly $G_{R R}^{0,<} \approx i \pi \nu_{F}\left(n_{F}(\omega)-\frac{V}{2} \frac{\partial n_{F}}{\partial \omega}\right)$. Here the Fermi function was expanded to linear order in V as we will eventually take this limit to obtain the conductance which is given by the linear response of the current to the voltage bias. Plugging the
expressions for the Green's functions into eq. A. 2 the current is found to be

$$
\begin{align*}
\langle\hat{I}\rangle & =-\frac{e w^{2}}{\pi} \int_{-\infty}^{\infty} d \omega\left(\left(G_{L R}^{R}+G_{L L}^{R}-\left(G_{R L}^{A}+G_{L L}^{A}\right)\right)\left(G_{R R}^{0,<}-G_{L L}^{0,<}\right)\right.  \tag{A.9}\\
& =-\frac{e w^{2}}{\hbar} \int_{-\infty}^{\infty} d \omega 2 i \operatorname{Im}\left(G_{L R}^{R}+G_{L L}^{R}\right)\left(G_{R R}^{0,<}-G_{L L}^{0,<}\right)  \tag{A.10}\\
& \approx-\frac{2 i e^{2} w^{2}}{\pi} i \pi \nu_{F} \operatorname{Im}\left[\frac{-2 i \pi \nu_{F}}{1+2 i \pi \nu_{F} w}\right] V \int_{-\infty}^{\infty} d \omega \frac{\partial n_{F}}{\partial \omega}  \tag{A.11}\\
& =-\frac{e^{2}}{\pi} \frac{\left(2 \pi \nu_{F} w\right)^{2}}{1+\left(2 \pi \nu_{F} w\right)^{2}} V . \tag{A.12}
\end{align*}
$$

From this the conductance is immediatly read off to be $G=\frac{e^{2}}{\pi} \frac{\left(2 \pi \nu_{F} w\right)^{2}}{1+\left(2 \pi \nu_{F} w\right)^{2}}=G_{0} \tau$. Hence the Landauer formula is regained at zero temperature by taking the linear response limit in the expression for the current obtained using the Keldysh formalism. In addition to finding the conductance, we have also obtained an exact result for the current at any bias

$$
\begin{equation*}
\langle\hat{I}\rangle=G_{0} \frac{\left(2 \pi \nu_{F} w\right)^{2}}{1+\left(2 \pi \nu_{F} w\right)^{2}} \int_{\infty}^{\infty}\left(n_{F}(\omega+e V / 2)-n_{F}(\omega-e V / 2)\right) \tag{A.13}
\end{equation*}
$$

The value given above for the tunneling coefficient $\tau$ is determined from the transfer matrix using the optical theorem. The transfer matrix is defined according to:

$$
\begin{equation*}
T^{R}=\Sigma^{R}+\Sigma^{R} G_{0}^{R} T^{R} \Longrightarrow T^{R}=\left(\mathbb{1}-\Sigma^{R} G_{0}^{R}\right)^{-1} \Sigma^{R} . \tag{A.14}
\end{equation*}
$$

To find the scattering matrix the optical theorem is then invoked

$$
S=\mathbb{1}-2 \pi i \nu_{F} T=\left(\begin{array}{cc}
r & t  \tag{A.15}\\
t & r
\end{array}\right)
$$

where $r$ and $t$ are the reflection and transmission coefficients. Plugging in the selfenergy with $G_{0}=-i \pi \nu_{F}$ in the wide-band limit, the transmission probability is determined from the scattering matrix as

$$
\begin{equation*}
\tau=|t|^{2}=\frac{\left(2 \pi \nu_{F} w\right)^{2}}{1+\left(2 \pi \nu_{F} w\right)^{2}} \tag{A.16}
\end{equation*}
$$

## Appendix B

## Time-dependent unitary transformation

Here we show how a time-dependent unitary transformation can transfer the phase $\phi_{1}(t)$ from $\Delta$ to the tunneling part of the Hamiltonian. As $\Delta_{R}=\Delta$ and $\Delta_{L}=e^{2 i \phi_{1}(t)} \Delta$ with $\Delta$ real, the unitary transformation acts only on the left lead. To see how this works, we write the Hamiltonian in terms of a four-Nambu spinor for both the left and the right lead as

$$
\begin{aligned}
H & =\sum_{k k^{\prime}} \Psi_{k}^{\dagger}\left(\begin{array}{cccc}
\xi_{k} \delta_{k k^{\prime}}+w & -\Delta_{L} \delta_{k k^{\prime}} & w & 0 \\
-\Delta_{L}^{*} \delta_{k k^{\prime}} & -\left(\xi_{k} \delta_{k k^{\prime}}+w\right) & 0 & -w \\
w & 0 & \xi_{k} \delta_{k k^{\prime}}+w & -\Delta_{R} \delta_{k k^{\prime}} \\
0 & -w & -\Delta_{R}^{*} \delta_{k k^{\prime}} & -\left(\xi_{k} \delta_{k k^{\prime}}+w\right)
\end{array}\right) \Psi_{k^{\prime}} \\
& =\sum_{k k^{\prime}} \Psi_{k}^{\dagger} \mathbf{M}_{k k^{\prime}} \Psi_{k^{\prime}}
\end{aligned}
$$

with $\Psi_{k}^{\dagger}=\left(c_{L k \uparrow}^{\dagger}, c_{L-k \downarrow}, c_{R k \uparrow}^{\dagger}, c_{R-k \downarrow}\right)$. The unitary transformation which transfers the phase to the tunneling part is then

$$
U(t)=\left(\begin{array}{cccc}
e^{-i \phi_{1}(t)} & 0 & 0 & 0  \tag{B.2}\\
0 & e^{i \phi_{1}(t)} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

We will now study how the time-dependent unitary transformation affects the equation of motion for the Nambu spinors which transform as $\tilde{\Psi}=U(t) \Psi$ (omitting the
$k$-subscript of $\Psi$ for notational ease)

$$
\begin{align*}
\dot{\tilde{\Psi}}_{\alpha} & =\dot{U}_{\alpha \beta} \Psi_{\beta}+U_{\alpha \beta} \dot{\Psi}_{\beta} \\
& =\dot{U}_{\alpha \beta} \Psi_{\beta}+i U_{\alpha \beta} \sum_{\eta \mu}\left[\Psi_{\eta}^{\dagger} M_{\eta \mu} \Psi_{\mu}, \Psi_{\beta}\right] \\
& =\dot{U}_{\alpha \beta} U_{\beta \gamma}^{\dagger} \tilde{\Psi}_{\gamma}+i U_{\alpha \beta} \sum_{\eta \mu} M_{\eta \mu}\left(-\delta_{\eta \beta} \Psi_{\mu}\right)  \tag{B.3}\\
& =\dot{U}_{\alpha \beta} U_{\beta \gamma}^{\dagger} \tilde{\Psi}_{\gamma}-i U_{\alpha \beta} M_{\beta \mu} \Psi_{\mu} \\
& =\dot{U}_{\alpha \beta} U_{\beta \gamma}^{\dagger} \tilde{\Psi}_{\gamma}-i U_{\alpha \beta} M_{\beta \mu} U_{\mu \nu}^{\dagger} U_{\nu \mu} \Psi_{\nu} \\
& =\dot{U}_{\alpha \beta} U_{\beta \gamma}^{\dagger} \tilde{\Psi}_{\gamma}-i \tilde{M}_{\alpha \nu} \tilde{\Psi}_{\nu},
\end{align*}
$$

where we used that we can always multiply by $U U^{\dagger}=1$ and defined $\tilde{M}=U M U^{\dagger}$. Collecting everything, we can write the equation of motion on matrix form as

$$
\begin{equation*}
\dot{\tilde{\Psi}}=-i\left(i \dot{U} U^{\dagger}+\tilde{M}\right) \tilde{\Psi} \tag{B.4}
\end{equation*}
$$

This is the same as what we would have obtained for a Hamiltonian

$$
\begin{equation*}
H=\sum_{k k^{\prime}} \tilde{\Psi}_{k}^{\dagger}\left(i \dot{U} U^{\dagger} \delta_{k k^{\prime}}+U M_{k k^{\prime}} U^{\dagger}\right) \tilde{\Psi}_{k^{\prime}} \tag{B.5}
\end{equation*}
$$

where the term

$$
\begin{equation*}
\sum_{k k^{\prime}} \tilde{\Psi}_{k}^{\dagger}\left(i \dot{U} U^{\dagger}\right) \tilde{\Psi}_{k^{\prime}}=\phi_{1}(t) \sum_{k \sigma} \tilde{c}_{L k \sigma}^{\dagger} \tilde{c}_{L k \sigma}=\phi_{1}(t) \sum_{k \sigma} c_{L k \sigma}^{\dagger} c_{L k \sigma}=e V(t) \hat{N}_{L} \tag{B.6}
\end{equation*}
$$

cancels exactly the term which was added to the Hamiltonian due to the shift of the chemical potential of the left lead in eq. 2.33. This means that after the transformation, the total Hamiltonian for a nonzero time-dependent voltage bias is

$$
\begin{align*}
H(t) & =H_{0}+H_{T}(t) \\
H_{L R} & =\sum_{\alpha k \sigma} \xi_{k \alpha} c_{k \alpha \sigma}^{\dagger} c_{k \alpha \sigma}-\Delta\left(\sum_{\alpha k} c_{k \alpha \uparrow}^{\dagger} c_{-k \alpha \downarrow}^{\dagger}+\sum_{\alpha k} c_{k \alpha \downarrow} c_{-k \alpha \uparrow}\right)+w \sum_{\alpha \sigma k k^{\prime}} c_{k \alpha \sigma}^{\dagger} c_{k^{\prime} \alpha \sigma}  \tag{B.7}\\
H_{T}(t) & =w \sum_{k p \sigma}\left(e^{-i \phi_{1}(t)} c_{k L \sigma}^{\dagger} c_{p R \sigma}+e^{i \phi_{1}(t)} c_{p R \sigma}^{\dagger} c_{k L \sigma}\right),
\end{align*}
$$

where we redefined $c_{\alpha k \sigma} \equiv \tilde{c}_{\alpha k \sigma}$.

## Appendix C

## Two-channel problem

Here we follow Kiršanskas [18] in explaining why the quantum dot with a classical magnetic impurity studied in chapter 3 is a two-channel problem, This can be used to understand the origin of the two different kinds of bound state energies. For the simple Anderson model with normal leads one can perform a rotation of the operators for the left and right lead. This separates the Hamiltonian into an even and an odd sector which are not mixed, and the tunneling part of the Hamiltonian then involves only the even sector [12]. We will see that here something similar happens, but the two channels are coupled for finite phase difference $\phi$ between the leads. We write the cotunneling part of the Hamiltonian in eq. 3.3 as

$$
\begin{align*}
H_{T} & =H_{J}+H_{W} \\
& =\sum_{k k^{\prime} \sigma}(W+J S \sigma)\left(\begin{array}{ll}
c_{L k \sigma}^{\dagger} & c_{R k \sigma}^{\dagger}
\end{array}\right)\left(\begin{array}{cc}
\cos ^{2}(\theta) & \sin (\theta) \cos (\theta) e^{i \phi / 2} \\
\sin (\theta) \cos (\theta) e^{-i \phi / 2} & \sin ^{2}(\theta)
\end{array}\right)\binom{c_{L k^{\prime} \sigma} \sigma}{c_{R k^{\prime} \sigma}} \\
& =\sum_{k k^{\prime} \sigma}(W+J S \sigma) \mathbf{c}^{\dagger} \Theta \mathbf{c} . \tag{C.1}
\end{align*}
$$

This part of the Hamiltonian can be diagonalized by means of a unitary transformation which is constructed from the eigenvectors of $\Theta$

$$
\begin{align*}
& \mathbf{v}_{0}=\binom{e^{i \phi / 2} \sin (\theta)}{-\cos (\theta)} \quad \text { with eigenvalue } \quad \lambda_{0}=0 \quad \text { and } \\
& \mathbf{v}_{1}=\binom{\cos (\theta)}{e^{-i \phi / 2} \sin (\theta)} \quad \text { with eigenvalue } \quad \lambda_{1}=1 \tag{C.2}
\end{align*}
$$

Defining

$$
\mathbf{U}=\left(\begin{array}{cc}
\cos (\theta) & e^{i \phi / 2} \sin (\theta)  \tag{C.3}\\
e^{-i \phi / 2} \sin (\theta) & -\cos (\theta),
\end{array}\right)
$$

the Hamiltonian transforms according to

$$
\mathbf{U}^{\dagger} \boldsymbol{\Theta} \mathbf{U}=\left(\begin{array}{ll}
1 & 0  \tag{C.4}\\
0 & 0
\end{array}\right)
$$

and

$$
\begin{equation*}
\tilde{\mathbf{c}}=\mathbf{U} \mathbf{c}=\binom{\cos (\theta) c_{L k \sigma}+e^{i \phi / 2} \sin (\theta) c_{R k \sigma}}{\sin (\theta) e^{-i \phi / 2} c_{L k \sigma}-\cos (\theta) c_{R k \sigma}} \equiv\binom{c_{e k \sigma}}{c_{o k \sigma}} . \tag{C.5}
\end{equation*}
$$

Here the names $c_{e k \sigma}$ and $c_{o k \sigma}$ refer to the even and odd sectors, which the transformed basis reduced to for zero phase bias [12]. The transformed Hamiltonian is then

$$
H_{T}=\sum_{k k^{\prime} \sigma}(W+J S \sigma)\left(\begin{array}{cc}
c_{e k \sigma}^{\dagger} & c_{o k \sigma}^{\dagger}
\end{array}\right)\left(\begin{array}{ll}
1 & 0  \tag{C.6}\\
0 & 0
\end{array}\right)\binom{c_{e k^{\prime} \sigma}}{c_{o k^{\prime} \sigma}}=\sum_{k k^{\prime} \sigma}(W+J S \sigma) c_{e k \sigma}^{\dagger} c_{e k^{\prime} \sigma}
$$

so that as expected only the even combination of the lead operators appear in the cotunneling term. To see that the even and odd channels are coupled by the superconducting (lead) part of the Hamiltonian, we write it in terms of the four-spinors $\Psi_{k \sigma}=\left(c_{L k \sigma}, c_{R k \sigma}, c_{L-k \bar{\sigma}}^{\dagger}, c_{R-k \bar{\sigma}}^{\dagger}\right):$

$$
H_{L R}=\frac{1}{2} \sum_{k \sigma} \Psi_{k \sigma}^{\dagger}\left(\begin{array}{cc}
\xi_{k} \sigma_{0} & -\sigma \Delta \sigma_{0}  \tag{C.7}\\
-\sigma \Delta \sigma_{0} & -\xi_{k} \sigma_{0}
\end{array}\right) \Psi_{k \sigma} .
$$

The four-spinors transform as

$$
\tilde{\Psi}_{k \sigma}=\left(\begin{array}{cc}
U & 0  \tag{C.8}\\
0 & U^{*}
\end{array}\right) \Psi_{k \sigma} \quad \Longrightarrow \quad \tilde{\Psi}_{k \sigma}^{\dagger}=\left(\begin{array}{cc}
U^{\dagger} & 0 \\
0 & U^{T}
\end{array}\right) \Psi_{k \sigma}^{\dagger},
$$

and after the transformation the lead Hamiltonian becomes

$$
H_{L R}=\frac{1}{2} \sum_{k \sigma} \tilde{\Psi}_{k \sigma}^{\dagger}\left(\begin{array}{cc}
\xi_{k} \sigma_{0} & -\sigma \Delta \mathbf{V}  \tag{C.9}\\
-\sigma \Delta \mathbf{V}_{0}^{\dagger} & -\xi_{k} \sigma_{0}
\end{array}\right) \tilde{\Psi}_{k \sigma}
$$

with

$$
\mathbf{V}=\left(\begin{array}{cc}
\cos ^{2}(\theta)+e^{i \phi} \sin ^{2}(\theta) & -i \sin (\phi / 2) \sin (2 \theta)  \tag{C.10}\\
-i \sin (\phi / 2) \sin (2 \theta) & \cos ^{2}(\theta)+e^{-i \phi} \sin ^{2}(\theta)
\end{array}\right)
$$

For $\phi=0$ where $\mathbf{V}$ is just the identity matrix, the even and odd channels are uncoupled, but for $\phi \neq 0$ this is not the case, and they are mixed in a nontrivial manner. From this calculation we have learned that the problem at hand is a two-channel problem, which explains the two different energy bands. The bound state energies $E_{+\sigma}$ originate from one channel and $E_{-\sigma}$ originate from the other. For $\phi=0$ only one channel is involved in the formation of bound states - namely the even one, which appears in the cotunneling term. For $\phi=0$ the YSR state is still present, as it requires only a single lead to form and doesn't rely on the tunneling between the leads. We can hence interpret the bound states $E_{-\sigma}$ as the YSR-states which originate from the even sector, and the $E_{+\sigma}$ as an Andreev-like bound state arising from the odd sector, which only appears when the two sectors are coupled for $\phi=0$, in accordance with the fact that the Andreev bound states are related to tunneling between two superconducting leads with a phase bias.

## Appendix D

## Error in numerical integration

In section 3.3.2 we saw that extra features which could not be explained by our analytical calculation were present in the result for the admittance found from numerical integration. Here we investigate the correspondence between the value of $\eta$ and the size of the unexpected peak in order to verify that it arises due to the finite width of the spectral function for $\eta \neq 0$. We determine the height of the peak for different values of $\eta$ (for a specific set of parameters where the peak was found to be prominent) and compare this with the change in height for the sharp delta peak at $\omega=E_{-\uparrow}+E_{+\downarrow}$. To check whether our suspicion that the unexpected peak specifically arises from the normal components of the spectral function being nonzero in $\omega=0$ is correct, we also calculate $A_{L L, \uparrow \uparrow}(\omega=0)$ for different values of $\eta$. The results are plotted in fig. D.1. Here we clearly see that when increasing the value of $\eta$, both the height of the unexpected peak and the value of the normal component of the spectral function $A_{L L \uparrow \uparrow}(\omega=0)$ increase, and furthermore they have a similar functional dependence on $\eta$. Conversely, the height of the expected delta peak is inversely proportional to $\eta$ in a double-logarithmic coordinate system, which is consistent with the fact that it arises from a Lorentzian (or more specifically, the convolution of two Lorentzians which is also a Lorentzian), which has a height of $1 / \pi \eta$. Based on these considerations we conclude that the peak at $\omega=E_{ \pm \sigma}$ is indeed a numerical artefact which is due to the fact that we are calculating a convolution of two functions of which one is not exactly zero in $\omega=0$ due to the use of a finite $\eta$. Hence the features we see in the numerical calculation of $\operatorname{Re} Y(\omega)$ are in accordance with what we expected from the analytical calculations.


Figure D.1: Change in various quantites as $\eta$ is varied. a) Value of the $A_{L L, \uparrow \uparrow-c o m p o n e n t ~ o f ~}^{\text {- }}$ the spectral function in $\omega=0$. b) Height of unexpected peak at the position of the smallest bound state energy. c) Height of $\delta$-peak in the admittance predicted by the analytical calculation.

