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Abstract

The Carroll group, which emerges as the ultra-relativistic limit of the Poincaré group, and its
local realization in terms of Carroll geometry have recently received renewed interest due to
their connection to flat space holography. The study of Carroll geometry, Carroll gravity and
Carrollian field theories is thus currently emerging as a new direction of research. It is the
intention of this thesis to further develop the subject of Carroll geometry and its application
to the study of gravity. The main goal of this thesis is to derive and analyze a theory of
Carrollian gravity through a novel small ¢ expansion of the Einstein-Hilbert action. To attain
this objective we review and further develop basic notions of Carroll geometry. In particular, we
will review the construction of Carroll geometry through a gauging procedure and its appearance
as the natural geometry on null hypersurfaces in Lorentzian geometry. We shall develop basic
aspects of Carrollian field theories by considering the construction of energy-momentum tensors.
Furthermore, the degenerate metric structure of Carroll geometry does not naturally single out
a distinguished connection like the Levi-Civita connection of Lorentzian geometry. Thus, we will
explore what obstructions to such a natural connection exist and what choices need to be made
to single out a Carrollian analog of the Levi-Civita connection. These preliminary considerations
allow us to perform an expansion of the Einstein-Hilbert action in powers of ¢?. We will consider
this expansion up to next-to-leading order. As the leading-order theory resembles the 341
decomposition of general relativity, we review this framework in order to adapt the methods
thereof to the Carrollian theory. We then examine the leading-order theory in detail and develop
new methods for obtaining solutions and computing boundary charges. Finally, we present
several examples of solutions to the leading-order theory using the methods developed in this
thesis.
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Chapter 1

Introduction

The most successful theories of nature all realize relativistic spacetime symmetries, whether it be
the global Poincaré symmetry of Quantum Field Theory (QFT) or the local Lorentz symmetry
of General Relativity (GR). Still, during the past few years there has been a renewed interest in
so-called non-Lorentzian geometries building on the Galilei and Carroll groups. These alternate
spacetime symmetry groups can respectively be obtained as either the infinite or vanishing
speed of light limit (¢) of the Poincaré group. Exploring these limits may seem like an academic
exercise, but there is good reason to consider both.

The Galilei group has historically gained the most attention because it naturally occurs as
the spacetime symmetry group of effective descriptions of systems moving much slower than the
speed of light. The geometric study of non-relativistic (NR) spacetimes goes back to the work
of Cartan [1, 2] who geometrized Newtonian gravity in what is today known as Newton-Cartan
(NC) geometry. One natural application of this NC geometric framework is to approximate
GR at small speeds and weak fields in a post-Newtonian approximation [3]. More recently, NR
theories have been applied to address problems of modern physics either as predictive physical
models or as toy models to gain insights that could help understand their relativistic coun-
terparts. The NC framework presents itself as the natural covariant formulation of many NR
phenomena: the NC setup has for example found use in biophysics. The authors of [4] study
NC submanifolds and find it to be a natural framework for describing fluids moving on curved
membranes. Another example is the application of a relaxed variation of NC, known as Aris-
totelian geometry, to generalizing hydrodynamics to non-boost invariant fluids [5]. Finally, NC
geometry has also been applied to condensed matter systems where maybe most notably Son
[6], guided in part by NR covariance, constructed an effective field theory modeling quantum
Hall states. Another research direction is attempting to develop a theory of quantum gravity
in the NR realm and to use that as a guide to construct a relativistic theory. A proposal for
a theory of quantum gravity is Horava—Lifshitz gravity [7], which has been shown to be realiz-
able in terms of dynamical NC geometry [8]. Related to these efforts, work has also been done
to understand non-relativistic string theory and holography [9-11] to obtain a more tractable
NR limit of the Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence. Many of
the recent developments within NR holography were spurred by the discovery that NC geome-
try emerges naturally when trying to extend the AdS/CFT correspondence to a non-relativistic
setting. Specifically, it was shown that the relevant boundary geometry for holography on space-
times exhibiting asymptotic Lifshitz scaling symmetry is the so-called torsional Newton-Cartan
geometry [12-15].

The converse limit ¢ — 0 of the Poincaré group results in the Carroll group, which despite
it being less well-known, also has relevance for profound problems in theoretical physics. In
particular, Carroll geometry turns out to be intimately related to some of the building blocks
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of flat space holography. To appreciate the importance of this, it is instructive to consider the
more developed cousin of flat space holography: Anti-de Sitter space holography. The ideas of
the AdS/CFT correspondence [16] and the holographic principle have been some of the most
influential paradigms in 215' century theoretical physics and have provided a new angle to study
quantum gravity and strongly coupled field theories. However, applying the holographic principle
only to asymptotically AdS spacetimes is unsatisfactory for multiple reasons: Firstly, the area
law of black hole entropy [17] dictates that the gravitational degrees of freedom grow as the
area rather than the volume. This suggests that the gravity theory should have a holographic
description living in a lower dimensional space. As black holes are a generic feature of GR and
not only asymptotically AdS spacetmes, one would expect a holographic principle to extend to
asymptotically flat spacetimes as well. Secondly, from a practical point of view, physical systems
are often well-approximated by asymptotically flat spacetimes rather than asymptotically AdS
spacetimes. Consequently, holography would be a more useful tool if it could be extended to
flat space.

Hence, an important research direction is to understand flat space holography. A first indi-
cation that Carroll geometry is related to this program is the fact that part of the conformal
boundary of asymptotically flat spacetimes, i.e. light-like infinity, is a null hypersurface. In chap-
ter 2 we will show that Carroll geometry is naturally induced on null hypersurfaces in Lorentzian
theories [18]. Thus, boundary field theories in flat space holography would presumably couple to
a Carrollian geometry. In addition to this preliminary observation, one can also take inspiration
from one of the first clues of the AdS/CFT correspondence: the asymptotic symmetry group
of AdS. Specifically, Brown and Henneaux [19] found that the asymptotic symmetry algebra of
AdSs3 is two commuting copies of the Virasoro algebra. This algebra corresponds to the symme-
try algebra realized by the dual 2D conformal field theory. Following this idea, one can consider
the asymptotic symmetry group of asymptotically flat spacetimes known as the BMS group [20,
21]. The structure of Carroll geometry also arises naturally in considering BMS symmetry be-
cause the BMS group has been shown to be isomorphic to the conformal Carroll group [22-24].
Some work has been done exploring candidate boundary field theories for flat space holography
e.g. from both the BMS [25] and conformal Carroll [26] perspectives. Hence a major motivation
for understanding how Carrollian field theories can be constructed and how they behave is that
Carroll geometry may present itself as the natural framework for understanding flat space holog-
raphy. Other approaches to flat space holography also exist such as celestial CF'Ts [27], where
one maps the scattering amplitudes of a QFT in an asymptotically flat spacetime to correlators
of a CFT living on a so-called celestial sphere at null infinity.

Another null hypersurface where Carroll geometry has found use is the event horizon of a
black hole. In [28] the authors consider the membrane paradigm, which is an effective description
of black hole dynamics as a fluid living on the event horizon. Specifically, they show that the
equations governing the black hole dynamics can be understood as Carrollian conservation laws
akin to those we will derive in chapter 2.

In a recent paper [29], the authors extended the methods of [30] and performed a fully
covariant large ¢ expansion of the Einstein-Hilbert (EH) action to obtain an action principle for
Newtonian gravity in the NC framework. The methods developed in this paper can be equally
applied in an ultra-relativistic limit of the EH action to derive a Carrollian theory of gravity.
Some efforts have already been made to study Carroll gravity from an ultra-relativistic limit
[31-33] as well as from an effective field theory approach [18]. However, no prior works have
considered a systematic ultra-relativistic expansion of the EH action, and hence it presents a
natural opportunity to study a Carrollian theory of gravity.

The goal of this thesis is to develop the understanding of Carroll geometry including Car-
rollian gravity as well as field theories coupling to a Carrollian background. We will focus on



1.1. STRUCTURE OF THE THESIS

classical aspects of Carroll geometry and in particular explore how it emerges from both the
Carroll symmetry algebra and as an induced geometry in Lorentzian theories. We further aim to
address some of the natural questions of classical field theory such as gauge and diffeomorphism
covariance, the construction of energy-momentum tensors and the existence of conserved sym-
metry charges. To answer these questions in a covariant manner the formulae call for a choice
of connection. However, Carroll geometry does not have an established connection like the
Levi-Civita connection in Riemannian geometry. Hence, we will also investigate to what extent
Carroll structures can be endowed with a natural connection. These tools all become valuable in
an ultra-relativistic expansion of the Einstein-Hilbert action, where we repurpose the methods
of [29] to obtain an action principle for Carroll gravity order by order in ¢?. Furthermore, we
review the 3+1 formalism in order to pursue a new connection between the ultra-relativistic
expansion and the 3+1 decomposition. Finally, having a Carrollian theory of gravity at hand
we investigate what kind of dynamics is possible in the ultra-relativistic limit.

1.1 Structure of the thesis

The thesis is roughly organized in two parts: Chapters 2 and 3 review and develop Carroll
geometry, while chapters 4, 5 and 6 are concerned with the expansion of the EH action and
subsequent analysis of the theory.

We start in chapter 2 by considering the emergence of the Carroll algebra from an ultra-
relativistic limit and the construction of the Carroll geometry through a gauging procedure.
The second half of chapter 2 presents the connection to null hypersurfaces and explores different
aspects of general field theories coupled to a Carroll background. In chapter 3 we address the
question of natural connections for Carroll geometries. In particular, we review the notion of
intrinsic torsion and its consequences. Furthermore, we develop a procedure that singles out an
analog of the Levi-Civita connection for Carroll geometry.

Chapter 4 follows the methods of [29] and primes the EH action for an ultra-relativistic
expansion. Further, the leading-order (LO) and next-to-leading-order (NLO) action as well
as equations of motion (EOM) are derived (only partially for NLO). In chapter 5 we take an
intermezzo and review the basics of the 3+1 decomposition of general relativity in anticipation
of its use in the LO theory. Furthermore, the 3+1 formalism provides us with an alternate
approach to expanding the EH action. Chapter 6 is devoted to exploring the LO theory in
vacuum and possible solutions along with a characterization through boundary charges. Finally
in chapter 7, we summarize the results of the thesis and discuss ideas for future work.



Chapter 2

Carroll Group and Geometry

The Carroll group is best understood as an ultra-relativistic limit i.e. ¢ — 0 of the Poincaré
group as it was first done by Lévy-Leblond [34]. Taking the limit of vanishing speed of light
corresponds to the light cone collapsing to a line, rendering all spatially separated points causally
disconnected. This is in contrast to the more well-known Galilean limit ¢ — oo which flattens
the light-cone and consequently, information propagates instantaneously. The name Carroll is
due to the rather peculiar causal structure and hence is a reference to Lewis Carroll’s stories
about Alice in Wonderland. The Carrollian causal structure also implies that particles do not
move and cannot be boosted to do so [35].

To contrast these converse limits in ¢ and appreciate the duality between them [18], we can
schematically consider the scaling of the components of a Lorentz transformation in ¢

o) | 0™
po_
AF, = o) | o) |’ (2.1)
where we used the coordinates z* = (t,2!,...,2%) on Minkowski space. From (2.1) it is clear

that in the limit ¢ — 0 the row dominates, while for ¢ — oo the column survives. Hence we see
the two opposite limits of ¢ give rise to similar structures as they are related by a transpose.
Their embedding in the larger group GL(d 4 1, V) is however different and sets the two limiting
groups apart. One way to see this duality is that the Galilean limit singles out a co-dimension
1 spatial subspace of the vector space V' it is acting on, while the Carrollian limit distinguishes
a co-dimension 1 subspace of V*, the dual vector space.

In this chapter, we will review in section 2.1 how the Carroll algebra emerges as the limit
of Poincaré and in section 2.2 how to gauge the algebra to obtain the corresponding geometry.
In section 2.3 we will present the connection between null hypersurfaces and Carroll geometry,
and finally in section 2.4 we explore field theories coupled to a Carrollian background.

2.1 The Carroll algebra

As stated, we can derive the Carroll algebra as an Inénii-Wigner contraction [36] of the Poincaré
algebra. If we consider a d + 1 dimensional spacetime then the Poincaré algebra takes the form

[Jap, Pc| = 2n¢jaPp), (2.2a)

[JaB, Jep] = 4napJeips (2.2b)

with n4p = diag(—1,1,...,1) being the Minkowski metric, J4p anti-symmetric and upper case
indices A, B,C,...=0,1,...,d. To obtain the Carroll limit, we explicitly split space and time
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2.2. GAUGING KINEMATICAL ALGEBRAS

by redefining generators and reintroducing factors of the speed of light through the contraction
parameter € ~ ¢

Py=¢'H, Joa = € 1C4, (2.3)
where for lower case indices a,b,c,... = 1,2,...,d. Due to the signature of the flat metric
nap we simply raise and lower the indices a,b, ... with the Kronecker-6. To obtain the Carroll

algebra as the contraction of (2.2a)-(2.2b), we need to consider the implications of (2.3) when
taking the limit ¢ — 0. We can consider a few examples of this contraction

[Po, Joo] = 6Py = € YPu, Oyl =€ 6uH 3 [Py, Cy) = SupH, (2.4a)
[Py, Jod) = P, = €2[H,C)l=P, =% [H,CJ=0. (2.4b)

Repeating this process for all possible combinations of generators yields the following non-zero
Lie brackets for the Carroll algebra

[Jab7 Pc} = 25c[an}7 (253)
[Jab, Cc] = 250[(101;]7 (2.5b)
[Jab7 ch} = 45[a[dJc]b]7 (25C)
[Pa, Cy) = dapH. (2.5d)

On a group-theoretic level, one can also show that the Carroll algebra can be obtained as the
semi-direct sum of so(d) (realized by J,;) acting on the Heisenberg algebra (for P, and C,) with
H as its central element. Another way of splitting the algebra, that will have relevance for the
gauging procedure, is to consider the Carroll algebra as the semi-direct sum of rotations and
boosts g = (Jup, Co) with the abelian ideal of translations t = (H, P,).

2.2 Gauging kinematical algebras

There exists several equivalent ways of approaching the gauging of the Carroll algebra (2.5a)-
(2.5d), which ultimately boils down to how the vielbein and spin connection transform under and
act according to the underlying Lie algebra. One approach [8] uses so-called d-transformations
constructed such that they suggest the generator (H, P,) as the vielbeine, and one uses these to
obtain the geometric data from the Lie algebra structure. We will follow a slightly different path
using the theory of affine connections on a principal bundle [37], from which one reduces down
to the usual frame bundle objects. We will outline the mathematical background in section
2.2.1 and subsequently work through the example of the Poincaré algebra in section 2.2.2 before
repeating the procedure for Carroll algebra in section 2.2.3.

2.2.1 Principal bundles and affine connections

We start by noting that both the Poincaré group and the Carroll group (and other kinematical
groups) have a semi-direct product structure i.e. they can be written as

A=GxT, (2.6)

where A is the affine group (e.g. Poincaré or Carroll), T = R and G < GL(d+1) (the Lorentz
group in the example of Poincaré). This structure also appears at the level of the algebra

a=gadt, (2.7)
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2.2. GAUGING KINEMATICAL ALGEBRAS

with a, g and t being the corresponding Lie algebras.

We can then consider a principal A-bundle P —— M with the spacetime (d + 1)-manifold
M as the base space. We can further equip P with an Ehresmann connection & € QI(P, a) i.e.
a 1-form taking values in the Lie algebra of A and transforming in the adjoint representation.
The Ehresmann connection encodes how nearby affine frames relate and will thus, with the Lie
algebra split (2.7) in mind, give rise to both the vielbeine valued in t and the spin connection
valued in g. Specifically, it satisfies two important features: It annihilates horizontal vectors
and, when acting on a fundamental vector field, it returns the Lie algebra element generating
the vector field. The next step is to reduce the affine bundle to a frame bundle which amounts
to reducing the structure group A down to G and reinterpreting the pullback connection. Tech-
nically, the reduction of structure group is possible if we can supply a section & of the associated
bundle P x 4 (A/G) [37]. Choosing a section of this associated bundle intuitively corresponds
to choosing an origin in each of the affine frames. Thus, we reduce our principal A-bundle P to
a principle G-bundle P. Let v: P — P be the inclusion map of this G-restriction. We can then
consider the pullback of the connection @ to the G-bundle P

YO =w+0, (2.8)

where we utilized the natural split of the Lie algebra i.e. w € Q'(P, g) and 6 € Q' (P,t). As the
structure group of P is G, an Ehresmann connection on P should be valued in g. Further, the
pullback turns the components of @ that give rise to the projective property on t into horizontal
components making up 6. Thus, we interpret w to be an Ehresmann connection on P and 6 as
the solder form i.e. the 1-form that relates vectors in the tangent bundle T'M with vectors in
the frame bundle. With these identifications, we have reduced the affine bundle P into a frame
bundle P with solder form # and connection w.

In the following sections 2.2.2 and 2.2.3 we will not be dealing with the full objects w and 6,
but rather their pullbacks to the base manifold M through a section ¢ of the frame bundle P.
The section ¢ then has the interpretation as a choice of moving frames and the pullback of the
connection and solder form realize the spin connection and vielbeine with respect to that choice
of frame. We will abuse notation and still denote o*w and ¢*6 as w and @, respectively. The
construction can be visualized by the following diagram

Affine-bundle Frame-bundle (d + 1)-manifold

N

P—*sp_—T"s M
~ (2.9)
Yy o
Choice of origin Choice of frame

What one in physics usually thinks of as gauge transformations of the pulled-back forms or local
representatives w and 6, corresponds in this language to changing the section ¢ i.e. the choice
of frame. It can be shown [38] that if two choices of moving frames are related by a gauge
transformation' g : M — G, then the local representatives transform as

0 = g 'y, (2.10a)
W= g lwg + g ldg. (2.10b)

'Here and in the rest of the thesis we are glossing over the fact that for non-trivial frame bundles the local
representatives and transformation rules only exist on local trivializations.
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2.2. GAUGING KINEMATICAL ALGEBRAS

The transformations (2.10a)-(2.10b) are familiar from gauge theories. The co-frame (2.10a)
transforms covariantly in the adjoint representation like e.g. the field strength of Yang-Mills
theory, while the connection transforms non-covariantly (2.10b) with respect to the gauge group.

Importantly, the connection w gives rise to a notion of parallel transport and thus a covariant
derivative. Technically, this can be implemented by considering the induced connection on
associated bundles with typical fiber being tensor powers of t and t* which both have a natural
g-action in terms of the adjoint and co-adjoint action, respectively. This covariant derivative is
sometimes called an adapted connection as tensors that are left invariant at the level of group
action induce tensor fields in the tangent bundle which are automatically parallel.

2.2.2 Gauging the Poincaré algebra

As a perhaps more familiar example, we will warm up by going through the gauging procedure for
the Poincaré algebra (2.2a)-(2.2b). The Poincaré algebra splits according to (2.7) as g = (Jap)
and t = (P,). The starting point for the gauging procedure is defining the connection w and the
co-frame 6 valued in g and t, respectively, as

0= che Py, (2.11a)

1
w= §QAB ® Jag, (2.11b)

with e, Q48 ¢ Q' (M) and Q1B) = 0. We can then consider how § and w transform under a
infinitesimal g-valued gauge transformation

1
¥ = 5AAB ® Jag, (2.12)

with A4B being some anti-symmetric parameter and ¥ € Q°(M,g). Under X, the co-frame 6
transforms according to the infinitesimal adjoint action corresponding to (2.10a)

60 =1[0,%] = %AABeC ® [Po, Jap) = M el @ Py, (2.13)

where we used the bracket (2.2a) and lowered the index with n4p. For the connection, the
infinitesimal transformation rule follows from the finite transformation (2.10b) as

1 1
dw =dY + [w, %] = 5dAAB @ Jap + ZAABQC‘D @ [Jep, Jas) (2.14)
1
-2 [dAAB + 2ACV‘QB]C] 2 Jag, (2.15)

where we used (2.2b). These results can be written out in component form

5eﬁ = AABef, (2.16a)
5,48 = 9,AP 4 27140, P, (2.16b)

which we recognize as the usual laws for local Lorentz transformations. The next natural thing to
compute is the associated torsion and curvature 2-forms, which follow from the Cartan structure
equations. In particular, we can compute the torsion T as

1
T = DO = df + [w A 6] :deA®PA+§QAB/\eC®[JAB,PC]
= [deA — Q45 A eB] ® Py, (2.17)
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2.2. GAUGING KINEMATICAL ALGEBRAS

where D denotes the covariant exterior derivative and [- A -] is the wedge product of Lie algebra
valued differential forms defined by [(w ® A) A (n ® B)] = w An® [A, B]. The curvature 2-form
R follows in a similar fashion

1 1 1
R=Dw=dv+whw]= 5alQAB ® Jap + gaAB AQEPJag, Jop]

1
=3 (AP + Q4 A QBC) @ Jap. (2.18)

The factor of % in the curvature structure equations is due to the fact that w does not transform
covariantly. If we further define

1

T = iT,u,Adx“ Adz” @ Pa, (2.19a)
1

R= ERWAde“ Adz’ ® Jap, (2.19b)

then we can write out the torsion and curvature 2-forms in components to obtain the familiar
expressions [39]

T = 2060 — 29, e, (2.20a)
R/“,AB = 28[HQV]AB + 2Q[HACQV]B0. (2.20b)

As an example of how this connection is adapted to the Lorentzian structure of the frame bundle,
we can compute the covariant derivative of the metric. As the metric is a co-variant tensor, we
need to introduce a basis of t* which we define by

VA (Pp) = 3. (2.21)

The metric can then be written as 7 = nap y2®+?, which has a naturally induced transformation
in terms of the co-adjoint action. We can then directly compute the covariant derivative of the
metric

Dn = D(nap) v @ v2 + nap Dy @48 + napy? @ DyP
= d(nap) 7! @72 + nap (adivY) © 77 + napy* ® (adl77)
= 04?7 @77 =P v @9 = —(Qup + Qpa) v @47 =0, (2.22)

where ad}, is the co-adjoint action of w and the last expression vanishes by the anti-symmetry
of Q4p. From the calculation (2.22) it is clear that the metric is conserved by the covariant
derivative due to it being annihilated by the action of the Lorentz algebra ad’;, . (nap YAe4B) =
0. This property of the covariant derivative is often contributed to the fact that Q4p is anti-
symmetric, which is correct from an operational point of view, but in our language follows as a
direct consequence of the algebra (2.2a)-(2.2b).

Finally, we can relate the connection w on the frame bundle to an affine connection with
coefficients I',. To do this we consider the co-frame 6 as an identity map between sections
of the tangent bundle and the frame bundle. We then impose the so-called vielbein postulate,
which is the assertion that 6 is parallel in the connection w. Thus for any vector field X* we
can compute

0= Dxb
= Dx(eitda" ® Py) = Dx(e})dz" @ Pa + ) Dx (dz") @ Pa + efydz" @ Dx (Pa)
= X? [0pef} — 19,68 — Q" pell] dat @ Py, (2.23)

—8—



2.2. GAUGING KINEMATICAL ALGEBRAS

which in component form reads

Ouey — T et —Q, pell = 0. (2.24)

Analogously to how co-bases (2.21) are canonically defined, we can also define a frame related
to the co-frame 6 i.e. a map that relates co-vectors in the tangent bundle to co-vectors in the

frame bundle. In components, the frame e’} corresponding the co-frame eﬁ can be defined by

eﬁelg =0, e;‘e% = o4 (2.25)
The €'y provides the necessary inverses for us to solve (2.24) for the affine connection coefficients

9, = ehue; — eh 0 gel. (2.26)

Hence, we see that we can obtain all the geometrical objects of pseudo-Riemannian geometry by
gauging the Poincaré algebra (2.2a)-(2.2b). A further step one can take is to impose vanishing
torsion on the connection, which allows us to solve (2.17) for the Levi-Civita connection and
thereby specialize to the usual setting of GR.

2.2.3 Gauging the Carroll algebra

The results of this and the next two subsections reproduce those of [18], but we use the slightly
different gauging approach as described in sections 2.2.1 and 2.2.2. We now repeat and slightly
expand the gauging procedure carried out for the Poincaré algebra in section 2.2.2 for the Carroll
algebra. The split of the generators into a semi-direct sum is, in the case of Carroll, g = (Jup, Cy)
and t = (H, P,). We again only need the pullback of the solder form and Ehresmann connection,
which we now define using the Lie algebra generators of t and g, respectively

=17 H+e"® P, (2.27a)

1
w=0"®C, + 5Q“b ® Jap, (2.27b)

where 7, e, Q% Q% ¢ QY(M ) and Qb) — . Having established a co-frame and a connection,
we can consider their response to a gauge transformation of the form

¥ = \C, + %/\“bJab, (2.28)
with A%, A% being real coefficients and A\®® anti-symmetric. The co-frame transforms covariantly
50 = 10,5 = A7 © [H, Cul + A" @ [P, Cul + X7 © [H, ] + LA @ [Pe, T

=\ @ H + \%e? @ Py, (2.29)
while the gauge connection transforms according to the infinitesimal form of (2.10b)

dw = d¥ + [w, X

1 1 1 1
= d\*® Cy + id)\“b @ Jap + ixm”c @ [Joes Ca] + 5/\“’){20 @ [Ce, Jap) + Exabgcd @ [Jeds Jab]

1
= (d\* + 2% — Q) ® C, + 5(dvb + 22.0% — X Q) @ Jo, (2.30)
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where we left out zero brackets in the second line. Alternatively, we can write out the same
transformation rules in component form

0Ty = Aa€)y, (2.31a)
de, = )\“beu, (2.31b)
09,% = 9,0 + 2%Q,°0 — 0, (2.31c)
69,7 = 9N + A%, — AP, (2.31d)

The choice of connection can be further characterized by its torsion and curvature as computed
through Cartan structure equations. The torsion 2-form 7" is given by

T=D0=di+[wA0) = (dr+ e, ANQ*) @ H + (de® — ey A Q") ® P,. (2.32)
Similarly we can calculate the curvature 2-form as
1
R:Dw:duH—i[w/\w]

1 1 1
=dQ* @ C, + fdQ“b ® Jap + 720 A 0% @ [Cy, Joe] + gmb A QLR [Tap, Jed]

= (dQ* — QP AQ) @ Cy + = (dQ“b QUAQ) @ Jap, (2.33)
where the indices a, b, ¢, ... are raised and lowered using J,,. We can equivalently represent this
in component form by defining

T = %TW(H)dx“ Ndz” @ H + %Twa(P)daﬁ“ Ndz" @ P, (2.34a)
R= %RW@(C)dxﬂ Adz¥ @ Cy + %Rﬂyabu)dmﬂ Adz” @ Jop, (2.34b)

with respect to which we find

TM,/(H) QQ[MTZ,} + QB[MQ las (2.35a)
T, (P) = 20),¢, V] T 26[#9 s (2.35Db)
Ry (C) = 20,82, — 20800, (2.35¢)
Ry (J) = 200,00 — 29,79,".. (2.35d)

The connection w of course corresponds to an affine connection through the vielbein postulate.
We will, however, postpone this to section 2.2.5.

It will also prove useful to introduce a frame (v*, €f) corresponding to the co-frame (7, ef,),
which we do by the defining relations
0, elel = L.

a

T, = —1, vte), =0, Tueh = (2.36)

We will also occasionally use ¥, = e, when dealing with abstract tensors. From (2.36) the
last of the possible contractions of the vielbeine follows

# a = 51/ —+ TM . (237)

The transformation law (2.31a) and (2.31b) together with the relations (2.36) further imply the
transformations of the frame

St =0, (2.38a)
et = v\, + Alel. (2.38b)

,10,
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Finally, we also have a covariant derivative associated with the connection w that acts in the
adjoint representation on a vector field X = XOH + X®P, as

DX = dX + [w, X] = (dX° — X*Q,) ® H + (dX° + X% @ P,. (2.39)

There is likewise a natural covariant derivative on co-vectors in the frame bundle for which we
need to introduce a co-basis (1,v%) defined by

n(H) =-1,  n(F) =0, *(H)=0, 7*(P) =7y, (2.40)

Co-vectors in t* naturally transform in the co-adjoint representation. Thus, the covariant deriva-
tive for a co-vector © = Qgn + O, is

DO =dO +ad’, 0 = dOy @ n + (dO, — .00 — 2,°0) ® °. (2.41)

These associated derivatives are, as mentioned, adapted to the Carroll structure and one example
of this can be observed by considering the covariant derivative of H which follows from (2.39)

DH = 0. (2.42)

The vanishing of this derivative can be traced back to the fact that H is central, or in other
words, H is annihilated by all elements of g (in fact also a). One can also, by a computation
analogous to (2.22), show that d,,v* ® 7° is conserved by the covariant derivative. We will
return to these adapted properties of the covariant derivative in section 2.2.5.

2.2.4 Carroll invariants

It is clear that only the vector field v* of the vielbeine is a tensorial quantity as it is invariant
under local tangent space transformations (2.38a). However, the co-frame only transforms under
rotations (2.31b) and hence we can define an invariant degenerate metric

hy = (5abeZeg, (2.43)
whose invariance is easily seen by

2.38a
Ohyu (2.382) (5ab(/\“ce/ielb, + eZ)\bce,C/) = 262611),/\(,11)) =0. (2.44)
From the definitions (2.43) and (2.36), we also see that the kernel of h,,, is spanned by v#, that
is

Vhy = 0. (2.45)

Carroll structures are often defined as a spacetime manifold equipped with a nowhere-vanishing
vector field v* and a spatial metric h,, whose kernel is spanned by v [22]. As v* is gauge
invariant, it is natural to consider its integral curves which fiber the manifold. These consid-
erations give rise to another construction of Carroll structures as a fiber bundle M 5 S with
typical fiber R over a spatial base manifold S [24, 40]. The fiber bundle construction naturally
possesses the subspace spanned by v* as the kernel of the projection push-forward .. Further, a
choice of spatial subspace in T*M can be seen as equipping the fiber bundle with an Ehresmann
connection.

The degeneracy of h,, entails that it is non-invertible, but we can still define a projective
inverse

R = §%elel (2.46)

—11—-
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which by the defining relations (2.36) satisfies

L _ o _ uy pv v _ U
o, = —1, v'hy,, =0, T, A" =0, hyph TV =46

v, (2.47)

Carrying out a calculation similar to (2.44), one can determine the transformation of h*” and
we state the full set of transformations

ot =0, (2.482a)
Shy = 0, (2.48b)
0Ty = Ay, (2.48c¢)
ShH = 20V, (2.48d)

with A, = Aqej, and A = )\aéabef.
The relations (2.47) give rise to a set of projection operators

—obTy, and hY; = h*Ph,,, (2.49)

called temporal and spatial, respectively. The two projectors span the entire tangent space due
to the completeness relations (2.47). It is important to note that these projectors are not boost
invariant due to (2.48a)-(2.48d) and consequently the induced split of the tangent space is not
a true Carrollian notion. However, we can always complete the basis by choosing a spatial
subspace and construct these boost non-invariant projectors. This split suggests defining spatial
and temporal indices as being annihilated by —v*7, and hl, respectively. The fact that we can
raise and lower the flat indices with the Kronecker-d then carries over to the curved indices in
the sense that spatial indices can be raised and lowered with h#*” and hy,,, respectively.

A third and perhaps less obvious Carroll invariant is the tensor density e of weight —1 given
by

e= \/det(TuTy + hyu). (2.50)

The density e is not manifestly boost invariant as it depends on 7, which transforms according
to (2.48¢) under boosts. However, a short calculation shows

1 , 5 1 v v
Se — §e(vuv + RS (1 + ) = 56(1;% + h*)27, ), = 0, (2.51)

that e is indeed invariant. Having determined a density associated with the geometry, we can
define a covariant measure e d%*!z necessary to write down Carrollian field theory actions. These
three invariant quantities could all have been anticipated from the group action as v*, h,, and
e in the frame bundle correspond to tensors left invariant by the action of the Carroll group.
This is analogous to how one can show that the metric and the Levi-Civita symbol are the only
invariants of SO(d).

A one-derivative object of interest is the so-called extrinsic curvature

1
Kp,l/ = *§£vhum (252)

whose invariance under the group action is manifest. A short computation further shows that
K, is spatial

1 1 1
VWK, = —gvuﬁvhuy = §hw/£vvu = ihw[v,v]“ =0, (2.53)

—12—
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and thus we can raise and lower its indices
K", =hW*K,,, K" = PR K . (2.54)

Utilizing this property of the extrinsic curvature, we can construct scalars by repeated contrac-
tions

K=h"EK,, KoK .., (2.55)

which despite the gauge non-invariant h*” are all boost invariant because all potential transfor-
mations are projected out as in (2.51).

2.2.5 The affine connection

As with gauging of the Poincaré algebra in section (2.2.2), the frame bundle connection (2.27b)
also corresponds to an affine connection I'},, and the relation between them can be derived with
the vielbein postulate. In particular, if we let X* be any vector field, we find

0= Dx6 = Dx(ruda’ @ H + e%dat @ F,) (2.56)
= Xt 0ury — T8, 7p — Quaey)daz” @ H + XH(Opey, — I 5 — Q,%el)dz” @ P,.

Equivalently, one can write this in component form

Oty — I 7p — Quaey, = 0, (2.57a)
el — 0 e — Q% el = 0. (2.57b)

With (2.57a) and (2.57b) we can solve for the affine connection coefficients I'f,, using (2.47) and
establish the following relation

[, = —vP0um, + v Quaer, + efopue) — Q. %pelel. (2.58)

It is then easy to check that the invariant tensors v#, h,, and e are covariantly conserved as
they should be by construction i.e.

Vot =0, Vohu =0, Ve =0, (2.59)

where V is the covariant derivative associated with FZVQ. As an example of the compatibility,
we work out the details for the case of Vv
V¥ = 0pv” + 17,07 = 90" —v"vP0,1, + eguPo, ey
= 0" — (=v"7, + egey)0uv” =0, (2.60)
where we used the identity (2.37).
The vielbein postulate can also be used to solve for the usual torsion 7%, and Riemann
curvature R,,,” tensor in terms of the frame bundle counterparts (2.32) and (2.33)
T = =0T (H) + T, (P), (2.61a)
R’ = —vPesaRu () — evac) R (J), (2.61b)

where the torsion and curvature of an affine connection is defined as (3.31) and (3.32), respec-
tively.

2Note that e is a density and the covariant derivative of a scalar density o of weight w takes the form
Vuo = 0uo +wol?¥,,.
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2.3 Carroll geometry on null hypersurfaces

This section is based on the construction presented in [18]. An alternate and perhaps better
motivated way of obtaining Carroll geometry is as the induced geometry on a null hypersurface
embedded in a Lorentzian structure in 1 dimension higher. The degenerate Carroll structure
emerges due to the fact that the normal vector of a null hypersurface is also tangent, which
renders the pullback metric degenerate.

To make this construction, we consider a d 4+ 2 dimensional Lorentzian spacetime equipped
with a non-degenerate metric of signature (—1,+1,...,+1). Further, we assume that there
exists adapted coordinates (u,x*) such that hypersurfaces of constant u are null, that is

gABaAuaBu =0 = g =0, (2.62)

where we in this section let A, B,... = u,0,1,...d. The condition that all hypersurfaces with
constant v are null is here chosen for simplicity and can be weakened such that a null hypersurface
only occurs at a specific value e.g. u = 0. One can then consider a family of hypersurfaces X,
and characterize the induced geometry for each u. Taking the limit © — 0 then corresponds to
an effective ultra-relativistic limit of the geometry on 3,,. An example of this is to consider the
limiting procedure of bringing a stretched black hole horizon into coincidence with the event
horizon [28].

Returning to the strong assumption of a null foliation on the entire embedding spacetime,
we can write down a parameterization of the most general metric with g** = 0

ds* = gapdeda® = du(2®du — 27, dz") + h,datda”, (2.63)
and its inverse
guu — O, g“u — 'UM, g,UJ/ = B/LZ/' (264)

In (2.63) and (2.64) we have defined the following tensors

T =Ty = huwM”, (2.65)
R = R — MHMvY — MY ", (2.66)

_ 1

d=—M'r, + 5h,wMﬂM'f, (2.67)

where v#, 7,, h* and hy,, satisfy the completeness relations (2.47) and M* is some vector field.
If we let v, 7,, h*¥ and hy, transform under local Carroll boosts, then the vector field M*
must transform as 6M* = M\ for the metric g, to remain inert. A vector field transforming
as M* occurs naturally when considering sub-leading Carroll structures cf. (4.10a) and (4.14a),
but here it can just be seen as a further freedom of a metric satisfying (2.62).

Unlike the case of timelike and spacelike hypersurfaces, we are not given a natural projector
onto a null hypersurface as the normal vector is tangent rather than transverse. Thus, we can
pull back the metric g4p, but we cannot project the null normal vector U4 = ¢g4Bdgu = (0,vH)
without more structure. The additional information that needs to be supplied is an extra
transverse null vector field V4 [41] satisfying

VAVA=0, VAUL=-1 (2.68)

Notice that we only have 2 constraints in (2.68), but d + 2 degrees of freedom in V4. Thus, we
have d components unaccounted for, which can be interpreted as the boost gauge symmetry of
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Carroll geometry. The full metric g45 can then be decomposed in terms of the nullbeine U4
and V4 as

gap = —UaVp —UpVa +114p, (2.69)
where (2.69) also serves as the definition of Il 45. It is easily seen from (2.69) that IT4p5 satisfies
UAliap =0,  VAII4p =0. (2.70)
With this extra structure, we can define a projector P45 on the tangent space as
PAp =05 4+ VAU, (2.71)
which clearly has the properties
PAgPBo=PA¢,  PAgVB =0 PARUP =U4, U P s=0. (2.72)

The last property shows that the output of the projection is always tangent to the null hyper-
surface and hence we can restrict the indices as P 4. By introducing the transverse vector V4,
we can now map vectors to the hypersurface using the projector PAp and co-vectors by the
pull-back associated with the embedding map [42]. In the adapted coordinates, we can write
the pull-back as

0,4 =4 (2.73)

Having the above construction and the previous sections in mind, a natural of choice of
transverse vector is V4 = (=1, M*) implying

Vi=—1, VF=MHt U*=0, Ut=0ot HO"4=0, II*" =h*. (2.74)
Lowering the indices using (2.63) yields

Vu = TMM'U‘7 V,U, = Tu, Uu = 1, U,U' = O’ (275&)
Wy = by MM, Tl = by M, Tl = hy,. (2.75b)

Finally, we can apply the projection operator P45 on contra-variant tensors and the pull-back
dp on co-variant tensors in ambient space, which results in the following non-zero quantities
on the hypersurface

PFAUA = o, PFAPY g8 = h*, @,V =1, 4,08 945 = hu.  (2.76)

Hence, we see that we get the defining objects of Carroll geometry v* and h,,, but also 7, and
h*” which transform under boosts corresponding to the non-uniqueness of V4. Importantly, the
induced Carroll geometry v# and hy, are independent of any choice of VA,

2.4 Metric responses and Energy-Momentum tensors

Any action governing a field theory coupling to a general Carrollian geometry can be written in
the form

S = /dd+1xe£[g0[,v“,h“"], (2.77)
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where ! represents possible matter fields, d*t1z e is the Carrollian invariant measure and £ is a
Lagrangian scalar. Additionally, it must be invariant under the action of the Carroll group which
amounts to invariance under boosts (2.48a) and (2.48d). We can then consider the response to
variation of the metric data

1
5S = / dtlze [—T;W = S TR (2.78)

where we defined the metric responses or “Carrollian momenta”

Ty = —e_l(i)—i, (2.79a)
58
h _— -1
Th=—2¢"" 0. (2.79b)

One could have defined other Carrollian momenta by considering the response to varying with
respect to different parameterizations of the metric data. We could equivalently have used the
parameterization (7, h,,) or as in e.g. [43] used adapted coordinates (z°,...,z%) such that

7 = Q(—dz® + beda®), h = hgpdz® ® da®, (2.80)

with a,b = 1,...d and the metric data being the triple (£2,b;,h;;). The responses to varying
with respect to each parameterization give different descriptions of the same information.

7)) and Tlily cannot both be boost invariant because h*” transforms under boosts. Thus, we
cannot directly interpret them as energy-momentum tensors. To find the transformation laws
for (2.79a) and (2.79b), we consider an infinitesimal boost

v =0t (2.81a)
I T D (2.81Db)

where M\ again is spatial i.e. M7, = 0. Consequently, general variations ¢ of the primed and
un-primed variables are related by

St = s’ (2.82a)
ShHY = §h'M — 250 (AR (2.82b)

Inserting this into (2.78) we find
1
_ d+1 v h v
0S8 = /d xe [—Tuév“ — ideh“ ]
1
_ d+1 v vph L h v
= /d ze [_(Tu — \'T;, )0 — §le5hm } , (2.83)

from which we can read off the infinitesimal Carroll boosts

v vrh
ScTY = —\'T},, (2.84a)

5T, = 0. (2.84b)
These transformation laws imply that we can make the following boost-invariant combination

T, = —v'Ty — W T}, (2.85)
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We will interpret 7%, as an energy-momentum tensor (EMT), which we will further argue for
in section 2.4.2. The boost invariance can be confirmed by the following computation

T, = —vH (T — N°T),) — (W + v\ + 0P NTh, = T, — NoPTh (2.86)

v pvo
which shows boost-invariance given that UPTphV vanishes. This is indeed the case by virtue of the
boost Ward identity (2.89), which we will prove in the next subsection. Note that this also shows
that we can recover T)] and T,ﬁﬁ, from T*#,, such that no information is lost in constructing the
EMT (2.85). The boost Ward identity v”Tphl, = 0 further implies that the following projection
vanishes

hioPT" ) = 0, (2.87)

which we can interpret as the vanishing of the energy current for any Carrollian field theory.

2.4.1 Ward identities

The action (2.77) is in addition to being boost invariant also invariant under spatial rotations
and diffeomorphisms. By inserting the boost transformations (2.48a) and (2.48d) into (2.78) and
demanding invariance for any boost A, we immediately find the corresponding Ward identity

T}, v"h"? = 0. (2.88)

The statement of (2.88) can be made stronger by noticing that 7,7, 0" = 0 and thus the spatial
metric response T;’fu contains no component ~ 7,7,. This results in the boost Ward identity

h _
Th o' =0, (2.89)

which can be interpreted as T[}V being purely spatial.

The Ward identity related to the remaining internal gauge transformations i.e. spatial rota-
tions can be understood as the symmetry in the indices of T[fy. This follows by considering the
response to varying the vielbein e} and then constructing a rotationally invariant momentum
from these.

Finally, we can consider the diffeomorphism Ward identity by demanding invariance of the
Lagrangian density under diffeomorphism up to a total derivative

1
e |-TyLevH — =T Egh’“’]

9w
1
—e [—T;;(gpapvﬂ — 0p€"0) = ST, ("D - 28@%/}”)}
~ v v € b v NN
~ —gP [eTMapv“ + Ol T)) + STh, " + (D) b )} L0, (2.90)

where &~ denotes equality up to a total derivative. For (2.90) to hold for all choices of &* we
need to have

v € loa
Ou(eT,) — eT 0" — 5T,ﬁ,ayhf’ =0. (2.91)

The relation (2.91) is not manifestly covariant and cannot be made so without the introduction
of a connection. We will address the choice of connection in chapter 3.
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2.4.2 Comparison to the canonical energy-momentum tensor

We can consider the so-called flat Carroll manifold [22] with M = R+ where
v = 0y, hyw = bap dx® ® dz?, (2.92)

which also implies that e = 1. The flat Carroll structure is analogous to Minkowski space and
can indeed be seen as the ¢ — 0 limit of it. Due to the structure being flat, translations are
global symmetries and hence have associated Noether currents. These can be combined into
the canonical energy-momentum tensor following the usual procedure from field theory [44]. In
particular, the canonical EMT for a single scalar field ¢ with Lagrangian L[¢,0,¢| takes the
form
oL
M, = ———=0,0— L. 2.93
T v 8(6H¢) l/¢ v ( )
This EMT is conserved in the sense 0,7", = 0 as a direct consequence of the Euler-Lagrange
equations

oL oL
3, (0(%@) ~ 55 =" (2.94)

We can then investigate whether 7#, corresponds to the EMT (2.85) when evaluated in the flat
limit i.e. (2.92). In order to do this, we must consider the metric data as general to perform the
derivatives (2.79a)-(2.79b) and then at the end of the calculation evaluate at the flat structure.
For simplicity, we assume that ¢ only couples to the v* and h*” and not their derivatives.
Note that couplings to derivatives of the metric data also exist and occur naturally in covariant
derivatives, curvatures, etc. The assumption of no derivatives implies that

38 deL) 55 d(eL)
Sk Quk ] Shw — Ohw’

(2.95)

where the factors of e are due to the general background. Having this in mind, we can compute
the total spacetime derivative of the Lagrangian

a(eL a(eL (el (el
Opu(eL]p, Oud, vH, HH]) = (; J )8u¢5+ 8((86 ;) 0,006 + éip)é‘w” ;;pa) 8. (2.96)
d(eL) v -
=9, (8(5’;@ 8,@) — T} O — nghU&Mhp ,

where we for the second line used (2.94) (taking into account the non-trivial measure) before
invoking the product rule and for the last two terms the definitions (2.79a)-(2.79b). We can
then rearrange the terms and apply the diffeomorphism Ward identity (2.91) to find
d(eLl)

81, <8(amaﬂ¢ — 5;6,6 - €Tylu> =0. (297)
Setting the Carroll data to be flat, we see that the canonical EMT 7#, differs from the EMT
T*, only by total derivative terms. Thus, we conclude that the definition (2.85) can indeed be
interpreted as a Carrollian EMT. Had we included couplings to derivatives of the metric data,
it would have resulted in correction to (2.97), but they would vanish in the flat limit (2.92).
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2.4.3 Carrollian Killing vector and conserved currents

In a curved Lorentzian background g,,, one can find isometry generating vector fields by the
Killing equation

Leguw = 0. (2.98)
This, together with the relativistic energy-momentum tensor Tﬁ‘f} = \/_%—ggg—%, allows one to
construct currents Jr*él = Tr’:l'EV that are covariantly conserved Vqu*él = 0. This conservation is

exactly due to the diffeomorphism Ward identity of the relativistic matter Lagrangian.

Some work has already been done in the direction of conserved currents related to Carrollian
Killing vectors [43]. However, the authors of [43] work in the adapted coordinates (2.80) and
prove the conservation by a limit of the relativistic formulae. We will take an intrinsic and
fully covariant approach and mirror the relativistic derivation for a theory coupled to Carroll
background. That is, we define a current

JH = TW, &, (2.99)

where T*#, is the energy-momentum tensor (2.85) and £ is some vector field to be determined.
As we do not have a connection, we have to formulate the conservation criteria as® d,,(eJ*) = 0.
We can then straightforwardly calculate

Ou(e]") = Bu(eT",)&" — (o' T + WP )0, €"

= eTY(E 00" — v 0E") + ST (EPO,h — 2h0D,E")

€ 4
= T} Lev! + iT,fycgh“ , (2.100)

where we in the second equality used the diffeomorphism Ward identity (2.91). A sufficient
condition for the conservation of J# is that the two terms of (2.100) vanish individually. For
the second term of (2.100) to be zero it is sufficient that the spatial-spatial projection of L¢h*”
vanish due to T’ /Z, being purely spatial

Do hupLeh® = —hueh® Lehyy = —Lehyy + T30 Lehpy = —Lehyy — TuhypLer” =0, (2.101)

where we used the completeness relations (2.47). From (2.100) and (2.101) we see that a sufficient
condition for conservation of J* is the “Carrollian Killing equations”

Lt =0 (2.102a)
Lehy, =0. (2.102b)

This is a natural definition of the infinitesimal isometries as the Carroll geometry is defined by
v# and hy,. The “inverse vielbeine” 7, and h*” do not contribute more information, only gauge,
and consequently do not have to be preserved under Carroll isometries.

One can take the idea of Carrollian Killing vectors further and relax the conditions (2.102a)-
(2.102b) to include conformal rescalings. This idea is pursued in e.g. [24] where the authors
show that under certain conditions the algebra of the conformal Carrollian Killing vectors is
isomorphic to the BMS algebra. This supplies further evidence of the connection between
Carroll geometry and lightlike infinity of asymptotically flat spacetimes [22, 23].

3This form comes from considering the tensor density dual to a d-form, as described in appendix A. In this
light, 0, (eJ*) is an exterior derivative and the conservation criteria is simply demanding the current d-form to be
closed. This is equivalent to being covariantly conserved in the relativistic theory due to \/=gV,J* = 8, (v/—gJ*).
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2.4. METRIC RESPONSES AND ENERGY-MOMENTUM TENSORS

2.4.4 Example of a Carrollian field theory

As an example of the above machinery, let us consider a Carrollian field theory governed by the
action

Sy = / dMrely = % / Az e(vh9,0)>. (2.103)

The action (2.103) is trivially boost invariant as it only couples to e and v*. We can compute
the EOM using the Euler-Lagrange equation (2.94)

Ou(evtv”0,¢) =0, (2.104)

which for a curved background is not manifestly covariant. As for the diffeomorphism Ward
identity (2.91), it is also possible to write this covariantly upon the introduction of a connection
using (3.28). The metric responses can be computed as

0Ly =eLy <Tu5’UM — ;hwjéh“”> + ev" 0,00, pov"”, (2.105)

from which we can read off the momenta according to (2.79a) and (2.79b)
T) = 1Ly — 0 0,00u¢, Ty, = Loy (2.106)
Using these, we can form the EMT (2.85)
T, = =" (=1,Ls — 10,00, ¢) — W'Y Lyhy, = vH'0P 0,00, — 81 Ly, (2.107)

where we used the completeness relation (2.47). Further, if we go to the flat Carroll structure
(2.92), then we see that the first term of (2.107) becomes the derivative appearing in the canon-
ical EMT (2.93). Hence we have T#, = 7#, for the action (2.103) in the flat limit and the
statement (2.97) holds.

Returning to a general Carroll structure, we can also check the Ward identities. The boost
Ward identity (2.89) is readily seen to hold because T/Z, ~ Lgh,,, and is thus annihilated by v*.
For the diffeomorphism Ward identity (2.91), we need to perform the following computation

0, (eTH,) = 9,(ev"v°D,$)Dyd + eV 00,0, 0y ¢ — Dy(eLy) (2.108)

v e h o 8(€£¢)
= ev"vP 8,0, 0,0 + eT Dy + §Tpgayhp = 30,0)

0,0,¢

= eTUO0° + ST 0,1

=el,0pv + 51 psOv .
In the second equality we used the EOM (2.104), and the fact that there are no couplings to the
derivatives of the metric data, so we can write out the spacetime derivative as in (2.96) using

(2.95). The calculation (2.108) shows that the Ward identity (2.91) holds for the field theory
(2.103).
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Chapter 3

Connections on Carroll Structures

In GR one studies Lorentzian structures where the geometry is encoded in a non-degenerate
metric g,,,,. Hence, it is natural to consider connections that are compatible with this structure
i.e. connections where the metric is parallel

vpg;w =0. (3.1)

The connection resulting from the condition (3.1) is equivalent to that of the gauging procedure of
section 2.2.2 in the sense that the two approaches fix the same components of a general connection
I'f,,. However, (3.1) does not entirely fix the connection and this ambiguity is described by the
torsion 17, = 2Ff 1» Which one is free to specify. In particular, one can choose a unique
metric-compatible and torsionless connection, the Levi-Civita connection, which is the content
of the fundamental theorem of Riemannian geometry.

A Carrollian geometry is described by the pair of tensors (v*, h,,,) and the metricity-condition
is then accordingly

Vot =0, (3.2a)
Vb = 0. (3.2b)

One can then proceed along the lines of Riemannian geometry and try to characterize compatible
connections by their torsion. However, it turns out that the compatibility with the degenerate
Carroll structure implies some “intrinsic torsion” [45] which can not be chosen to vanish. This
also implies that fixing the free or non-intrinsic part of the torsion is not sufficient to fix the
remaining freedom. Finally, the intrinsic torsion can also be used to classify Carroll structures
as it is inherent to the geometry i.e. (v*, h,, ) and does not depend on the choice of connection.

In this chapter, we will in section 3.1 review the characterization of connections by intrinsic
torsion and show how this leads to a classification of Carroll structures. Then we will in section
3.2 introduce a new procedure to fix the free torsion and the ambiguity in the connection which
is left by this choice of torsion. We will thereby single out a Carroll connection analogous to
the Levi-Civita connection. Finally, in section 3.3, we will derive important properties of this
natural Carroll connection.

3.1 Intrinsic torsion of adapted connections

This section is based on [45], though we use a slightly different formalism in order to match the
notation of chapter 2. In section 2.2, we saw how different kinematical or structure groups give
rise to different notions of geometry through a gauging procedure. In particular, connections
associated with a structure group G are adapted in the sense that any tensor left invariant at
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3.1. INTRINSIC TORSION OF ADAPTED CONNECTIONS

the level of the group induces a tensor field that is parallel in those connections. One way to
think about intrinsic torsion is exactly as a consequence of these compatibility conditions. In
the following, we are going to review a method of systematically investigating these structures.

In the frame bundle, we saw in section 2.2, that we can compute the torsion 1-form with
Cartan’s first structure equation

T =do+[wAb, (3.3)

where 6 is the co-frame (2.27a). In particular, one can observe that the change in torsion due
to a shift in connection kK = w’ — w (k is sometimes called the contorsion) is

T - T = kA0 (3.4)

In (3.4) the exterior derivative dropped out and the relation is purely algebraic. Hence, we can
analyze the change in torsion as a map between vector spaces without worrying about the value
of fields at more than one point at a time. More properly, we will deal with g-modules, which
can be thought of as a generalization of a vector space with the scalar multiplication replaced
by an action of the Lie algebra g. In doing this, the structures we identify are automatically
compatible with the group structure and consequently invariant under gauge transformations.

3.1.1 The Spencer differential

To analyze the change in torsions, we define the mapping (3.4) as the so-called Spencer differ-
ential

d:QM,g) — Q*(M,g), (3.5)
Kk — [k A 0],

where we remind ourselves that QP (M, g) = QP(M) ® g are p-forms valued in g. Having defined
the Spencer differential, we can write down the following exact sequence

0 — kerd — Q(M,g) SN Q*(M,g) — coker d — 0, (3.6)

with the co-kernel defined as cokerd = Q2?(M,g)/imd. These spaces can be interpreted as
follows:

e ker 0: The kernel of the Spencer differential represents the components of the contorsion s
that do not affect the torsion. In particular, it can be seen as the obstruction to defining
a unique connection from torsion constraints.

e (M, g): The space of contorsions i.e. the difference between two adapted connections.
e O%(M,g): The torsion or the change in torsion lives in this space.

e coker 0: The co-kernel measures the part of the domain (i.e. the torsion) that is not
altered under a change of connection. Hence, this can be interpreted as an “intrinsic
torsion” that follows from the G-structure regardless of the choice of connection. Further,
one can consider what subspace of the co-kernel the torsion of a specific realization falls
in and thereby classify the G-structure by its intrinsic torsion.

One may wonder why the above considerations play no role in GR and Riemannian geometry.
The reason is that for the structure group of pseudo-Riemannian geometry G = SO(d,1) the

~Y

Spencer differential turns out to be an isomorphism, and consequently ker 0 = cokerd = 0.
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3.1. INTRINSIC TORSION OF ADAPTED CONNECTIONS

Using the language from above, there is no intrinsic torsion (coker d 2 0) nor any obstruction to
defining the connection by fixing the torsion (ker @ = 0). Concretely, this can be interpreted as
the explanation of why a Riemann-Cartan connection, i.e any connection satisfying (3.1), can
be written as

FZV = %gp/\(a,ug/\u + ayg,u)\ - a)\g,uu) + %gp)\(g,uaTa)\u + gl/oTU)\u + g)\aTJ/u/)a (37)
with the torsion given by 7%, = I'’|,,). It is clear that the connection (3.7) is fixed by the
torsion and vice versa, which is the practical consequence of the Spencer differential being an
isomorphism. As any connection can be modified by an appropriate choice of contorsion x to
have vanishing torsion, we can define a unique torsionless connection, the Levi-Civita connection.
Hence, the above analysis is equivalent to the fundamental theorem of Riemannian geometry.

3.1.2 Intrinsic torsion of Carroll structures

In order to carry out the procedure described in section 3.1.1, we first need to compute the action
of the Spencer differential 0 in the case of the Carroll structure. This is simply done using its
definition (3.5) and the Carroll algebra’s (2.5a)-(2.5d) action on a local basis of Q(M, g)

AT RCy)=[r@Cy A0 =7 Ae[Cq, Py] = bape’ AT @ H, (3.8a)
0(e® ® Cp) = dpee“ N e ® H, (3.8b)
T ® Jap) = 203" AT ® Py, (3.8¢)
0(e* ® Jpe) = 20, d[ce et ®Pb] (3.8d)

By inspection of (3.8a)-(3.8d), one can conclude that the kernel is given by
ker 9 = (J.(,e° @ Cy)) , (3.9)

where (...) denotes the span. Further, we can also check that (3.9) is a g-submodule that is
stable under gauge transformations. The action of a gauge transformation X, as defined in
(2.28), on e* is given by (2.31b). For the transformation of C,, we need to be careful because
under the gauge transform we here want to interpret e and C, as a vector and a co-vector,
respectively. However, the action on e® was defined in (2.29) as the adjoint to the action on P,
rather than the inverse. Thus, to get the correct transformation we need to use 0C, = [Cy, —X],
which then yields the following change in (3.9)

5(e(a ® Cyy) = —Ae(a€” @ Chy — X (gen) ® Co = —(AC,61) + N46D)e, @ Cg € kerd.  (3.10)

From the computation (3.10), we see that a gauge transformation stays in the kernel. Likewise,
we can consider the RHS of (3.8a)-(3.8d) the image of the Spencer differential and deduce that
the co-kernel is spanned by

coker @ = ([(de(aT N € @ By)]) , (3.11)

where [...] is the equivalence class modulo the image im 0. Strictly speaking, the symmetrization
in (3.11) is not necessary to write explicitly, as the anti-symmetric part is what we quotient by. It
may seem that the co-kernel is missing the symmetric complement of (3.8d), but that would be a
rank 3 tensor symmetric in the two first indices and anti-symmetric in the first and third indices,
and such a tensor must vanish. The co-kernel can also be shown to be invariant under gauge
transformations. The above analysis shows that Carroll structures unlike Lorentzian structures
can contain intrinsic torsion.
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3.1. INTRINSIC TORSION OF ADAPTED CONNECTIONS

To further characterize the space coker 0, we can consider the map ® defined by

® : coker d — (el @ vy, (3.12)
[T Ae* ® Py — e ® ey,

and extend it by linearity. The map ® can be shown to be a G-equivariant isomorphism i.e.
coker d 2 (el* @ e?). In particular, (e(® ® %) is the space of spatial, symmetric (0,2) tensors
which transform only under the subgroup SO(d). Thus, it breaks into the usual traceless and
trace irreducible submodules

Cr = (el @ e — 16,4 @ ey

coker 0 = Cy @ Co, with b
Co = <(5ab€a X e > .

(3.13)

As we have a split into two irreducible submodules, we get a total of 22 = 4 classes of intrinsic
torsion.

To figure out which class a specific Carrollian geometry falls in, we simply apply the map ®
to the equivalence class of the torsion (2.32) [T

O([T]) = ®([(de” — ey A Q™) ® Py)) = ®([de” ® Py))
= ®([2de®(Vp, Vc)e’ N et @ P, — de (v, 9p)T A €® ® P,])
= —de(,(v,9p))e" ® €. (3.14)
For the first equality, we used that the (...) ® H is modded out, because all 2-forms tensored
with H are in the image (3.8a)-(3.8b). In the second equality, we utilized that the anti-symmetry
in the flat indices of Q% puts in the kernel of ®, and finally we expand the 2-form in the basis
(Tu, ;). The object (3.14) does not seem to have a direct relation to any of the invariant Carroll

tensors presented in section 2.2.4. However, recalling that the extrinsic curvature K, is spatial,
we can compute its components in the frame bundle as

I K = —19’(‘a£veb)u = —19’{av”(deb))yu = —de(q(v, V), (3.15)

where we used Cartan’s magic formula. Hence, we have shown that the extrinsic curvature
exactly captures the intrinsic torsion of the Carroll structure. In this light, we can state the four
classes of intrinsic torsion in terms of K, :

Co) K, =0 (the trivial submodule),
C1) K =h"K,, =0 (traceless submodule),
) K

(
(
(C2) Kuw = fhyu (f # 0, trace submodule),
(Cs) None of the above, (full co-kernel).

In the original paper [45], a similar analysis is performed of Newton-Cartan or Galilean struc-
tures, which are defined in terms of the gauge invariant tensors (7,, h**") (note the duality to
Carroll (v, hy,)). This analysis shows that the intrinsic torsion is captured by dr and a classi-
fication by the intrinsic torsion works out as the well-known classes:

(Go) dr =0, torsionless Newton—Cartan geometry (NC),
(G1) dr # 0 and dr A T = 0, twistless torsional Newton-Cartan geometry (TTNC),

(G2) None of the above, torsional Newton—Cartan geometry (TNC).
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3.2. RESOLVING THE AMBIGUITY

3.2 Resolving the ambiguity

The goal of this chapter is to find a suitable Carrollian connection whose properties resemble
those of the Levi-Civita connection. The analysis of 3.1 shows that we cannot uniquely single
out a Carroll-compatible connection by considering only the torsion. Also, we can in general not
choose a torsionless connection, as part of the torsion is intrinsic. Thus, we can only hope to set
the “non-intrinsic” torsion to zero. However, there is no way of doing this in a Carroll-invariant
manner, as one cannot define a g-stable complement to the image im 0 in Q?(M, g). The space
of torsions does split as a vector space for any choice of basis (v¥, el), but the complement will
not be invariant under boosts. On the other hand, it turns out one cannot construct a boost
invariant connection using only the metric data (v*,7,, h*¥, h,,) [18], and thus we are anyway
forced to consider connections that transform under boosts.

The first condition for the Carroll analog of the Levi-Civita connection is thus to set the
non-intrinsic torsion to zero. This is implemented by setting the projection onto the vector
space complement of im 0 to zero. This connection can hence be regarded as a “minimal torsion
connection”. The remaining degrees of freedom in the connection i.e. (3.9) is still undetermined
after the choice of torsion. This can be fixed by mimicking the property that the Levi-Civita
connection is also compatible with the inverse Lorentzian metric, i.e. V,g"” = 0. In the Carroll
case, the remaining freedom is not enough to ensure full compatibility, but we can improve the
compatibility with the inverse vielbein 7,. That is, we can decompose V7, into the subspaces
defined by the spatial and temporal projectors (2.49) and index symmetries and then exhaust
the remaining freedom by setting projections to zero. It may seem like an arbitrary choice that
we choose to improve the derivative of 7, rather than the derivative of h#*", but either choice is
equivalent. To see this, we note the identities

Vphlw = QU(“hV)UVme VopTu = _hMUTAvPhU)\’ (3.16)

which hold for any Carroll-compatible connection. This shows that knowing the derivative of
7, is the same as knowing the derivative of h*”. Consequently, improving the one derivative
improves the other equally.

3.2.1 Solving for the connection

To better understand where each part of the torsion falls, we can write out all projections of the
torsion (2.32)

T(H)(v,9q) = dr(v,94) — Qa(v), (3.17a)
T(H) (79(17 ﬂb) = dT(ﬁa, ﬁb) + 29[&(19&)7 (3 17b)
To(P)(v,0p) = deq(v,9p) — Qap(v), (3.17¢)
Ta(P> (79137 ﬂc) - dea(ﬁba 19(:) + QQa[b(ﬁc})a (3'17d)

where T'(H) and T, (P) are defined in (2.34a) and ¥, = e;d,. Note that the symmetric part of
(3.17c) is exactly the intrinsic torsion as computed in (3.14). Setting the non-intrinsic torsion to
zero then amounts to demanding that (3.17a), (3.17b), (3.17d) along with the anti-symmetric
part of (3.17c) vanish

T(H)(v,9,) =0, T(H)(Yq,9) =0, T[a(P)('Uv'ﬂb]) =0, To(P) (s, 9c) = 0. (3.18)
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3.2. RESOLVING THE AMBIGUITY

These equations allow us to solve for the connection in terms of derivatives of the co-frame and
Q)

U (0e) = — 3 (dea(iy,50) + dey(De, 1) — dec(Da 1), (3.19)
Qap(v) = —deg (), v), (3.19b)
() = (D, ) + Q) (3.190)
Qa(v) = d7(v,7a)- (3.19d)

We note here that the remaining ambiguity Q(a(ﬁb)) is precisely the part of the connection that
lies in the kernel of the Spencer differential (3.9).

As discussed, we want to fix this residual freedom by considering the derivative of 7, which
can be computed using the connection coefficients (2.58)

Vot = 0y, — T, 7 = Quaey,. (3.20)

For completeness, we also compute the derivative in the frame bundle where 7, is simply rep-
resented by —n cf. (2.40). The covariant derivative can then be computed in the frame bundle
using (2.41)

D(—n) = Qe ®77, (3.21)

which agrees with (3.20). From both (3.20) and (3.21) it is clear that setting the symmetric part
of (3.19¢) to zero improves compatibility as it only leaves the anti-symmetric part of (3.21).
With this choice, we can solve for the remaining part of the connection

1
Q(a(ﬁb)) =0 = Qa(ﬁb) = —§d7'(19a,’19b). (3.22)

The projection (3.22) together with (3.19a)-(3.19d) fixes all the components of the connection.
As we will primarily work in the second-order formalism, we further derive the corresponding
affine connection using (2.58)

- 1
I = —0°0um) + hp/\(‘?(uh )A §a>‘h/w) - K%m + UPT(MTV)/\UA’ (3.23)

where we defined 7, = 20,7,). We denote this special minimal torsion connection by [ and

the corresponding covariant derivative as V.

Alternatively, the derivation of (3.23) can be done entirely in the second-order formalism,
which consists of the above steps but without reference to the natural Carrollian structure. In
particular, one can write down the most general Carroll compatible connection i.e. satisfying
(3.2a) and (3.2b), see [18]. Then one can set as many projections of the torsion to zero as possible
which will leave only the intrinsic torsion. Finally, one can compute the derivative V7, and
use the remaining freedom to improve the compatibility as above. This procedure will yield the
same connection as derived through the first-order formalism (3.23). The I'-connection is also
considered as a natural analog of the Levi-Civita connection in Carrollian geometry in [40] (see
footnote 76).

A final note on this procedure of minimizing the torsion and subsequently improving com-
patibility with the inverse metric data: If one applies it to a Galilean structure then the resulting
connection coincides with the one found to be convenient in [29]. This connection is also de-
scribed in [46] as a natural Levi-Civita analog for Galilean structures.
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3.3. PROPERTIES OF THE I'-CONNECTION

3.3 Properties of the I-connection

The connection (3.23) by definition satisfies the Carrollian compatibility conditions (3.2a) and
(3.2b) and to ease future computations we will in this section derive a number of relations for
the T-connection. As mentioned, one cannot write down a boost-invariant connection using
only the vielbeine and hence the choice of connection (3.23) must transform. Specifically, the

I'-connection changes under a boost transformation A* according to

(5sz = UpTu)\UKJ,, + )\pKMV — Kpu)\y — Up(@(u)\y) — )\(uTy)UUU + UGT(!L@|G|)\V)). (3.24)

3.3.1 Covariant derivatives of extended metric data

A commonly occurring object is the inverse vielbein 7,,, for which we can compute the covariant
derivative by direct computation

VT = 0T — ffpr = Oty — O + 7'(ALTV))\U/\
1

=T — VT,

-1 o (3.25)

Alternatively, we could have found the expression from its first-order form (3.21). To see that
these approaches are equivalent we can compute the projections of (3.25)

VHelN T, = VMl T, (3.26a)
~ 1
A (3.26h)

which can be seen to be in agreement with (3.19d) and (3.22). Using either approach we can
further compute the covariant derivative of h*” and its contraction

Voh = vWR)7 (57 — 17,07) 7,4, (3.27a)

Vb = BT 0P T,y (3.27D)

Finally, in deriving equations of motion (see sections 4.4—%.5), we need to integrate by parts which
relies on Stokes’ theorem, and so we need to relate the I'-derivative to the exterior derivative in
the sense of appendix A, in particular (A.7). For a vector field X* the relevant identity is

Ou(eX™) = e(V, XH + 1, X1K), (3.28)

where, in the language of appendix A, eX* is dual to a d-form. We can also compute the identity
for a tensor Q! related to a (d — 1)-form

A, (eQM) = (v, QM + TUK“pQ["P] + K7,QIh. (3.29)

3.3.2 Torsion and curvature
The torsion 7%, and Riemann curvature tensor R, ,” is as usual defined through the relation
[V, Vo XP = —Rue” X7 — T%,,V o X (3.30)

for any vector field X#. These can be solved to obtain the explicit formulas

T, = 2ff[°W]7 (3.31)
Ryve” = =0,00, + 0,10, — T8, 1), + 10,17, (3.32)
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3.3. PROPERTIES OF THE I'-CONNECTION

The definitions (3.31) and (3.32) are equivalent to calculating the torsion and curvature in the
frame bundle and then using the relations (2.61a) and (2.61b) to translate the algebra valued 2-
forms to tensors in the tangent bundle. From the connection coefficients (3.23) we can compute
the torsion

TP =217 0 = 27,K,)"- (3.33)

]

The second-order form of the torsion (3.33) highlights the minimal torsion feature of the con-
nection, as the torsion is exactly given by the intrinsic torsion as encoded by K, .

One cannot write out the full curvature tensor in a manifestly covariant manner in terms of
vielbeine, but it is worth noting a few consequences of the compatibility conditions (3.2a) and
(3.2b). In particular, we find the following relations using the compatibility conditions and the
definition (3.30)

Ruev” =0, (3.34a)
R,uua)\h)\p + R[u,]/pAh)\o- = 0. (334b)

Alternatively, these properties can be read off directly from the frame bundle formulation (2.61b).
If we further define the Ricci tensor as the contraction

R = Ruo”, (3.35)
we immediately see that
R0 = 0. (3.36)

It is important to note that the Ricci tensor is not a symmetric tensor as it is in the case for
the Levi-Civita connection. Also for the Ricci tensor we cannot covariantly write down the full
tensor in terms of vielbeine, but we can explicitly compute the anti-symmetric part using the
first Bianchi identity

Rio)” =T TP op = VT o (3.37)

Contracting v and p of (3.37) yields

1 . o . . . .
R[;w] = *(R/u/ag + T)\,U,VTU)\O' + VI,LTAll)\ - VVT/\NA + VAT)\MV). (3.38)

2

Combining (3.34a) and (3.34b) shows that the contraction R, vanishes, and we obtain the
following expression for the anti-symmetric part of the Ricci tensor

Riy) = Viu(1) K) + V(1,K7,), (3-39)

where we used that 77, = K7,.
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Chapter 4

Ultra-Relativistic Expansion of the
Einstein-Hilbert Action

One of the greatest accomplishments of modern physics is understanding how matter sources
curvature in the geometry of spacetime through Einstein’s theory of General Relativity. The
content of Einstein’s theory is elegantly captured by the Einstein-Hilbert (EH) action

3

- 167Gy

Sen / d™zy/=gR. (4.1)
A natural question to ask is how Newtonian gravity emerges as a non-relativistic limit of GR and
in particular if it can be extracted directly from (4.1). Much work has been done on geometrizing
Newtonian gravity since Cartan originally formulated the framework of Newton-Cartan geometry
in 1923 [1, 2]. Recently, in the work [29], the authors derived an action principle for Newtonian
gravity directly from a careful large ¢ expansion of the EH action (4.1).

In this chapter, we will investigate the converse ultra-relativistic (UR) small ¢ expansion
to obtain an action for a Carrollian theory of gravity order by order in ¢?. The direction of
ultra-relativistic gravity as a strict limit of GR has already been pursued at both the level of
the EOM [32] and using a Hamiltonian approach [33]. The action derived from the latter will
turn out to agree with the leading-order action derived in this thesis. A Carrollian limit of the
Palatini action has also been considered in [31], which is distinct from the limit that we will
consider. This is due to the authors of [31] choosing a scaling in ¢ of the spin connection that
appears natural in the first-order formalism. We will instead work in the second-order formalism
and derive the scaling in ¢ of the connection from the vielbeine and metric.

The chapter is structured as follows: In section 4.1 we set up the framework for the expansion
and demonstrate how Carroll metric data can be obtained as a limit of the relativistic metric
data. We shall in section 4.2 rewrite the action (4.1) in terms of more convenient variables,
before computing the action and EOM at leading order (LO) and next-to-leading order (NLO)
in section 4.4 and 4.5, respectively.

4.1 Ultra-relativistic expansion of the vielbeine

We want to mimic the methods of [29], where the authors expand the EH action in a Galilean
limit, i.e. ¢ = oo. In particular, they do this by reinstating factors of ¢ and carefully choosing
the scaling in ¢ of every object occurring in the EH action (4.1). Having primed the EH action
in this way, the authors can compute the Galilean action order by order in ¢~2, which is a
self-consistent sub-sector of theory [29].
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4.1. ULTRA-RELATIVISTIC EXPANSION OF THE VIELBEINE

We will, instead of taking ¢~' — 0, which corresponds to a non-relativistic limit, consider

¢ — 0. Specifically, we will be expanding in powers of ¢? rather than powers of ¢. This can be
done consistently as it turns out only even powers appear in the EH action when fully written
out. To clarify what is meant by expanding in a dimensionful constant ¢, we can redefine
c = \/oé, where ¢ = 299792458 ms~! is the physical speed of light and ¢ is a dimensionless
expansion parameter. We can then for simplicity choose to work in units with ¢ = 1, such that
we effectively expand in o = ¢? but in a mathematically meaningful way.

For this ultra-relativistic expansion to be possible, we need to assume that up to an overall
power of ¢, which we will factor out, the relativistic fields are analytic in o = ¢?

¢ = loy + 0l + 7By + O(0?), (4.2)

where ¢! represent all the dynamical fields in our theory and qﬁ{n) are their expansion coefficients.
This analyticity assumption also implies that equivalent relativistic spacetimes can become in-
equivalent in the ¢ — 0 limit, if they are related by coordinate-transformations not analytic in
c?. For a detailed discussion of the analogous phenomena in the setting of the ¢ — oo limit, see
[29].

4.1.1 Vielbeine and tangent space transformation

We consider a Lorentzian spacetime modeled by a (d 4+ 1)-manifold equipped with a pseudo-
Riemannian metric, which can be described in terms of the relativistic vielbeine E;f. As in
chapter 2, the curved indices take values y = 0, ..., d and the upper case flat indices A = 0, ..., d.
If we restrict to only the spatial indices, then we write lower case a = 1,...d.

By considering the light-cone structure of the tangent space, one can conclude that the
timelike vielbein must scale differently in ¢ as compared to the spacelike. Thus, we may also
assume that the vielbeine and their inverses can be written as

Ej} = cT, 04 + £465, (4.3a)
EY = —c 'Y + £164, (4.3b)

to reflect this inhomogeneous scaling in ¢. We will dub the variables T),, £, T* and &L “Pre-
Ultra-Relativistic” (PUR) variables in direct analogy to the Pre-Non-Relativistic vielbeine of
[29]. The PUR variables are a convenient starting point for our ¢ — 0 expansion, as we have
already singled out the time and space components in anticipation that they will decouple in the
limit. As a consequence of the relativistic completeness relations E;?Eg = 5§ and E;?EZ =0y,
the PUR vielbeine satisfy completeness relations analogous to (2.36)

THT, = -1, THEY =0, TEH=0, EL&) =0f. (4.4)

Under local Lorentz transformations, the relativistic vielbeine transform as 5E;‘ = A4 BEE .
We can decompose A g into temporal and spatial projections and choose the scaling of each
component to be

A = eAyd30% 4 A 626% + A% 026Y, (4.5)

with Agy = —Ape. In the parameterization (4.5), both the boost- (A,) and rotation-parameters
(A%) are taken to be order . Considering (2.1), the factors of ¢ in the transformation (4.5) may
seem strange. However, they are chosen such that new factors, appearing due to transformation,
in (4.3a)-(4.3b) are sub-leading in a ¢ — 0 expansion. Alternately, this can be seen as a kind of
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4.1. ULTRA-RELATIVISTIC EXPANSION OF THE VIELBEINE

renormalization, because the scaling (2.1) diverges in the ¢ — 0 limit. Written out for each of
the decomposed vielbeine, we find the transformations

0T, = A&}, (4.62)
STH = ANEH, (4.6b)
0T = AWEY + AT, | (4.6¢)
OEH = — APl + AT (4.6d)

From the PUR variables, we can construct a degenerate spatial metric I, and its projective
inverse as

I, = 6uELED, (4.7a)
" = §aErEY (4.7b)

which in the ¢ — 0 limit will become h,, and h*”, respectively. From (4.4) we can deduce
completeness relations for the spatial metrics that mirror the relations (2.47)

TT, = —1,  T'I,, =0, T0% =0, II,0% - T,T" =4, (4.8)

Further, the transformation laws (4.6¢) and (4.6d) imply the following transformations for the
spatial metric
T, = 22 AT ED), (4.92)

STIM = 2NVTHEY), (4.9b)

4.1.2 Expanding the PUR variables

Having established the relativistic PUR variables, we can use the analyticity assumption (4.2)
to write the expansion of each vielbein. We choose the contra-variant vielbeine (T*,E&L) to
be defining in the sense that the sub-leading orders of the co-variant vielbeine (7}, 5;}) can be
expressed in terms of the sub-leading contra-variant vielbeine. With this setup, the expansions
of the vielbeine become

TH = v" + EMH* + O(cY), (4.10a)
T, =7, + 02(THT,,M” — €ZT,,TFZ) + (9(04), (4.10b)
EF = el + Pt 4+ O(ch), (4.10c¢)
Ep=¢,+ A (T, M"e — eZeﬁm’;) +O(ch), (4.10d)

where we used the completeness relation (4.4) to solve for the sub-leading part of the covariant
vielbeine. We can likewise expand the parameters of the Lorentz transform (4.5) in orders of c?

A =\ 4 P+ O(ch), (4.11a)
A% = X% + CQUab + 0(64). (4.11b)

Using this expansion, we can derive the transformation rules for each of the expanded vielbeine.
As an example, we consider the transformation of T#

STH = AENEN = AN\%H + O(cY), (4.12)
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which can be interpreted as dv* = 0 and SM# = \%. Repeating this for the other leading
order (LO) vielbeine yields

vt =0, (4.13a)
07y = Aac® (4.13b)
et = —Ngell + \gvt, (4.13c)
det = Aeb, (4.13d)
which coincides with the transformation rules derived in the gauging procedure (2.31a)-(2.31b)

and (2.38a)-(2.38b). Similarly, we also calculate the transformations for the NLO fields

OMH = Nt (4.14a)
ot = —)\bawf — abaeg + A M¥ + ngv”, (4.14b)

which do not have counter-parts in chapter 2, because there we only considered a strict ¢ — 0
limit.

We can further compute the corresponding c?-expansion for the composite objects IT*” and
I1,,,. Specifically, we find

[T = hH 4 2OH 4 O(cY), (4.15a)
I = hw + 2025abe‘(lu(Ty)MpeZ - ef,)ef,ﬂg) +0(ch), (4.15b)

where we defined the sub-leading part of the inverse spatial metric
M = 5% (el + elml!). (4.16)

The spatial metric also transforms under Lorentz transformation (4.11a)-(4.11b) and the rules
are given by

ShH = 20Hel) N2, (4.17a)
5Py = 0. (4.17b)

Similarly, one can also compute the sub-leading part of the spatial metrics (4.15a)-(4.15b).
The above procedure gives an alternate way, compared to section 2.2, of deriving geometric
objects associated with the Carroll limit. Further, it enables one to consider the sub-leading
structure of the limit. As a final note, one could also have included diffeomorphisms in the
discussion i.e. the PUR vielbeine would transform as 5E/f1 = EEEE + A4 BEE with = being
a diffeomorphism generating vector field. The vector field =¥ is also expanded as =ZF = &* +
c*¢* + O(c*), and Le¢-derivative should then be understood as usual Lie derivatives, while the
L-derivatives appearing at sub-leading order can be interpreted as a gauge transformation [29].

4.2 Pre-Ultra-Relativistic parameterization

In this section, we will recast the usual geometric objects of GR into a form that reflects the
decoupling of space and time using the PUR parameterization. Specifically, we aim to reexpress
the EH action in PUR variables, and thus we need to work through all the geometric objects
that go into (4.1). In doing this, we retain the full content of the relativistic theory, but by re-
expressing the theory using explicit factors of ¢, we set up the action for the subsequent ¢ — 0
expansion. This follows the same approach as the Pre-Non-Relativistic parameterization of [29],
and in many cases the below results are equivalent up to the fact that the counting is reversed
in going between ¢? < ¢ 2.
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4.2. PRE-ULTRA-RELATIVISTIC PARAMETERIZATION

4.2.1 Metric

As we will be working in the second-order formalism, the onset of this PUR parameterization is
the metric and inverse metric, which are constructed from (4.3a)-(4.3b)

9w =napEE} = —T,T, + 1, (4.18a)
g = BELEY, = —cT2TrTY 4+ TIM. (4.18b)
The metric satisfies the usual completeness relations g*’g,, = 8, due to (4.4). Another object,

one can construct directly from the metric is its determinant g, which we can write out in PUR
variables as

g = det(gu) = det(—c*T, T, +10,,,) = —c* det(T, T, +11,,,,), (4.19)

where we were able to pull out the —c? using the matrix determinant lemma, relying on the fact
that det(II,,) = 0. This leads us to define the density

E = \/det(T, T, + T0,0), (4.20)

whose ¢ — 0 limit coincides with e, as defined in (2.50). The definition (4.20) allows us to write
the usual square root metric determinant as

V=g = cE, (4.21)

thereby transitioning to PUR variables and explicitly getting the scaling in c.

4.2.2 Levi-Civita connection

The conventional connection of GR is the Levi-Civita connection. However, its scaling in ¢ is
not clear, and we will indeed see that it contains many different orders of ¢. Furthermore, once
we start expanding, the natural structure will be Carrollian rather than the original Lorentzian
structure. Hence, it is advantageous to choose a Carroll-compatible connection (realized on the
PUR variables) that satisfies (3.2a) and (3.2b). This is accomplished by splitting the original
connection coefficient into a new Carrollian connection coefficient and a tensorial shift. In the
following, we will write out the Levi-Civita connection in explicit orders of ¢ and shift it such
that we can write covariant derivatives and curvatures in terms of a connection of the type
(3.23).

The Levi-Civita connection associated with the metric g,, is given by the usual connection
coefficients

1
Ffa/ = igp)\(aug)\l/ + 81/.9;1)\ - 8)\guu)- (4.22)

Writing out (4.22) in terms of the PUR variables and keeping track of the factors of ¢, one finds
an expansion of the kind

0 —9 2 2 2%
I, =cCh, +Ch, +cC, (4.23)
with the various orders given by
=2 1
CZV = iTpﬁTH,uzn (4.24&)
©)
Ch, = -T°9,T,) — T°T,LrT,, + " (9,11, — 50\ L), (4.24b)
()]
CZZ/ = Hp)\ (Tua[)\Tu] + Tua[ATp ) (4240)
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©)
Note that only the order ¢? part C%, transforms as connection coefficients under a diffeomor-
y It

phism & i.e.

(0) ) ©) ©) ©)
0¢Ch, = 0,0,8” + £70,CY,, + C1,0,8° + C1,0,87 — CF, 058", (4.25)
while the remaining terms transform tensorially. To make the connection to the minimal torsion
connection I' of chapter 3, we split the order c” part of the Levi-Civita connection as
) 0 ~ 0 (U)p
Clw=Cph + S5, (4.26)

o)
where the tensorial shift S, is given by

© 1

Sh, = —iﬂp)‘TVETHM,\. (4.27)

©) ~ ~
The shift S%, is chosen such that the connection coefficients CY},, are the I'-connection (3.23) real-
ized on the PUR variables (T*, T},, I1,,,, II*") rather than the LO Carrolian variables (v*, 7, by, h*"),
as in chapter 3. Concretely, the connection takes the form

- 1 1
Cﬁy = _Tpa(uTu) + HpA(a(qu/)A - iaAH,uzx) + inp/\TwCTHM,\ — TpT(uﬁTTy), (428)
and importantly the limit works out to be the Carrollian connection i.e.

cn, T I, (4.29)

Also, we note that all the properties presented in section 3.3 for the I'-connection hold for the
C-connection when the LO variables are swapped for the PUR variables.

4.2.3 Ricci tensor

The Ricci tensor is given by the contraction of the Riemann tensor R, = R,,?, which in terms
of the connection coefficients take the form

Ry = —0,1%, + 0, — FZ/\F;\V + ngrgy. (4.30)

We then follow the same procedure as for the Levi-Civita connection and write out the explicit
orders of ¢ as
459 922 © 9@ 4@
Ry =c "Ry +c "Ry + Ry + Ry + ¢ Ryy. (4.31)
The expansion naively starts at ¢~#, but the leading term turns out to vanish, and hence the
expansion starts at ¢~2. Expanding one finds

(=4

R, =0, (4.32a)
-2 © 2 1

Ry =V, Ch, + 17 Lrllyo Lr1l, (4.32b)
© © @ o, @ @, 2 9o @4, C2) €2y By

Ruy = Ry — V96, +V,80, +2C0 155, — C° Ch, — CP C5,, (4.32¢)
@ © @

Ry = V,C",, (4.32d)
@

Ry, = =T, 1,117 IO T,,0,T,), (4.32e)
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©) ©

where V,, and R, are the covariant derivative and the Ricci tensor associated with the C-
connection, respectively. The relevant projections of the Ricci tensor for the action expansion
are

(-2

THTY Ry, = 0, (4.33a)

"R, = ~T?9,K + K2, (4.33b)

THTY R, = TAT" Ry + THOK — KM K ), (4.33¢)

IR, = " R,,,, (4.33d)

TATY Ry, = 2,(THTIP 9, T,), (4.33¢)

% R,,, = 20071770, T,0,, Ty, (4.33f)

THTY Ry, = THVTIP0), T4, T, (4.33g)

1 R,,, = 0, (4.33h)

where we defined I(%W = —%ETHW such that the LO term in the expansion is the Carroll

) ©
extrinsic curvature (2.52) i.e. K p|o—0 = Kpu. Furthermore, we note that the term THT" R,
in (4.33c) vanishes due to the Carroll compatibility of the C-connection, as shown in (3.36).

4.2.4 Ricci scalar

The Ricci scalar is given by the trace of the Ricci tensor with the full inverse metric g*”
1
R=¢"R,, = (—C2T“T” + H“”) R,,. (4.34)

Using the projections of the Ricci tensor (4.33a)-(4.33h), we find that the Ricci scalar can be
written as

1 |o v ©) © 5 1 o ©)
R== K"Ky — K* = 2B7'0,(ETK) (4.35)
(©) 2

(©) C
+ [H‘“’RW - Vp(T“Hp"T,w)] + ZH””H’”TM,TW,

where we defined 7}, = 20),T,;. As we are not concerned in this thesis with boundary terms of
the action (4.1), we can simplify (4.35) by discarding total derivatives using (3.28). In particular,
if we denote equality up to a total derivative by =, then we find

E o ©

o ¢ Ec?
ER~ = [K"K,, — K + EII" R, + TCHWHP"TM,TW. (4.36)

c?
Note that the form (4.36) highlights that the LO EH action in both the Carrollian and Galilean

limits, i.e. the leading term in ¢? and ¢~2, can be written manifestly covariantly without the
added structure of a connection.

4.2.5 EFEinstein-Hilbert action

We are now in a position to write the full EH action (4.1) using the PUR variables with all
factors of ¢ explicitly accounted for. Specifically, using the decomposition (4.36) of the Ricci
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scalar and remembering that the covariant measure (4.21) carries an extra factor of ¢, we find
that the Lagrangian density of the EH action can be written as

64

Loy = ER
EH = 160G N
¢ piiwf gy, ¢ prwh ¢ pmwmeer, T 437
T 167Gy [ w H167rGN W+647rGN pplve: (4.37)

From (4.37) it is apparent that the LO Carroll action starts at order c?. This result is also

consistent with the LO Galilean expansion found in [29] starting at order c®.

4.3 Expanding the Einstein-Hilbert and matter action

Having determined the Lagrangian in terms of PUR variables, we can now turn to the actual
expansion of the theory, as described in appendix B. If we factor out the pre-leading factors of
¢, we obtain the following expansion
)] @
L = CQ(£LO + oLN10 + 0(0’2)). (4.38)
The next step is then to compute the corresponding EOM at each level of the expansion. We
can define the responses to the variations of v* and h*" as

(2n+2)

enty _10LN"LO
G, =8rGye Son (4.39a)
@n+2)
eniy 1 5£N”LO
G, = 167Gne S (4.39b)

where 6%” is the Euler-Lagrange derivative with respect to v* and similarly for h*”. We could
of course analogously define the EOM for the sub-leading fields M* and ®*¥, but this thesis
will only deal with the EH action to NLO and hence, as explained in appendix B, they will only
reproduce already known LO equations.

We can also extend the theory by including matter, which we implement by adding a corre-
sponding term to the Lagrangian

L= LgrH + Lmnat- (4.40)

We assume that the matter Lagrangian has M pre-leading orders of ¢
(M) (M+2)

Lat = CM([:mat,LO + Jﬁmat,NLO + 0(02)) (441)

With this, we can define the metric responses order by order in analogy to the Carrollian
momenta (2.79a) and (2.79b)

(2n+M)

“ _ _ —19LmatN"LO
- 2 ’ (4.42a)
2n+M)
Caz 1 (5£mat,N"LO
{, = g oo (4.42D)

The UR analog of the Einstein equation at each order of the expansion then becomes

(2n) (2n)
G, =8rGnNT), (4.43a)
(2n) 2n)

G, =8rGNT},. (4.43b)

Again, there are similar matter momenta and Einstein equations for the sub-leading fields M*
and ®*¥, but as they play no role in this thesis they are omitted.
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4.4 LO theory
The LO Lagrangian is simply obtained by setting o = 0 in (4.37) and keeping in mind the
pre-leading factor of ¢?

@ F © © © e

£ - K'L“/K v K2 =
10 = Tgrcy | " ]g:o 167Gy

(K"K, — K?). (4.44)

Note that the Lagrangian (4.44) is invariant under boosts, as it consists only of Carroll invariants.
This was of course to be expected, as the EH action (4.1) is invariant under local Lorentz
transformations, and the expansion then inherits this invariance order by order. Another note
is that the action (4.44) has appeared in [33] as the strict ¢ — 0 limit of the EH action, and it
is contained in the effective action derived in [18] by an effective field theory approach.
Using the definitions (4.39a) and (4.39b), we can write the variation of the LO Lagrangian
in terms of the metric responses as
) e

0 ~
Lro 81G N

@ " 1@ h uw
G, ov" + §Gu1/5h ) (4.45)
which again only holds up to total derivatives.

4.4.1 Variational calculus

2 2
To derive the LO EOM G, and wa we need a number of variational identities. As an example,
we will explicitly compute § K

1
0K = 61" Ky = Sh (Lsuhy + Lobhy). (4.46)

The dv* in the first Lie derivative of (4.46) cannot be factored out in a covariant manner without
a connection and thus shows the necessity of introducing the T-connection even at LO. Hence,
we want to swap the Lie derivative for the T-covariant derivative using the following general
identity for any connection

LeXrbe, | — EAVAXM"'MVL..W (4.47)
- v)\fulX)\#Qmukm...w e T égTula)\XAu2muku1...ug -

+ vmg)\XﬂLnﬂk)\V}“W +...+ goT)\UulX'ulmukkug...ug +....
Applying this identity to (4.46), we obtain
K = Sh™ Ky — W (B

M@V)(S’Up — Kp(uTl,)(S’Up + KMVTp(SU'D) (4.48)

1 -
— §(vpv,)5h,w — 2K (,”6hy),)-
We want the response to dv* and 0h*", and thus to get rid of the dh,, we invoke the relation

s = =Py hypSh7P + 2h 5,7, 007, (4.49)

which follows from the completeness relations (2.47). Inserting the variation (4.49) into (4.48)
and using that all temporal components are projected out, we find

- 1 .
OK = 01" Ky — Wy V007 — K1p00” — K0l — 0P Tpo00° + S0PV p5H"

. 1 .
= —(v'ry, + K7,) 00t — hZVI,(Sv“ + iv”hvah’“’. (4.50)
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To determine the EOM (4.45), we further need the variations
e = e(r,0v" — Lhy, 6h), (4.51a)
S(KMK,,) = —2(v"1,,K? ), + K" K jo1,)60" — 2K,V 60" 4 K, 0PNV SR | (4.51b)
where (4.51a) follows from the variation of a determinant J det A = det Atr A=*§ A, and (4.51b)
is derived analogously to (4.50).
4.4.2 LO equations of motion

Putting together the variations (4.50), (4.51a), (4.51b) and using the integration-by-parts iden-
tity (3.28), we arrive at the EOM of the LO theory

@ 1 ~

Gt = (K Koy — K) 4 WKy — Ky, (1.520)
@ 1 =
Gl = = Iy (K77 K pg = K2) o K (K = K hy) = 0PV p (K = K hy). (4.52b)

These EOM are of a different nature as compared to the ones obtained at LO in the Galilean
expansion, which turns out to be a geometrical constraint (G; (TTNC) in the classification of
section 3.1.2) guaranteeing the existence of a foliation of spacetime into time slices [29]. One
clear indication that the EOM (4.52a)-(4.52b) are not only constraints, is the “time”-derivative
vpﬁp in (4.52b). This will in turn lead to the LO theory being dynamical, which we will explore
further in chapter 6. However, we still expect the equations to be very different from those of
GR as the light-cone is completely collapsed at LO. Hence, spatially separated points should not
be in causal contact and evolve independently. We will confirm this interpretation in section 6.2.

4.4.3 LO Cosmological constant

To include a cosmological constant A in Einstein gravity, we simply add the following term to
the EH action (4.1)

4

__ ¢ d+1 _
Sy = 167TGN/d z E(—2A). (4.53)

As the analysis of section 4.2.5 shows that the EH action starts at order ¢? (4.37), we see that
a cosmological constant with no scaling in ¢ will not contribute at LO. Thus, we need to choose
the scaling A = ¢=2A for the action (4.53) to enter at LO. The change in LO Lagrangian is then

~ eA
Lalo=0) = _87TGN’

(4.54)

where we in £ have stripped off the pre-leading factor of ¢2. The correction to the EOM (4.52a)
and (4.52b) are easily determined using (4.51a)

2

1 ~ ~
Gyt = _§Tu(KpoKpa — K? 4 28) + V(K — Kby, (4.552)

2

1 . N
Gl = =5 T (K77 K o — K? = 2A) + K(K — Khyy) — 0PV (K — Khyy). (4.55b)
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4.5 NLO theory

We can then go on to consider the EH action at NLO. According to (B.6b) of appendix B, we
only need the following partial derivative to compute the NLO action

of
do

e

= 167Gy

o=0

We can then write down the NLO action (B.6b), whose structure is defined by the nature of the
expansion

R R,,,. (4.56)

@ e
NLO =
TGN

1 ~ @ 1 @5 V
[QWRW + GLMY + DG (4.57)

The NLO action (4.57) is a novel result of this thesis. At NLO we introduce the sub-leading
fields M* and ®*”. From the form (4.57), one readily sees that the EOM of the NLO fields
work out to be the LO EOM. As described in appendix B, this is a general feature of this kind
of expansion. In particular, all previous EOM are repeated at each level of the expansion.
From here it is in principle straightforward to compute the NLO EOM by varying the action
(4.57). However, as this is quite tedious, we here only present the EOM for an expansion that
truncates at LO i.e. M#* =0, ®*” = 0, such that the two last terms of (4.57) drop out.

4.5.1 Variational calculus

Varying the NLO action (4.5~7) poses some technical difficulties, as we now need the variations of
objects that depend on the I'-connection. In particular, to obtain the full NLO EOM (including

sub-leading fields) we would need to vary both h*” ]?W and the covariant derivative in the LO
) )]
EOM G}, and GZ,/.
We will now go through the calculation of the variation of the Ricci-like scalar hWRW. In
general, for any choice of connection, one can show directly from the definition (3.32) that the

variation of the Ricci tensor can be written as

5 SaFTs S P
ORy, =V, 000, — V010, — 2F[Hp]5I‘§V. (4.58)
We then contract with eh*” and integrate by parts
VST 2y a A a VA T
eht 6 Ry, = e(W"V 5010, — WV, 617, — 2hH F[“p]éfﬁy) (4.59)
T v v 0 O v VA a VST
~ e(—0I%, V ,h + 0% VY — 2RH F[W}éf";\y — T, KR 8L,
= e(—éf‘fw)v“h””((sg — 107 )Ty + 5f‘§yh”0v77w + K" 7,018 — TpKhWéf‘Zl,),

where we again used the identity (3.28) together with Carroll compatibility of V. By rewriting
the Ricci-like scalar as (4.59), we have reduced the problem of finding its variation to determining
projections of 5fﬁ,,. The needed projections can be obtained either by direct computation or in
a more covariant manner by considering covariant derivatives of the metric data. As an example
of this, let’s consider how h#/1,61, can be determined from the relations (3.25). Upon tracing
(3.25) with h#, the derivative V,7, becomes

N 1, = 0. (4.60)
We can then vary both sides of (4.60) to obtain

ShH'N i, + W (V o7, — 6T%,7,) = 0, (4.61)
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which we can solve for the projection hWTpéf‘ﬁy yielding
- 1 .
W Tp0TY,, = =50 T (vPT + ) — hET\V R, (4.62)

By similar considerations of covariant derivatives, one can compute the remaining projections
appearing in (4.59) and combine them to find the needed variation

- 1
eh" OR,,, ~ (51}“5h”‘7h27,,>\v”7,w + 5h"”[2hZTZ,KUHTM + K, 15, (vP1, — 87)] (4.63)
. - 1
+ V00 Ty 4 V0RO K iy — KMoy — S ho a0 Ticy).

The variation (4.63) together with those of section 4.4.1 is sufficient to compute the EOM for
MH =0 and " = 0.
4.5.2 NLO equations of motion

With the results of the previous section, we can compute the NLO EOM under the aforemen-
tioned restrictions by combining (4.63) and (4.51a) and integrating by parts to find

o) o 1 -
Z Mbe=drv—0 = T/'th RPO’ + ihl/ah'ﬁTy)\UHT;{o’ - vu(hVaTMU), (464&)
@, . 1 N
| g — = R(MV) - §h,uyh‘7pRgp + 2KUHT;§(MTV) + Tng(MU('UPTl,) — 55)) (4,64b)

- 1
-V A(Kh(ﬁﬁy) — K1) — 5hWh%*”va).
The remaining part of the NLO EOM, stemming from the variation of the LO EOM, i.e. the

last two terms of (4.57), can also be computed. However, as this is technically challenging and
will not be used in this thesis, they are omitted.
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Chapter 5

3+1 Decomposition of GR

In this chapter, we take a detour into the fully relativistic realm and review some of the basic
concepts of the 3+1 or ADM decomposition' of GR. Conventionally, there are two main reasons
for breaking the general covariance and singling out space and time to obtain a more conventional
initial-value problem: Firstly, to carry out a Hamiltonian analysis [41], where the framework
depends explicitly on a choice of time, which in relativity is inherently non-unique. Secondly,
if one wants to solve the equations of GR numerically [48], the natural approach is to prepare
some initial data and evolve that forward in time. Another advantage of the 3+1 decomposition
is that the gauge freedom stemming from diffeomorphism invariance becomes more transparent.

We have already seen that in Carroll geometry this split of space and time is naturally realized
in terms of the invariant objects h,, and v*. As we will see in chapter 6, the EOM of the LO
theory (4.52a)-(4.52b) have many similar features to the equations of the 341 decomposition.
This is of course in some sense no surprise, as the Carroll equations are an expansion of GR.
Hence, we can apply adapted methods from the 3+1 decomposition to solve problems in the
LO theory. In particular, the alternative perspective of first constructing initial data and then
worrying about the time evolution will turn out to be particularly well-suited for the LO Carroll
theory.

In section 5.1, we will first review and then implement the necessary differential geometry on
hypersurfaces to realize the 3+1 split of Einstein’s equation. The resulting equations are in part
constraints, and hence section 5.2 deals with methods for constructing consistent initial data.
Finally, in section 5.3, we show that the EOM derived from the action expansion of chapter 4
can be obtained directly from the 3+1 decomposition.

5.1 Foliations and hypersurface geometry

The review of the 341 decomposition in this and the next section is based on the references [48,
49]. The ability to write GR as an initial-value problem of course depends on the existence of
some time function to keep track of the evolution of our dynamical fields i.e. the metric g, .
More formally, this means that we assume the existence of a family of spacelike hypersurfaces
(X4)tcr such that the union of all slices or leaves ¥, is the entire spacetime manifold M

M=% (5.1)

teR

The name “3+1” is of course due to the most relevant case of spatial dimension d = 3. However, the methods
described in section 5.1 generalize readily to any spatial dimension d. The initials ADM are due to Arnowitt,
Deser and Misner who pioneered the canonical formalism of GR [47].
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5.1. FOLIATIONS AND HYPERSURFACE GEOMETRY

Along with each slice, we have a hypersurface tangent space defined by ker dt. Each hypersurface
can be understood as a time slice, and the initial-value problem consists of propagating fields
living on Et to Zt-l—dt‘

5.1.1 Lapse function and the spatial metric
For each of the time slices ¥, we can compute a future-directed timelike normal vector n* as
nt = —agh’out, Ny = gun’, (5.2)
where we defined the lapse function « according to
a = (—g"atd, )2 (5.3)

The lapse function has the interpretation of the rate of proper time elapsed per coordinate time
t. The sign of (5.2) is chosen such that n#d,t = a~! > 0 i.e. n* is indeed future-directed.
Also note that n#n, = —1, which corresponds to the fact that n* is a timelike normal. The
(co-)normal allow us to define a projector onto the tangent space of the hypersurface ¥, given
by

vh = ntn, +6F. (5.4)
The tensor (5.4) satisfies the needed conditions to be a projection

Voo =, n” =0,  y.n, =0. (5.5)

We call indices annihilated by v temporal and indices annihilated by —n#n, spatial. The next
natural task is to compute the projection of the metric

Yuv = '75’759;)0 = NuNy + G, (5.6&)
Y = il = b 4 g, (5.6b)

which is called the spatial metric or sometimes the induced metric, as it coincides with what
would have been obtained by pulling back g, to ;. The spatial metric v can be used to raise
and lower indices of spatial tensors e.g

XH ="YX, (5.7)

for X,, spatial.

Associated with the metric g,,,, we have a unique torsionless Levi-Civita connection V. We
also have a metric 7, living on the hypersurface 3, and hence we can wonder if we can associate
a torsion-free, y-compatible connection to that as well. It is indeed possible to define a Levi-
Civita connection V associated with ~ that acts on spatial tensors. In particular, for a general
spatial tensor TWi-#*+, , we define

VW tE g = Y AR AT g, (5.8)

A short computation shows that this connection is both torsion-free and ~y-compatible i.e.

[@m @V]f =0, ﬁpp)’;w =0, (5'9)
and V can thus rightfully be called the Levi-Civita connection associated with v,,. We can
further define the 3-Riemann tensor associated with V using the usual implicit definition

A~

[@,ua @Z/]XU = _f{;wpUXp, R,uupano =0, (5'10)

where X* is any spatial vector. The relation between the 3-curvature and the full Riemann
tensor is the subject of section 5.1.3.
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5.1. FOLIATIONS AND HYPERSURFACE GEOMETRY

5.1.2 Extrinsic curvature and acceleration

Another central object in the 341 decomposition is the extrinsic curvature, which we define as
1
K. = _iﬁn'ﬁw' (5.11)

Note that we use the same symbol K for the extrinsic curvature in the 3+1 decomposition as in
Carroll geometry (2.52), hence unless stated otherwise K, in this chapter means (5.11). There
are many equivalent forms of the K, of which a notable one is

K = =77, Vone. (5.12)

The expression (5.12) measures the change in the co-normal along the hypersurface. Thus, it
explains how K, is connected to curvature stemming from the embedding. On the other hand,
the form (5.11) highlights that K, can be thought of as a velocity of 7,,. It will indeed turn
out that we need to specify exactly (.., K, ) as initial data to propagate from one time slice to
the next. This is analogous to how, for a second order differential equation, one would specify
(x,2) at an initial time. The expression for the extrinsic curvature (5.11) also readily shows
that K, is a spatial, symmetric tensor.

If we consider the vector field n* as the 4-velocity of some test particle, then we can compute
the acceleration

a, =n"Vyn,, (5.13)

that measures how far n* is from pointing along a geodesic. Equivalently, we can write the
acceleration as a Lie derivative

a, =n"Vyn, +n,V,n" = Lyn, =n"(dn)y,, (5.14)
=0

which again makes it apparent that a, is a spatial co-vector. The acceleration is closely related
to the lapse function and in particular one can show from (5.2) and (5.14) that

1.
a, = avua. (5.15)

It will also be convenient to consider the second covariant derivative of the lapse «, which works
out to be

V. V,a=Va, + a,a,. (5.16)

5.1.3 Gauss, Codazzi and Ricci equations

To make the connection between v, and K, living on hypersurface ¥; and the Einstein equa-
tion, which relate the 4-Einstein tensor and some matter source, we need to find a relation
between the 3-curvature and the 4-curvature. This question is exactly answered by the equa-
tions of Gauss, Codazzi and Ricci, which relates the 3-curvature and extrinsic curvature to
different projections of the 4-Riemann tensor.

To derive the Gauss equation, one considers the commutator of V with itself acting on a
spatial vector by on the one hand using the definition (5.10) and on the other hand swapping
the V-derivative for the V-derivative. This allows one to relate the Riemann tensors associated
with each of the derivatives in the so-called Gauss relation

~

Rw/po = '7575737:57R04ﬂ75 - KMPKVU + KVPKH07 (5‘17)
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5.1. FOLIATIONS AND HYPERSURFACE GEOMETRY

The equation (5.17) shows that the induced intrinsic curvature on the hypersurface is partly
due to the embedding and partly the intrinsic curvature of the embedding space. From (5.17)
we contract twice using v*¥, yielding a relation for the Ricci scalar

R=2n"n"G,, — K* + K, K", (5.18)

where we used v/ R,,,,° = 2n#n"G,,, with G, being the Einstein tensor defined by
1
G;w = R;w - §Rg,uz/- (519)

The Codazzi equation is found by computing the V-derivative of K, using (5.12) and
subsequently anti-symmetrizing it to relate it to the 4-Riemann tensor. This calculation yields
the Codazzi equation

ﬁuKup - ﬁpJKVp = ’Yﬁ’YE’anURaBW' (5.20)
However, we are again interested in the trace, which we compute by contracting with +**
VK" = VK = —71Gypnf, (5.21)

noting the identity 74v"*n% Raypo = —7in" G-

The final theorem we need is the so-called Ricci equation, which relates the Lie derivative
along n* of extrinsic curvature to the 4-curvature. The derivation again proceeds by direct
computation, where one uses that Lie derivatives can be written in terms of covariant deriva-
tives (4.47), which through (5.12) gives a double covariant derivative that can be related to the
4-Riemann tensor

LK, = no‘n”yﬁ'ngam(g — a0, — @ual, - K, K,,. (5.22)
The Ricci equation can also be directly related to the Einstein tensor by the identity
nn Y e Raprs = 1710 Ragys — 13 Rags (5.23)

where the first term on the RHS can be substituted with the Gauss equation and the second by
R, =G+ dflngW. Note that one application of (5.16) is to simplify the second term of the
RHS of the Ricci equation.

5.1.4 Decomposing the Einstein equation

In the previous sections, we have not yet said anything about physics, we have merely related
geometrical quantities. The physical input comes from the Einstein equation?

Gy = 87GN Ty, (5.24)

where T}, is the energy-momentum tensor and G, the Einstein tensor. As the Einstein equation
(5.24) is symmetric and we have two projectors, we can make three distinct projections of
(5.24). To write out each of the three projections of the Einstein equation, we need to define
the projections of the energy-momentum tensor, which we will do in the following way

p =ntn"T,,, S, = —vﬁn”Tp,,, S = yﬁ%ﬁng. (5.25)

2Tn this section, we use units with ¢ = 1.
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5.2. INITIAL DATA FOR 3+1 GR

With these, it is a simple matter to combine the geometric equations of Gauss (5.18), Codazzi
(5.21) and Ricci (5.22) with the physical Einstein equation (5.24). After a some algebra, we
finally obtain the Einstein equation in its 3+1 decomposed form

R+ K? - K, K" =161Gnp (5.26a)
VK", —V,K = 8rGyS, (5.26b)

A~

LK = Ry — 2K, Ky + KK, — Vyay — ayay — 87GN(Suw — 27w(S — p)),  (5.26¢)

with § = ~4""S,,,,. The equations are conventionally named the Hamiltonian constraint (5.26a),
the momentum constraint (5.26b) and the evolution equation (5.26¢). As the names suggest,
equations (5.26a) and (5.26b) are different in nature as compared to (5.26¢), in that they are
constraints. This is to be understood in the sense that the constraint equations consist of spatial
tensors, and the constraints can be checked on a single time slice. The evolution equation (5.26¢)
can then be used to propagate the data to the next time slice. Further, one can show that the
constraint equations (5.26a) and (5.26b) are preserved under time evolution by (5.26¢) due to
the diffeomorphism Ward identity of GR, the contracted Bianchi identity V#G),, = 0. Thus, to
solve the 3+1 EOM, we are first to find some initial data (v, K., ) satisfying the constraint
equations, and then we evolve the extrinsic curvature using (5.26¢) and the spatial metric using
the definition (5.11).

Gauge choices and the shift vector

For completeness, we also consider gauge choices in the 3+1 decomposition which do not directly
relate to Carroll geometry. Integrating forwards in time in principle works as described above,
but the Lie derivative with respect to n* is not natural for our choice of coordinate ¢ due to the
fact ntd,t = a~! # 1. Also, we have not explicitly addressed the question of diffeomorphism
invariance. It turns out we can resolve both at once by considering the vector field

th = ant 4 B, (5.27)

where « is the lapse function, and S# is the so-called shift vector, which is spatial n,3* = 0.
Derivatives along t# are natural in the sense that t#0,¢t = 1. This also tackles the problem of
diffeomorphism invariance as we can take t* to connect the same spatial coordinate from one
time slice to the next. That is, « represents our ability to reparameterize the distribution of
time slices, while S* specifies how the spatial coordinates “drift” along spatial directions. These
4 or d + 1 degrees of freedom are exactly the gauge freedom of diffeomorphism invariance and
are thus completely arbitrary. However, for practical purposes in numerical relativity, there
is a range of standard choices addressing problems arising in numerical computations such as
stability, dealing with singularities, etc. [48]. To implement this new time-derivative along t*,
one uses the relations

Livuw = —2aK 0, + LV, (5.28a)
EtK;w = aﬁnKp,y + E,BKNV, (528b)

which can be derived using n#vy,, = n*K,, = 0.

5.2 Initial data for 3+1 GR

The 341 decomposition takes a different approach to solving the Einstein equation (5.24), in that
we first come up with some initial data and then worry about the time evolution afterwards.
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This is opposed to how one usually derives e.g. the Schwarzschild metric, where one solves
for both the space and the time direction simultaneously. However, as we have seen, not all
initial data are valid, in particular it needs to satisfy the Hamiltonian constraint (5.26a) and
the momentum constraint (5.26b). A further complication is that the constraint equations only
allow for the determination of 4 out of the 12 components of v, and K, and a priori there is
no natural split between free and constrained components.

There has been extensive work done, see [49], on methods to construct initial data and how to
overcome these problems. In this section, we will review some aspects of the so-called conformal
decomposition. The results presented in this section only hold for d = 3, while the results of
the previous sections hold for any d. Further, we go to adapted coordinates (20, z!, ... ,xd) such
that ¢t = 2V parameterizes the time-slices and 2® are spatial coordinates on the hypersurface
with a,b,... =1,...,d. In particular, this means that spatial projections amount to restricting
indices to run only over 1,...,d.

5.2.1 Conformal and traceless-transverse decomposition

The idea of the conformal decomposition is to write the 3-metric v, as a product of a scale
factor 1) and a background metric 74, as

Yab = w4'7ab' (529)

The exponent of 1 is in principle arbitrary, but for d = 3 the exponent 1* turns out to be a
convenient choice. It follows that the inverse metric is also conformally related according to

,}/ab — 1/}74,7(11)‘ (530)

As described, there exists a Levi-Civita connection V associated with Yab, and equivalently there
exists a Levi-Civita connection V that is compatible with 7,,. One can show that the connection
coefficients® of the two connections are related by

0%, = T + 2(267, Vi) log 1 — Yap 7V log ). (5.31)
We can further relate the Ricci tensors of the two connections by
Rap = Rap — 2(VaVilog ¥ + Jap7*V Vg log ) (5.32)
+4(Valog YV, log ¥ — 37"V log $Valog ),
which implies that for the Ricci scalar we have
R=14¢ 4R — 8y~ "V, (5.33)

with V2 = ¥y°V,Vyp. We can then turn to the extrinsic curvature, which we can decompose
into its traceless part Ay, and trace K according to

1
Kap = Aap + g’YabK~ (534)

As the extrinsic curvature can be seen as a free variable, we can give each part of the decompo-
sition its own scaling in v

Ay = VA, K =y°K. (5.35)

3Spatial connection coefficients work as usual in the adapted coordinates e.g. VoX? = 9,X° + Ie.xe.
The connection coefficients can also be used in general coordinates if we subsequently project e.g. V,X" =
Ve (0, X7 + FZAXAL for any spatial X*.
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Different choices of o and § give different simplifications of the equations, and for our purposes
it will turn out to be advantageous to choose

o= -2, g =0. (5.36)

In particular, the choice (5.36) simplifies the momentum constraint. A final rewriting we are
going to make is breaking up the traceless part of the extrinsic curvature A,; by doing a so-called
traceless-transverse decomposition. Specifically, we write Ay as

Agp = (LX) p + ALT (5.37)
where AaTbT is a tensor field satisfying
YAy =0, VAL =0, (5.38)

hence justifying the name, as having vanishing divergence translates to the field being transverse
to the wave vector in Fourier space. The other component of (5.37) is a vector field X* acted
upon by the conformal Killing operator L

- 2

(LX) = 2viex? 3?0)(%@. (5.39)

The kernel of L is precisely the conformal Killing vectors of the 3-metric ¥,;. The decomposi-
tion (5.37) is only guaranteed to be unique when dealing with asymptotically flat or compact,
boundaryless manifolds. However, when the decomposition is well-defined, we can write the
Hamiltonian (5.26a) and momentum (5.26b) constraints as

_ 1- 1 - _ _ - 1
VI — SR+ o (DX + A JLX® + App)p™" = DK% = —2mpy?, (5.40a)
_ 2 _
ApX®— ngV“K = 8mt05e. (5.40b)
The operator Ay, is the conformal vector Laplacian given by
_ _ o 1. _
ApX® = V(LX) = V, VP X + gvavab + R X", (5.41)
The decompositions (5.40a) and (5.40b) are under the stated assumptions completely equiva-
lent to the original Hamiltonian (5.26a) and momentum (5.26b) constraints. This formulation
however clarifies what is “free” and “constrained” data. In particular, we can choose
Tabs Agys Ko poSa RSN g X (5.42)

Furthermore, from a technical point of view both equations (5.40a) and (5.40b) can be shown
to be elliptic PDEs [49]. Thus, the problem of determining initial data through the conformal
traceless-transverse method is a well-defined problem.

5.2.2 Bowen-York solutions

With the equations (5.40a) and (5.40b), one can start looking for simple solutions. One such
example is the family of solutions known as Bowen-York, for which one chooses the free data

Jab = 0apy AR =0,  K=0, p=0, S,=0, (5.43)
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where §,p is the flat metric in Cartesian coordinates. That is, we consider a conformally flat
metric with no matter sources. Further, we take the initial time slice to be

Yo =R3\ {0}. (5.44)

The choice K = 0, which is known as the maximal slicing condition, decouples the equations
(5.40b) from (5.40a). This implies that (5.40b) takes the form

POpX" + %aaabxb = 0. (5.45)

On the domain (5.44), one can derive the following 6-parameter family of solutions to (5.45)

Pyabae] 1
bfzx —T—ge“chbxc, (5.46)

1
X = 1 769 P, +

where r = \/dgpx%2b and ey is the totally anti-symmetric symbol defined by €123 = 1. To get
the full initial data, one further has to compute LX® and solve (5.40a) for 1, where the latter
cannot be done analytically. Even though we are not able to find the full initial data analytically,
we can still characterize the parameters P, and J, using the ADM linear and angular momentum
[41]. Specifically, by imposing asymptotic flatness in the form ¢ — 1 for r — oo, all dependence
on 1 drops out of the ADM integrals and one can show that [49]

pAPM —_ p ~ gADM _ (5.47)

That is, the Bowen-York initial data (5.43) and (5.46) describes some boosted and rotating black
hole. Consequently, one might expect it to be a slice of the Kerr spacetime. However, it turns
out that the Bowen-York data also contains gravitational radiation, and hence corresponds to a
solution of the Einstein equation distinct from the Kerr metric [50].

5.3 Carroll gravity from the 3+1 decomposition

As stated at the beginning of the chapter, Carroll geometry bears much resemblance to the 3+1
decomposition, as it also has a privileged direction of time. The Carrollian vector field v* is
of course fundamentally different as it is physical as opposed to the n* of the 3+1 formalism,
which depends on the choice of foliation. This resemblance is readily seen by comparing the
decomposition of the 4-metric (5.4) into a spatial metric and co-normal and the decomposition
of the relativistic metric (4.18a) into PUR variables. This similarity suggests that the 3+1
decomposition serves as a good starting point for a small ¢ expansion. Thus, we will in this
section develop an alternative method of obtaining the EOM of chapter 4 through the 3+1
formalism.
The 341 and PUR decompositions can be made equivalent under the identification

Y =y, A =T", n,=cT,, n'=c T (5.48)

However, in addition to the identification (5.48), there is a more subtle assumption we need to
consider if we want to perform a small ¢ expansion of GR using the equations of the 3+1 decom-
position. Specifically, the construction of the 3+1 formalism starts by assuming a foliation. This
condition can be expressed locally by the Frobenius condition for hypersurface integrability [39]

nAdn = 0. (5.49)
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5.3. CARROLL GRAVITY FROM THE 3+1 DECOMPOSITION

Thus, under the identification (5.48) this becomes
0=TAdT =7 Adr +2(...) +O(). (5.50)

That is, we get an extra condition for each level of the expansion, as compared to the analysis
of chapter 4, when using the 3+1 decomposition as a starting point. Consequently, the Carroll
theory we obtain from the 341 approach is only a sub-sector of the theory we get by expanding
the action directly, as in chapter 4.

5.3.1 Changing parameterization

The EOM of chapter 4 are defined as the response to varying the timelike vielbein and the spatial
metric. Hence, we need to relate the results of section 5.1 to these responses. A convenient way
of doing this is by considering the variation of the full EH Lagrangian (4.37)

A*E

) = —
Len 167G N

Guwdg"”, (5.51)

where we used the well-known variation of the relativistic v/—gR and reinstated factors of c.
We can then relate the variation of the inverse metric to the variations of the PUR variables

5gt = —2¢72TWHETY) + STIM (5.52)

Inserting this into (5.51) and applying (4.8) to write out projections, we find

) L, ”
0LEgn = — m(GwT“Hp — GuTHTVT,)0T" (5.53)
C4E KTV 1] v po
+ Tom . (G STy, — 2G ., THT 117, )0TIP .

Hence, we have reduced the problem to determining projections of G, which is exactly accom-
plished by the Gauss, Codazzi and Ricci equations. To obtain the expanded EOM, we simply
need to expand (5.53) order by order in ¢?. To find the correct factor of ¢ in the geometrical
equations of section 5.1, we further need to substitute the 341 variable for the PUR variables
according to (5.48) e.g. for the extrinsic curvature

1 1

- ©
_§£n7uu = _%ETHMV = CilKuy. (554)

In (5.54) we did not use K, for the LHS because we in this section reserve the symbol for the

©0)
Carrollian extrinsic curvature K, = _%Evhw- Also, we recall the definition K, = —%ETHW,
)

which implies K, = K, + O(c?). We can repeat this substitution by PUR variables for each
term in Gauss, Codazzi and Ricci equations to establish the following relations

» 1 o 9 ©) o 9 7
THT Gy = 5 (K2 = K KM + ¢*R), (5.55a)
~ © ~ ©
AT Gy =V, K — Vo K7, (5.55b)
A~ ~ © © ©) ©) [©)
01 G pe = Ryy — Vyay — agay + ¢ (KK — 2K, K?, — L7K ) (5.55¢)

© OO ©

1 N -
= 5w (R = 2Va" = 2a,0” + ¢ ?[K? + KW K™ — 2L7K]),
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5.3. CARROLL GRAVITY FROM THE 3+1 DECOMPOSITION

where the Ricci equation was combined with the Gauss equation to obtain (5.55¢). Considering
both (5.53) and (5.55a)-(5.55¢), we again see that the expansion starts at order ¢*. We then
compute the LO EOM by taking o = 0 in the variation of Lry = ¢ 2Lgn

0LEH|g—0 = 87reGn SV (G THTV T, — Gy TVTIZ) g
+ 167r6GN 5hW(CQGWHgH5 B 262GWT“T(9HZ))|0=0
- 87TeGn 51}#(%([(2 — Ky K*)my, = (@P% - @U%Up)‘oﬂ) (5.56)
+ 16;GN5hW(KKuu — 2K, K?, — Lo Ky — 3y (K% + Ko KP7 — 2L,K)).

Comparing this to the definition of the EOM 8’2 (4.39a) and 8’21, (4.39b), we see that the
contents of the brackets on the first and second line of (5.56) should exactly be the LO EOM
(4.52a) and (4.52b), respectively. Though it looks very promising, it is not immediately clear
that these expressions agree. However, if we consider the full Levi-Civita connection written

©)
out in terms of the PUR variables (4.24a)-(4.24c) and the shift S7,, it is easy to see that for a
spatial vector X*#

V. X" =TIV, X7 = TITILV, X7, (5.57)

because the differences between '}, and éﬁy are projected out. From this, we conclude that

~ O

~ O ~
—(VpK = VoK7))lo=0 = m)\v/\(KM = Khyy), (5.58)
(&) @)
and hence the expressions for the EOM G}, do indeed agree. To match up GZV we need the Lie
derivative identity

LK, =0V, K, — 2K, K, (5.59)

which can be derived using (4.47). Applying (5.59) to the second line of (5.56), we find agreement
with (4.52b). A priori, it is not given that the EOM one can read off from (5.56), should
immediately agree with the EOM of chapter 5, because we have not considered the integrability
condition (5.50). However, as the LO EOM from the action expansion do not explicitly depend
on the LO Frobenius condition 7Ad7T = 0, we find agreement without further considerations. The
equations obtained from the 3+1 approach should in general be supplemented by the Frobenius
condition expanded to the appropriate order. To obtain the NLO EOM one expands (5.53) to
order ¢ and reads off the responses to the variation. This procedure can of course be repeated
ad infinitum to obtain further orders.

Thus, we see that the LO and sub-leading Carroll EOM can be derived using the 3+1
formalism. Furthermore, this approach automatically casts the equations in terms of variables

such as II,,,, % uv ete. that in the ¢ — 0 limit correspond to natural Carroll tensors. This novel
approach of expanding the EOM of GR is equivalent to the action expansion up to the added
constraint of the integrability condition (5.50).

This procedure can of course also be applied to the Galilean limit where the caveat of
hypersurface integrability at the level of the PUR (or in that case pre-non-relativistic) variables
(5.50) plays a bigger role. Note that the Galilean expansion of T'A dT would be in orders of ¢ =2
rather than ¢?, as it is done in (5.50). As mentioned in chapter 4, the LO (i.e. ¢%) EOM from
a Galilean action expansion is exactly the Frobenius condition on the clock-form 7, [29], i.e.
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5.3. CARROLL GRAVITY FROM THE 3+1 DECOMPOSITION

7 Adr = 0. However, the 341 formalism assumes the integrability condition, and the LO EOM
from the 3+1 expansion is identically zero. That is, the LO EOM from the two approaches
only agree when we impose the LO Frobenius condition. Likewise, the NLO EOM from the
action expansion will also disagree with the 3+1 NLO EOM until we apply the NLO Frobenius
condition. This underlines that it is coincidental that the Carroll LO EOM come out the same
from both the action expansion and the 3+1 decomposition without imposing the Frobenius
condition (5.50), and one should not expect this to hold true at sub-leading orders.
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Chapter 6

Leading Order Theory Solutions and
Charges

The LO Carroll theory, as derived in chapter 4, is in itself a dynamical field theory governing
the Carroll metric data and is thus interesting in its own right. The gravity theory is of course
expected to be somewhat strange due to the Carrollian causal structure, which forces isolated
dynamics on each integral line of v#. This property would limit the possible dynamics but
on the other hand allow for more problems to be exactly solvable. This chapter is dedicated
to exploring novel approaches to finding solutions to the LO theory and characterizing them
through e.g. boundary charges. We will show that the LO EOM can be cast in a form very
similar to that of the 34+1 decomposed Einstein equation, as presented in chapter 5. Hence, we
will also adapt some of the methods of the 34+1 decomposition to solve the LO Carroll theory.
The results on LO Carroll gravity and its solutions presented in this chapter are original.

Specifically, we will in section 6.1 derive Ward identities for the LO theory and in section
6.2 rewrite the LO EOM to make them comparable to the equations of chapter 5. Then, in
section 6.3 and 6.4, we will address the problems of time evolution and preparing initial data,
respectively. Next, in section 6.5, we will compare our results to earlier work of Dautcourt [32]
before we in section 6.6 derive boundary charges for the theory. Finally, we will in section 6.7
work through a number of examples of solutions to LO Carroll gravity.

6.1 Ward identities

As the diffeomorphism Ward identity appears in both the analysis of the EOM in section 6.2
and the derivation of the LO boundary charges in section 6.6, we will in this section derive the
LO Ward identities. To derive the Ward identities, we follow the same procedure as in section
2.4.1. That is, to consider a general variation (4.45) and deduce the consequences of invariance
when the variation is chosen to be a local symmetry. In particular, the Ward identities will work
out to have the same form as in section 2.4.1 up to constants due to their definitions, compare
(2.78) and (4.45). Hence, it is easily seen that the boost Ward identity (2.89) translates to

2

vGhD =0, (6.1)

2
where GZIZ} is the response of the LO action to varying with respect to h,,,, as defined in (4.39b).
This is consistent with the explicit expression (4.52b) derived in chapter 4.

The diffeomorphism Ward identity also follows in the same way as it did for a Carroll field

theory. Carrying out the same steps now utilizing the I'-connection, we find the following
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6.2. VACUUM EQUATIONS OF MOTIONS

diffeomorphism Ward identity

1 @ @ ~ @ ~ @
ivpagghﬂm(mm —81) = 2GR K, — KPP G, + 0"V, Gt + Y, (BPGRY) =0, (6.2)

2
where the LO EOM GZA is defined in (4.39a). This can be further simplified by noticing that the
first term drops out by imposing the boost Ward identity (6.1) yielding the combined relation

e} e} ) - @
—2GUN K, — KPP G, + 0"V, G + Y, (WP G) = 0. (6.3)

We note, that the diffeomorphism Ward identity of GR is the contracted Bianchi identity V,G"",
which in this sense can be considered analogous to (6.2).

6.2 Vacuum equations of motions

We have already derived the vacuum EOM both with and without a cosmological constant
(4.52a)-(4.52b) and (4.55a)-(4.55b), respectively. In particular, we found that the LO EOM
with a cosmological constant are

@ 1 X S

G = ST K py — K2+ 28) + RV, — Ky, (6.4a)
2 1 ~ v

&Zly\ = _§h,uu(KpaKpa ~K?— 2A) + K(K}w - Khlw) - UpVP(KIW o Kh’“’)' (6'4b)

To better understand the nature of these equations, it is instructive to rewrite them in a form that
resembles the 3+1 EOM (5.26a)-(5.26¢). This will allow us to interpret the LO Carroll EOM
analogously to the 34+1 EOM. For generality, we consider the LO EOM with a cosmological
constant, which simply can be written as

2

Qb =0, GM=o. (6.5)

&)
Taking the temporal projection of GZA = 0, i.e. contracting (6.4a) with v#, we find the first
EOM

K"K, — K*= —2A. (6.6)

The second term of (6.4a) does not contribute to (6.6) because it is annihilated by v#. On the

@
other hand, the spatial projection of GZA = 0 yields the second equation

WV o (Kyp — Khoy) = 0. (6.7)
Finally, we turn to (6.4b) where the first term simplifies upon imposing (6.6), leaving only

20n, + K (K — Khyy) — vV (K — Khy) = 0. (6.8)

2
Note that GZ’,} only has a spatial part as consequence of the boost Ward identity (6.1). We then
compute the trace of (6.8) using h*¥

2dA + (1 — d)K? — (1 — d)v*V ,K =0, (6.9)
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where we used h‘“’vp@pXW = Up@p(h“”XW) for X,,, spatial, which follows directly from (3.27a).
If we consider d # 1 then (6.9) implies

~ 2d -~
VWV, K — K? = ————A, (6.10)
d—1
which we can insert into (6.7) together with (6.6) to find the third EOM
- 92
vV, K, — KKy = ———Ahy,. (6.11)

d—1

To summarize, we have rewritten the full content of the LO EOM in vacuum (6.4a)-(6.4b) as

K"K, — K* = —2A, (6.12a)
WV o (Kyp — Khoy) = 0, (6.12b)

2 .
‘CUKMV = _2Kupry + KK/“, - ﬁAhuy, (612(})

where, for the last EOM (6.11), we used the Lie derivative identity (5.59) to get the form (6.12c).

Before we move on, let us check that the EOM are boost invariant. The EOM (6.12a) and
(6.12c) are easily seen to be invariant under boosts, because they only consist of Carroll invari-
ants. The second constraint (6.12b) is not so straightforward and requires a little computation

NIV p(Kop — Khop) (6.13)
= 0PNV o (Ko — Khop) — W71 ) (K, — Khyy) — 70T (Kox — Khgy)
=20\, + KN/ (K — Khyy) — (VK — XK (K, — Khy,)

— (WK, — K\,) (Kyx — Khey)
= 0.

In the above, we for the second equality used the EOM (6.8) along with the transformation (3.24),
and for the third equality we used (6.12a). Hence, we see that the vacuum EOM (6.12a), (6.12b)
and (6.12¢) are all invariant under boosts, as they must, because they derive from the Carrollian
invariant Lagrangian (4.44).

The LO vacuum EOM (6.12a), (6.12b) and (6.12c) somewhat resemble (5.26a), (5.26b)
and (5.26¢) of the 3+1 decomposition. The LO EOM are in particular susceptible to a similar
initial-value problem interpretation with dynamical variables (h,, K,,) (position and velocity)
and v* dictating how spatial points are embedded in the Carrollian spacetime. The equa-
tions (6.12a) and (6.12b) resemble the Hamiltonian and momentum constraints, respectively,
and can be understood as constraints that have to be satisfied for the initial data to be valid.
Because the constraint equations are similar in structure to those of the 3+1 decomposition, we
can employ some of the same methods to construct initial data. We will pursue this idea in
section 6.4

The evolution equations of the initial-value problem are (6.12c) along with the definition of
the extrinsic curvature i.e.

‘C’Uh‘/,LI/ = _2KMV7 (614)

which gives the L,-derivative or “time” derivative of the dynamical variables. Importantly,
neither evolution equation contains spatial derivatives, and thus we conclude that points on
different integral lines of v* cannot affect each other and evolve separately. This confirms the
interpretation that at LO the light-cone has collapsed, and spatially separated points are causally
disconnected.
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Mathematically, this means that the evolution equations are ordinary differential equations
(ODEs) rather than partial differential equations (PDEs), which offers an enormous simplifica-
tion as compared to GR. In particular, this means that we can analytically solve the evolution
equation for a large class of Carrollian spacetimes, which we will investigate in section 6.3.

6.2.1 Consistency of the constraint equations

For (6.12a)-(6.12c) to be a complete self-consistent set of equations, we need to check that
the constraints are conserved under the time evolution of (6.12c). That is, we assume that
the evolution equation (6.12¢) holds everywhere and then compute the Lie derivative of the
constraints along v#. For the constraint (6.12a) the computation is straightforward

Lo(K"WEK,, — K?42A) = v"V (K"K, — K?) = 20"(K"'V ,K,, — KV,K)

d—1
=2K(K"K,, — K*+2A), (6.15)

= 2K <KKW - d21[\hw> - 2K <K2 - 2d]\>

where we used @p(K WKL) = 2K @pK w for the first equality and the trace form of the
evolution equation (6.10) for the third. Hence, we see that the constraint (6.12a) is preserved
under time evolution i.e. if (6.12a) is satisfied at time ¢ then it is also satisfied at time ¢ + 0t.

In principle, the calculation for the second constraint (6.12b) follows in the same manner,
but it is more technically challenging due to the covariant derivative. Thus, we want to connect
to the Ward identity (6.3), which we can do by recalling that the constraint (6.12b) can be
written as h;(czi”;A, where hl, = h,,h?" is the spatial projector, and noting the Lie derivative
identity

v Zwh vV, P 2wA v 2wA p(z)'uA v
Ly(h,G7) = hjvPV,G0 — KGR+ 0P Gt . (6.16)
Taking the spatial projection of the Ward identity (6.3) and substituting in (6.16), we obtain
the following expression for the £,-derivative of the constraint (6.12b)
(02} (&) ~ &) 2
LRGN = BGEAK =V, (RPGRY) + 0P G 0V Ty, (6.17)

As we assume the constraints hold at a time ¢, the first and last term of the RHS of (6.17) clearly

2
drop out. However, the middle term also vanishes because GZ’Z} can be seen as a combination of
the evolution equation (6.12c), which vanishes by assumption, and the constraint (6.12a) that
we showed also vanishes everywhere (6.15).

6.2.2 LO Carroll gravity and classification by intrinsic torsion

In the light of the equation (6.12a), which is an algebraic constraint on K, it is interesting to
revisit the classification of Carroll spacetimes by Iintrinsic torsion, as presented in section 3.1.2.
In particular, let us consider the LO EOM with A = 0 and deduce the consequences of (6.12a).

(Co) Ky = 0: This class trivially satisfies the LO EOM and is thus consistent with the leading
order theory.

(C1) K = 0: By the EOM (6.12a), we see that K = 0 implies K, = 0 because K, is purely
spatial, and h*¥ is positive definite on the spatial subspace. Thus, on-shell C; implies Cp.
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(Co) K,, = fhyu,: That is, the extrinsic curvature is only trace K,, = %hw. However, this
contradicts (6.12a) for d > 1, as can be seen by contracting with K**. Consequently, we
cannot have Cy geometries in the LO vacuum theory.

(C3) Puts no restrictions on K, and is thus trivially consistent with the LO EOM.

Hence, we see that only the classes Cy and Cs are possible when considering the LO vacuum
theory. However, once one introduces matter (4.43a)-(4.43b), these considerations can become
invalid as matter, depending on the scaling in ¢, will appear as sources on the RHS of (6.12a)-
(6.12c). If we assume that the power counting for matter of the Galilean expansion [29] holds in
the Carroll limit, then many kinds of matter start at order ¢? and spoil the above consideration
e.g. point particles and electromagnetism.

This is also unlike what one might expect from the results of the Galilean limit [29] where the
leading-order EOM directly corresponds to the G class of intrinsic torsion of Galilean structures
(see the classification in section 3.1.2). Further, as can be seen from (4.37) the Galilean LO EOM
is of order ¢®, and no reasonable Galilean expansion of matter starts at that order. Thus, the
geometric constraint of the LO EOM in the ¢ — oo limit is a general property of all solutions
in non-relativistic gravity regardless of matter.

6.3 Solving the evolution equation

To explicitly solve the evolution equation (6.12¢), we need to choose a partially adapted coor-
dinate system. In particular, we want to construct a coordinate system (t = 20, ..., z%!) such
that the Carrollian vector field is parallel to the t-direction i.e. v ~ 3;. One can always choose
such coordinates, at least locally [51]. Hence, this construction can be made without loss of
generality. More precisely this means that the vector field v has the form
H
v=e" 20, vt =(e”2,0,...,0), (6.18)

where H can be interpreted as a sort of Carrollian lapse function. The precise form of (6.18)
is chosen to match the coordinates used by Dautcourt in [32], which also facilitates comparison
between the results of this thesis and Dautcourt, see section 6.5. Furthermore, the vector field
v defines a spatial subspace of T*M, and consequently spatial co-variant tensors e.g h,, and
K,,, cannot have non-zero dt-components. Thus, we will restrict the indices of these tensors to
run only over a,b,... =1,...,d. In the following, we will also use the inverse spatial metric as
h even though this in principle presupposes more structure i.e. a choice of 7,. However, if
all indices of h® are always contracted with a spatial co-variant tensor, then any ambiguity is
projected out.

First, we determine the extrinsic curvature in these coordinates where we can immediately
restrict the indices to be spatial

H
1 e 2 e 2 .
Kab = _iﬁvhab = _Tﬁaohab - _Thab‘ (619)

H
2

Here, the over-dot f denotes differentiation with respect to t. The Lie derivative of the extrinsic
curvature works out in much the same way,

-H [ .
EvKab = _67 <hab - hab) . (620)
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Using the rewritings (6.19) and (6.20), we obtain the following form of the evolution equation
(6.12¢)

. 1. . . . . 4
Bap + =hap(h%heg — H) — haehhgy =
b+ 5 b( d ) b= T

Aef by, (6.21)

From the form (6.21) we clearly see that the evolution equation indeed is an ODE. Further, we
note that the function H represents gauge freedom i.e. in the adapted coordinates we are free
to reparameterize the time variable ¢, which corresponds to a new choice of H.

6.3.1 Zero cosmological constant

If we consider the case of A = 0, we already get a simpler ODE. To solve the problem, we first
need to choose a gauge. Considering (6.21), a natural choice seems to be

H = h®hg, (6.22)

which indeed offers a great deal of simplification as it removes all reference to the lapse function
H. With these choices, the problem (6.21) becomes

hap — hachhg, = 0. (6.23)
We then contract with A% to obtain

0= hhap — h*hach hay = h*hap + 1 hay = = (K hap). (6.24)

where we used Ao = —h“chcdhdb . Integrating (6.24), we get a first order ODE for hg,
hab = hacCCln (625)

with C'%, being an integration constant. The equation (6.25) is a linear system of ODEs and is
thus solved by a matrix exponential

hap = Dgc exp[tCpl, (6.26)

where exp[A%;] denotes the matrix exponential of the map A%,, and D, is an additional matrix
of integration constant. Having solved for the general solution (6.26), we can impose some initial
conditions

hap(t = 0) = ho,ab, hab(t =0)= ho,ab, (6.27)

corresponding to an initial choice of spatial metric and extrinsic curvature. Finally, we solve
for the integration constants of (6.26), using (6.27) to obtain the solution to the initial value
problem

hap(t) = ho.ac explt h(c)dhgjdb] = hoac exp[—2t hgdKo,db], (6.28)

where we expressed the solution in terms of the extrinsic curvature (6.19) at ¢ = 0. Despite
appearances, the solution (6.28) is a symmetric tensor due to the following matrix calculation

_ T _ _ _ _
[AeA IB} — eBATIf = pAATIBAT 4 goA lB, (6.29)

where A and B are symmetric matrices, and we used the identity AeB4 = e4ABA. Under
boost transformations, the solution (6.28) is invariant because the only object that transforms is
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h(c)d, but it is fully projected with spatial co-variant tensors. Also, note that there is an implicit
dependence on the spatial coordinates in (6.28) i.e. every point in space evolves along an integral
line of v* according to its own matrix exponential.

With the solution at hand, we can also deduce the consequences of our gauge choice (6.22)

H = h®(t)hap(t) = h§*ho ab. (6.30)

Integrating this again yields an integration constant, which can be set to zero using the remaining
gauge freedom i.e. H(t =0) = 0. This yields

H(t) = =2t h{* K¢ ap- (6.31)

Thus, we see that for any vacuum initial data of LO Carroll gravity, the evolution equation
(6.12c) can be solved in terms of a matrix exponential.

6.3.2 Non-zero cosmological constant

We will now extend the methods of the previous section to include the case of A # 0. We again
consider the gauge choice (6.22) and the h® contraction of (6.21)

d .
—(W*hey) = kel 5g, (6.32)

where we defined the constant k = f—fl. Initially, it seems that we are stuck, as we have not been

able to eliminate the unknown function H. However, if we trace (6.32), we obtain an equation
for H

H = dre”. (6.33)

It is always possible to solve (6.33), but it does not depend in a simple way on the initial
conditions. Thus, the explicit solution is omitted here. With this, we can solve for H using
H(t = 0) = 0 (arbitrary gauge choice) and H(t = 0) = h@’hg 4 (as follows from (6.22)) and
reinsert into (6.32). Because the expression on the RHS of (6.32) is now a known function of ¢,
we can solve it using basically the same steps as for (6.24). Specifically, to obtain the time
evolution of the spatial metric, we need to determine a function F'(t) satisfying

F=rell,  Ft=0)=0, F({t=0)=0, (6.34)
which is computed by direct integration, because e’ is now a known function of t. With these
components, it easy to verify that the full solution to (6.21) for initial data (6.27) is

ab(t) = o ac exp|—2t WL Ko gp)ef®. (6.35)

We conclude that also for a non-zero cosmological constant we are able to solve the LO evolution
analytically.

6.3.3 On the existence of oscillatory solutions to the LO theory

In the previous two subsections, we have seen that the possible time evolution in the LO vacuum
theory is very limited. That is, we can always choose coordinates such that solutions can be
brought on the form (6.28) or (6.35) depending on the presence of a cosmological constant A.
An important class of physical solutions of GR is gravitational waves, and a natural question
is then if the vacuum LO theory allows for solutions that oscillate in the time coordinate 7 A
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priori, the solutions (6.28) and (6.35) do have the potential to produce such oscillatory solutions
if the matrix in the exponent has any imaginary eigenvalues.

To determine whether hgciLO’cb has any imaginary eigenvalues, we temporally switch to matrix
notation according to

hO,ab — h(), hgb — hal, hD,ab — f'L(). (6.36)

The matrices hg, hy 1 ho are all symmetric and ho, hg L are positive definite. Due to hy > 0,

we have a unique positive square root h(l]/ 2 satisfying hg = h(l)/ 2h(1)/ % and likewise for hy 1 With

these properties in mind, we can rewrite the matrix of interest as
hgtho = hg 2 (hg 2 hohg )02, (6.37)

The rewriting (6.37) shows that hy g is similar to the matrix hy Y Zizoha Y 2, and thus they have
the same eigenvalues. Furthermore, it is easily seen that h 12,
by the spectral theorem has real eigenvalues.

The above linear algebra argument demonstrates that it is not possible to get an oscillatory
behavior from the matrix exponentials of (6.28) and (6.35). The solution for non-zero cosmo-
logical constant (6.28) also contains the function F'(t). However, F'(t) is readily seen to be a
monotone function from its definition (6.34). Hence, we must conclude that the solutions (6.28)

and (6.35) of the vacuum theory do not contain any oscillatory solutions.

-1/2 . :
ohy /%4 symmetric and hence

6.4 Initial data for Carroll gravity

The Carroll constraint equations (6.12a) and (6.12b) are very similar to those of the 3+1 decom-
position. In particular, it turns out that (6.12b) takes the exact same form as the momentum
constraint (5.26b), while (6.12a) is a simplified version of the Hamiltonian constraint (5.26a), as
the 3-Ricci scalar is suppressed in the ¢ — 0 limit cf. (5.55a). Thus, it is interesting to ask if one
can adapt the methods for creating initial data in 3+1 decomposition outlined in section 5.2.
This is indeed the case, and we will see that the Bowen-York type solutions can be analytically
solved for the 3-metric in LO theory as opposed to the relativistic case (section 5.2.2) where one
still has to solve a non-linear PDE for .

In this section, we will again be working in adapted coordinates (6.18). However, for the
3+1 formulation methods to make sense, we further need to assume a foliation such that we can
prepare the initial data on a specific time slice. That is, in these coordinates we can spatially
project both co-variant and contra-variant tensors by restricting the index to a,b,...=1,...d.
In this section, the particular forms of the timelike vielbeine v*, 7, are of no direct interest,
as they govern time evolution and define the spatial vector subspace, respectively. Also, the
methods described in this section build on section 5.2. Thus, the results stated hold only for
d=3.

6.4.1 Conformal traceless-transverse decomposition

The conformal decomposition of the spatial Carroll objects proceeds completely analogously to
section 5.2.1. Specifically, we again define conformally related 3-metric and extrinsic curvature

_ o1
hap = W hap, Koy =0 2 Agp + SharK. (6.38)

Along with the 3-metric hqp, we again get an associated Levi-Civita connection V, which inherits
all the nice properties described in section 5.2.1. We want to identify the covariant derivative in
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equation (6.12b) with a spatial covariant derivative to match it with the momentum constraint
(5.26b). This identification holds because all differences between the I'-connection and the Levi-
Civita connection vanish when fully spatially projected (cf. argument above (5.57)). Also, we
can observe that (6.12b) is spatial i.e. annihilated by v*. Hence, the V-derivative in (6.12b) is
indeed fully spatially projected. With these facts, it is clear that we can equivalently use the
spatially projected V-derivative or the V-derivative in (6. 12b).

Using the definitions and results of the 341 decomposition presented in section 5.2.1 (swap-
ping vap — hap), we are in a position where we can write down the LO Carroll vacuum constraint
equations (6.12a) and (6.12b) in a conformally decomposed form

_ N _ 2
(LXap + AR (DX + A%) — §K2¢12 =0, (6.39a)
_ 92
ApX® — gqpﬁvaK =0, (6.39b)

where we further used the traceless-transverse decomposition Ay, = LXqp + flaTbT . Compar-
ing (6.39a) and (6.39b) to the conformally decomposed 3+1 constraints (5.40a) and (5.40b) in
vacuum, it is again observed that the Hamiltonian constraint is simplified to (6.39a) by the van-
ishing of the curvature term, while the momentum constraint agrees with (6.39b). As discussed
in section 6.2, we can only have solutions with non-zero extrinsic curvature to the LO theory if
the mean curvature K is non-zero due to the constraint (6.12a). Thus, we assume K # 0, which
allows us to solve (6.39a) for ¢ in terms of the traceless part A

1/12

P = LXap+ Ay (LX® + A5 |, (6.40)

2K2(

where indices are raised and lowered using hq,. Note that it is not possible to explicitly solve
the relativistic counterpart of (6.40) as the equation only becomes algebraic in the UR limit.
The solution for 1) can then be reinserted into (6.39b) to get a single equation for X°. This is
of course a simplification as compared to the relativistic equations, but the remaining equation
for X% is still a highly non-linear elliptic PDE, which does not admit an analytical solution.

6.4.2 Bowen-York type solutions

The equation (6.39b) does, however, become tractable if we consider a solution with A, confor-
mally related to the flat metric and K = const. such that (6.39b) completely decouples from ).
This is of course very similar to the setup for the Bowen-York initial data (5.43), but there is
a conceptual difference in the interpretation of choosing the value of K. In the 341 formalism,
K = 0 is a gauge choice, that is we can always get K = 0 by choosing a maximally slicing
foliation [48]. On the other hand, K in the Carroll theory is gauge invariant and consequently
observable. Thus, fixing its value specializes our survey to a subset of solutions.

Having this in mind, we can mimic the free data of the Bowen-York relativistic solutions,
but with a non-zero constant K

hap = by,  ALT = K = Ky, (6.41)

With these choices, the equation (6.39b) becomes the same equation as in the relativistic case
(5.45) i.e.

1
PopX + gaaabxb =0. (6.42)
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Because the equations are the same as in the 341 decomposition, we can reuse the Bowen-York
family of solutions (5.46). Furthermore, we can compute the traceless part of the conformally
related extrinsic curvature acting with the conformal Killing operator (5.39) on the Bowen-York
solution X (5.46)

x%zb

r2

_ 3 3

LX = 53 [xan + 2P — (5‘“’ — > chC} += [e“Cdchdxb + x|, (6.43)
r r

with 7 = \/d2%?. Unlike in the relativistic problem, this immediately gives the solution for
¥ through (6.40), which completes the initial data:

3 - 1/12 L 1
Y= |:2K,2LXabLXab] ) hO,ab = w46ab) KO,ab =1 2[AXab + §¢45ab‘ (6‘44)

As we have shown that the LO evolution equations (6.12c) can be solved in terms of matrix
exponentials (6.28), we can use this result to write down a family of full spacetime solutions
corresponding to the Bowen-York type initial data. In particular, the function H in (6.31) takes
the form

H(t) = =2t hi" Ko a = —2Kot, (6.45)

where A, does not contribute because it is traceless. We can then write out the full time-
dependent solution using (6.28) and (6.18)

V=", = efoty,, (6.46a)

hap(t) = ho ac exp[—2t h§ Ko g] = 1*64c exp [~2t 9 OLX %] e~ kKo, (6.46b)

where the indices of LX are lowered using §%°. Thus, for a given set of parameters (Pa, Ja),
one can construct a Bowen-York type solution to the LO vacuum theory using (6.46a) and
(6.46b). The above construction of Bowen-York type solutions exemplifies the simplification
that the LO equations present: In the relativistic problem, neither the Hamiltonian constraint
nor the evolution equation can be solved, while for the LO analog we can solve the entire set of
equations.

Finally, we can consider (6.44) to conclude that =% ~ (LA%)~! which implies that the
exponent of (6.46b) is of order r? for large 7. Hence, the entire scaling for large » comes from the
y* factor in (6.46b), which falls off as either r~4/3 or r~2 depending on the parameters, as can be
deduced from (6.43) and (6.44). In particular, this implies that the spatial metric hy, vanishes
at spatial infinity, as opposed to being some sort of asymptotically flat Carroll geometry.

6.5 Comparison to Dautcourt

In the paper [32], Dautcourt performs an ultra-relativistic limit of GR from the EOM i.e. the
Einstein equation. In doing this, Dautcourt chooses adapted coordinates corresponding to (6.18)
along with a choice of spatial subspace, as in section 6.4. We have already derived the evolution
equation in these coordinates (6.21). To make the connection to Dautcourt’s notation, we also
rewrite the constraint equations (6.12a)-(6.12b) in adapted coordinates using the form (6.19)
of the extrinsic curvature and set A = 0. In particular, we find the following set of equations
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corresponding to (6.12a), (6.12b) and (6.12c), respectively

habhab + (habhab)Q =0, (6.47a)
. . 1 . 1 .
Wy — B hpg)e — 5JLI,athth + 515@;#)%w =0, (6.47b)
 — |
hap + 5hab(hcdhcd — H) — hach®hg, = 0. (6.47¢)

Note that here comma denotes partial derivative and stroke denotes the Levi-Civita covariant
derivative associated with hg,. The equations (6.47a)-(6.47c) are to be compared with (25)-
(27) of [32]. The EOM (6.47a) and (6.47c) are in agreement with the findings of Dautcourt.
However, the equation (6.47b) differs by the term marked with a bracket as compared to the one
presented in [32]. This missing term leads Dautcourt to conclude that to obtain a consistent set
of equations one must impose an additional constraint. This is in contrast to the EOM (6.47a)-
(6.47c), as we have shown their consistency in section 6.2.1. In the paper [32], Dautcourt further
considers dust matter for which the analysis also needs to be altered to take into account the
extra term in (6.47b).

6.6 Boundary charges

A convenient way of characterizing solutions to gravitational theories are boundary charges that
e.g. in GR, allows one to ascribe a mass and angular momentum to a black hole as seen by a
distant observer. One can also use the existence of non-zero boundary charges to conclude that
solutions are not pure gauge. Thus, in this section we shall derive the boundary charges for the
LO Carroll theory.

As described in appendix C, the covariant phase space formalism supplies an elegant and
fully covariant way of deriving boundary charges for gravitational theories. From an operational
point of view, we need to compute a number of quantities to derive the diffeomorphism charge
integrand k! corresponding to the LO action (4.44). Specifically, we have to calculate the
presymplectic potential ©# (C.12), the current related to Noether’s second theorem S* (C.15),
the current M* (C.11) and the Noether-Wald charge QI*! (C.14).

6.6.1 The Noether-Wald charge

To determine the pre-symplectic potential, we use the defining relations (C.12). That is, we
need to recompute (4.45) and keep track of total derivatives

@ B e Q. " l1® L v "
0L1o = g | Gudv! + S G, o0 | + 8,0 (6.48)
v € v v = 1 = v
= (o B+ (BRI 4 [(Kh# — K" ) Vot — S (K — K )0V 500 |

where the ellipses (...) signify terms with no derivatives of dv* or Jh*”. We then use the
integration-by-parts identity (3.28) to write the last term as a total derivative and identify

e

oOr =
8GN

[(Khﬁ ~KM)ou” — %(Khap _ K, )0 5her| | (6.49)
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We also compute the pre-potential evaluated on a diffeomorphism & ie. dvH = Lev# and
OhHY = LehHY

e
or =
3 87TGN

_'_

(K", Kpo — KK",)E7 + (K? — K Ko ) 0" 71,€"] (6.50)

[21@ 1y,eY 4 20l K1) vygp]
8w G N
To derive the Sg current, we need to determine the total derivative (C.15) arising when com-

puting the diffeomorphism Ward/Noether identity. Hence, we repeat the steps that lead to
(6.2)

1 @ 1o o
G [Guﬁgv“ + 5 Gl Leh” ] = (.. )ub" + +0,5¢ (6.51)
= (- )ud + o Z, Vi [ (K? + KP7 Ko )€ + (K7 K por, 0t — KK%)&"}

[vpuloep (nev]g
— GNVM [21; W e Ky, + 200V K |

where the ellipses (...), denote the terms with no derivatives of £* i.e. the Ward identity (6.2).
Again using the identity (3.28), we can read off the current

St = SWZN [ (K% 4+ KK ,0)e" + (K K por 0" — KK“Z,)f”] (6.52)
+ G [21) N s W 2l K}
N

Finally, we calculate the remaining current Mg =& 1 L

MY = "Lro = (K™K, — K¢, (6.53)

16G

where we used the rule (A.8). This puts us in a position to calculate the Noether-Wald charge
(C.14) as

8Q[MV: “_@“_S“
[2KKH, ¢ — KM, K?, — K*ht€"] (6.54)

87rGN

[ [thlogpv Ky, +U[N§V V, K + Kvl*v, g”l +U[VKM N
47rGN

Equation (6.54) does not look like an exterior derivative, but using the derivatives of ¢ as a
guide and the formula (3.29) we can identify

L(v[“K”]USU e} (6.55)

(] —
@ 4G N

which completes the derivation of the Noether-Wald charge.

6.6.2 Charge integrand for the LO theory

We have now derived all the necessary components to write down the charge integrand, which
is given by (C.27)

kI = 0, + 2600 (6.56)
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where 6,Q is an on-shell variation of (6.55) and ©}, is (6.49) evaluated with the same on-shell
variation. This allows us to define a charge

§He = /S KM (A1) (6.57)

where S is some co-dimension 2 surface and the differential (d%~!z),, is defined in (A.5). We
will take S to be a sphere at infinity as that is typically the only natural surface in the problem.
The notation § serves to remind us that the charge is not necessarily integrable. The charge H¢
is conserved by the fundamental theorem of covariant phase space formalism (C.22) if

So = Levt =0,  Sh™ = Lch™ =0, (6.58)

such that the pre-symplectic form vanishes. Considering the results on Carrollian Killing vectors
of section 2.4.3, one would expect L¢hy,, = 0 to be a sufficient condition for conservation. This
is indeed the case, which can be seen by the following computation

Leh!™ = h' hy,Leh? — 0P T,Leh = —hP7hYP Lehg, + 200hP Le, (6.59)
= —BFORYP Lehgy + 2000,

where we defined M = h*L¢7,. Equation (6.59) shows that if L¢hy, = 0 then Lh* is only
a gauge transformation (2.48d), which should be in the kernel of the pre-symplectic form. One
can show by direct computation that this is the case, and consequently H is a conserved charge
when

Lev' =0,  Lehy, =0, (6.60)

which coincides with the definition of Carrollian Killing vectors (2.102a)-(2.102b). One can
also partially relax the criteria (6.60) to include so-called asymptotic symmetries such that the
Carrollian Killing equations only have to vanish in an asymptotic sense at spatial infinity. For
asymptotic symmetries it is important that the surface S, which we integrate over in (6.57), is
chosen to be at infinity.

As the Carroll geometry automatically supplies us with the vector field v*, one may wonder
if we can have an associated charge H,. For the charge to be conserved, we need to have (6.60)
satisfied: L,v* is identically zero, while the second condition translates to K,, = 0. However,
all terms in the charge integrand k:g “ are proportional to K, and we thus conclude that we can
not have a non-zero conserved charge associated with v*. This can be interpreted as the absence
of a charge associated with time translation. In a relativistic theory, the time translation charge
would be contributed to mass or energy. Thus, we conclude that the LO theory does not contain
a notion of Carrollian mass or energy. As we will see in section 6.7.2, we can on the other hand
have Carrollian versions of both linear and angular momentum.

6.7 Examples of Carroll spacetimes

We will in this section consider several solutions to the LO vacuum theory using the methods
developed in the previous sections.

6.7.1 Ultra-relativistic Schwarzschild black hole

In this chapter, we have presented methods to directly solve the LO EOM. However, maybe the
simplest way to obtain solutions to the Carroll theory to any order is by expanding a solution of
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the full Einstein equations. If we can write a GR vacuum solution in the PUR decomposed form
(4.18a)-(4.18b), such that the PUR variables start at order ¢” and are analytic in ¢2, then the
PUR variables can be expanded in ¢? to obtain the Carrollian data according to the expansions
(4.10a) and (4.15b).

To obtain a simple example of a solution to LO theory, we can consider the relativistic
Schwarzschild metric with factors of ¢ reinstated

2 2 !
ds? = -2 <1 - GNm> dt? + <1 - GNm) dr? + r2dQ?, (6.61)

c2r c2r

where d? is the metric on the round 2-sphere. The metric (6.61) does not immediately admit
an expansion, because what is to be identified with 7}, and II,, is not analytic in c?. The
expansion, in the sense of (4.18a), does however exist if we take the ¢ — 0 limit with M = mc =2
kept constant. This can be understood as keeping the position of the “event horizon” fixed
rather than sending it to infinity. Substituting the mass, we see that the expansion terminates
after LO, leaving only

2GN M\ 2
o), = (1 - ]TV ) . (6.62a)
2GNM\ !
hudat @ dz¥ = (1 _ 2w ) dr® + r2d02. (6.62b)
T

From this, it is easily seen that K,, = 0, and consequently all the LO EOM are trivially
satisfied. Furthermore, as the expansion terminates after LO, the partial NLO EOM (4.64a)-
(4.64b) should be satisfied. This is indeed the case and is easily observed once one calculates
that

R;w =0, V(W' 1) =0, PR T = 0, (6.63)

which follows by direct calculation from (6.62a) and (6.62b).

It is interesting to compare this with the non-relativistic limit ¢ — 0 as considered in
[29, 30]. In the NR limit, the original scaling, m kept constant in ¢, realizes a weak-field limit
because the singular structure is suppressed by factors of ¢~2 i.e. the event horizon is pulled in
to r = 0 rather than pushed to 7 = co. Using the same scaling as above, that is M = mc 2
constant, has the opposite effect in the NR limit and can be understood as a strong field limit.

One might then also call the Carrollian limit above a strong field limit, as it fixes the position
of the singular structure. Additionally, we can also get a Carrollian weak field limit by further
suppressing the mass by keeping M’ = mc™* constant which at LO would be the flat Carrollian
structure (2.92).

1

6.7.2 Bowen-York type solutions

As an example of the Bowen-York type solutions described in section 6.4.2, we here work out a
simple example. Specifically, we can consider the parameters P, = (0,0,0) and J, = (0,0, s) for
which the matrix exponential of (6.46b) can be explicitly computed. As this choice of parameters
singles out the z-axis, it is convenient to go to standard spherical coordinate (t,7, 6, ¢) in which
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the solution (6.46b) takes the form

oH = efotsl (6.64a)
[0 0 0 0 1
2Kt . . 2Kt
L _@ s sin 0 2/3 0 coshﬂ\/g 0 _sm@su:ﬂh \/g .
v = 0€ Ko 0 0 1 0 ' (6.64b)
sin 0 sinh Ql\jgt 29 h 2Kt
_0 ————> 0 sin“"fcos weal

The metric data (6.64a)-(6.64b) can be checked to satisfy the LO EOM (6.12a), (6.12b) and
(6.11).

Based on the interpretation of the relativistic Bowen-York solutions, we expect (6.64a)-
(6.64b) to carry some kind of angular momentum about the z-axis. The solution does indeed
possess a Carrollian Killing vector generating the rotation around the z-axis, that is

L_g,o" =0,  L_ghu =0, (6.65)

where the sign is a conventional choice. As this is the conservation criteria for (6.60), we can
go ahead and compute the charge integrand (6.56) associated with the Carrollian Killing vector
—0y

3sin3 ¢

k_o, = ds 3

df A do. .
G, 40N do (6.66)

Further, we can integrate over a 2-sphere at infinity to obtain the variation of the boundary
charge

ds
6H76¢ - /52 ka¢ - G7N (667)

The charge (6.67) is clearly integrable yielding

S
H_y, = e (6.68)
which is conserved in time. This computation shows that the parameter s can be interpreted
analogously to the relativistic case in that it corresponds to some notion of Carrollian angular
momentum.

One can equivalently consider a solution with P, # 0 in which case one would expect to find
a linear momentum charge. To compute such a charge, one needs to consider the Cartesian basis
vectors (0z, 0y, 0,) as the generators of translations. These are only Carrollian Killing vectors
in the asymptotic sense and their Lie derivatives (6.60) do not vanish in the bulk, but only at
the boundary. However, if one integrates the charge integrand over a sphere at infinity, one does

indeed recover the parameters gj\] as the asymptotic symmetry charges associated with —0,,.

6.7.3 Positive cosmological constant

As a further example of the solvability of LO theory, we will now consider time evolution with a
positive cosmological constant of spatially isotropic and homogeneous initial data. Specifically,
we choose Cartesian coordinates and the initial metric and extrinsic curvature to be

hO,ab = 5ab7 KO,ab = _héaba (669)
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where 4 is the flat metric. We can check that the initial data is consistent by calculating

d(d—1)

K Ko — K = —2 5

h?, (6.70)
which shows by comparison to (6.12a) that (6.69) corresponds to A = @hQ > 0. The second
constraint (6.12b) is trivially satisfied, as the spatial covariant derivative coincides with the
partial derivative for (6.69) and hence annihilates the constant components. Note that we could
not have prepared initial data for a negative cosmological constant analogous to (6.69), because
the RHS of (6.12a) is always negative when hq o and Ky 4 are proportional to dgp.

As the initial data (6.69) is valid, we can go on and apply the methods of section 6.3.2 to
obtain the time evolution. First, we seek the solution to the ODE for H (6.33), which works
out to be

H(t) = —2log [1 — dht]. (6.71)

With the lapse function H(t), we can go on to compute the auxiliary function F'(¢) using (6.34)

_2dht + log(1 — dht)

F(t) = ;

(6.72)
Having determined both H(t) and F'(t), we can write down the time evolved solutions using
(6.18) and (6.35)

1

v = (1 - dht)at, hab(t) == m

Sab. (6.73)

The solution (6.73) corresponds to a spatially isotropic and homogeneous space with a positive
cosmological constant. Thus, one may wonder if this is connected to a limit of de Sitter space.
The answer is affirmative, and this can be seen if we reparameterize time such that v = 0y. In
particular, we need to find a new time coordinate ¢ that satisfies

dt’
— = HW/2 t'(t=0) =0, (6.74)
dt
where the initial condition is an arbitrary choice. The ODE (6.74) can easily be solved to find
1— e*dht’
= ——. 6.75
I (6.75)

Finally, we can transform the solution (6.73) into these coordinates where it takes the simple
form

v =0, hap = 62htéaba (6.76)

and we dropped the primes on t'. This is exactly the Carrollian structure we would have found
if we considered the de Sitter metric in planar coordinates

ds® = —2dt?* + e*Mdxida’, (6.77)

. d(d—1) p2 . . .
where we have chosen the cosmological constant to scale as A = ( 5 ) }C‘—Q Having this connection

to a maximally symmetric pseudo-Riemannian space in mind, it is interesting to investigate the
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Carrollian Killing vectors of (6.76). That is, we seek solutions to (2.102a)-(2.102b), which result
in the following Carrollian Killing vectors

Pa = Uq, (678&)
Jab = 2600 — a0, (6.78b)
H = 0y — hzd,, (6.78¢)
Co = 2400 — haax"0y + 22,05, (6.78)

where indices are raised and lowered using d,,. By direct computation, one can show that
the Killing vectors (6.78a)-(6.78d) satisfy the Carroll algebra (2.5a)-(2.5¢) in addition to the
following non-zero Lie brackets

[Pav H] = —hPy, (6.79&)
[Ca, H] = hCl, (6.79b)
[Pa) Cb] = 5ab}I + hJaba (6796)

where (6.79¢) replaces (2.5d). These non-zero commutators parameterized by the cosmological
constant h (up to a multiplicative constant) look familiar to the de Sitter algebra. One can
indeed make a Carrollian contraction of the relativistic de Sitter algebra [52] analogous to the
procedure in section 2.1. However, the resulting Carrollian de Sitter algebra is distinct from the
algebra (6.79a)-(6.79c). This may be related to the fact that equivalent Lorentzian spacetimes
can become inequivalent in the ¢ — 0 limit if the coordinate transform is not analytic in ¢2. In
particular, the planar embedding coordinates for relativistic de Sitter space are not analytic in
the cosmological constant A~!, which implies non-analyticity in ¢ due to A=! ~ ¢2.

The algebra (6.79a)-(6.79¢c) does appear in the classification [53] of spatially isotropic ho-
mogeneous spacetimes, cf. LP# 17 in table 5. Hence we can rightfully call the data (6.76) a
spatially isotropic homogeneous Carrollian manifold.
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Chapter 7

Conclusion and Outlook

In this thesis, we have studied Carrollian geometry and field theories from a number of per-
spectives. First, we reviewed the intrinsic construction of Carroll geometry from a gauging
procedure along with its emergence on null hypersurfaces in Lorentzian theories. We then an-
alyzed general aspects of classical Carrollian field theories through a fully covariant treatment
of Carrollian energy-momentum tensors and their relation to the canonical energy-momentum
tensor and Carrollian Killing vectors. We further reviewed the notion of intrinsic torsion, which
allowed us to advocate for a, in some appropriate sense, natural minimal torsion connection on
Carroll structures. We then carried out a novel small ¢ expansion of the Einstein-Hilbert action
in powers of ¢? to obtain a LO and NLO action principle for Carrollian gravity. Upon reviewing
the relativistic 3+1 decomposition, we established a new link between ultra- and non-relativistic
expansions of GR and the 341 formalism. Furthermore, we performed an original analysis of
the LO theory and demonstrated that the LO EOM realizes an ultra-local causal structure by
rendering the evolution equation of the theory an ODE. The simplifying causal structure ad-
ditionally allowed us to explore methods for analytically solving the LO theory. In particular,
we showed that the time evolution of the vacuum LO EOM is completely solvable in terms of
matrix exponentials. We then derived the boundary charges associated with diffeomorphism
symmetries for the LO action, which showed the absence of a notion of mass in terms of a time
translation charge. Finally, we presented a few solutions showcasing the solvability of the LO
theory and demonstrating the existence of linear and angular momentum in Carrollian gravity.

7.1 Outlook

One apparent direction to pursue is completing the NLO EOM (4.64b)-(4.64a) to include the
sub-leading fields M* and ®*” in some tractable form. This can be done either in general by
varying the NLO action (4.57) or through the 3+1 decomposition, as described in section 5.3.
However, one needs to be aware that in the 3+1 approach the NLO Frobenius condition (5.50)
has to be taken into account.

The Galilean expansion performed in [29] uses the same action expansion methods employed
in chapter 4, hence it would be interesting to apply 3+1 methods in the large ¢ limit. In
particular, the authors of [29] already impose the LO Frobenius condition 7 Adr = 0 as it is the
LO EOM in the Galilean expansion, but it may be worthwhile to examine what simplification the
sub-leading Frobenius condition gives rise to. Finally, the methods for constructing solutions in
the LO Carroll theory may also have utility in the next-to-next-to-leading-order (NNLO) action
of the Galilean expansion as they are both order ¢?. This means that the LO Carroll action
studied in this thesis appears as part of the NNLO Galilean action.

Another interesting question is the role of mass and energy in the Carrollian expansion of
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the EH action. The analysis of section 6.6 shows that to leading order in ¢?, it is not possible
to attribute a non-zero charge to time translation. Thus, a concept of mass presumably enters
at sub-leading order in the action expansion. In particular, it would be interesting to carry out
the analysis of boundary charges for the NLO action (4.57) to determine whether concepts of
mass and energy arise at NLO.

It would also be helpful to fully understand the connection to the first-order formalism
approach in the previous work of Bergshoeff et al. [31]. In the Carrollian theory of gravity
presented in the paper by Bergshoeff et al., the EOM imply that K,, = 0, and hence it is
clearly a distinct theory from the one presented in this thesis. This is presumably due to another
choice of scaling of the spin connection, which appears natural in the first-order formulation.
Nevertheless, it would be interesting to understand under which conditions the two expansions
can be identified. For a Galilean first-order expansion approach equivalent to the methods of
[29], which the methods in this thesis is built on, see [54].

The LO vacuum theory allows for the time evolution to be solved analytically and non-trivial
initial data to be constructed in closed form in terms of the Bowen-York type solutions. This
suggests that the LO Carrollian theory might be an interesting point to perturb around in GR.
The utility of such a “post-ultra-relativistic” expansion crucially depends on the complexity of
the lowest-order perturbation theory, i.e. the NLO theory. This would of course require that
we have the full NLO EOM, and hence we can only speculate on their complexity. Under the
assumption that a tractable perturbation theory can be developed, Bowen-York type solutions
would be interesting to perturb around because their relativistic counterpart in numerical rel-
ativity is a common method for constructing binary black hole initial data. Specifically, the
linearity of the constraint equation (6.42) allows for superposition. Thus, one can readily con-
struct LO Carroll solutions with multiple “Carrollian black holes” (recall that there is no concept
of mass at LO). One major conceptual issue is that the Carrollian causality of the LO theory
forces everything to be stationary, which does not seem easily reconcilable with the dynamics
expected from e.g. the scattering of black holes. Nevertheless, a post-ultra-relativistic expansion
would be an interesting direction to further explore the ultra-relativistic limit of GR.
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Appendix A

Differential Forms and Duality

From the variation of actions on a n-manifold, we often encounter expressions like
1
w=0,X'"d"x = H@X“emmund:ﬂ“ Ao ANdatr (A.1)

where € is the Levi-Civita tensor density taking values —1, 0, 1. The object w is a n-form, but
it is more efficiently represented by 9, X*. Further, we can conclude that 9, X* is scalar density
of weight —1 in order for w to be a differential form. This suggests a construction much like
Hodge duality, but rather than relating p-forms to (n — p)-forms, we want to dualize p-forms to
totally anti-symmetric (n — p)-fold contravariant tensor densities. This construction does not
rely on a metric, only a top form. Hence this duality also applies to non-Lorentzian structures
unlike the Hodge duality.
To set up the formulae, we first remind ourselves of the identity

L tplp et — pl(n — pYgHEEL | shin], (A.2)

6#1---Mpr+l-~-Vn Vp+1

Using (A.2), we can easily see that any (n — p)-form can be written as

Witpt1efin = ;!X[m“'“p]em---upupﬂ---un7 (A.3a)
R TR (A3b)
We can also write out in an abstract form
w = XM (d ) s (A.4)
where we defined
(d"Px) gy = Mem.““p#pﬂmundw“?“ AL ANdoPm. (A.5)

Note that if we combine (A.3a) and (A.4), then we get something that is consistent with usual
convention

1
W= awmmupd:n‘“ Ao ANdatr, we QP(M). (A.6)
Another common operation we need is the exterior derivative, and how it acts in the dual
formulation. By direct application of the definitions and (A.2) on the dual of X#*#» we find

etip— n—p+1 eebhp—1fipfin ™
(dX)ftemt = pl(n—p+ 1)!6#1 Fomthtin 8y X0, i = O XG0
= 8, X Ftn=thtn (A.T)
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Likewise, we can also do interior products with a vector £ and X#1--#» representing a (n—p)-form

1
(§ 1 X)Httert = pl(n—p—1)! Eul.“MPHMHQI..M&/})HXylmyp’flﬂ~~~Vpl’p+1l/p+2...vn
T T A S AR o
= (p+ 1) Xlprgiml, (A.8)

Curiously, but maybe not surprisingly, the operational rules of the exterior derivative and interior
product switch in the dual formulation.
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Appendix B

Action Expansion Generalities

This appendix describes a general framework for an ultra-relativistic expansion of a relativistic
action following the approach for the non-relativistic expansion of [29]. We consider a theory
with dynamical fields ¢! governed by the Lagrangian £(¢!, 8“¢I ;0), and we want to expand in
orders of o = ¢2. We assume that the fields ¢! are analytical in ¢ and their expansions start at
0

order o" i.e.

¢ = d(o) + Th(y) + 7Py + O(a). (B.1)
The Lagrangian may have pre-leading orders of ¢, which we factor out
L=c"L, (B.2)

such that the Lagrangian £ starts at order 0. We can then write down the Taylor series for £
as

~ ~ 2 ~
L(o) = £(0) + oL'(0) + L"(0) + O(c*), (B.3)
where the prime denotes the total derivative

i 0 0t 8 00 0
do 90 00 06T T 00 9(0,91) (B4)

This leads to the following expansion of £

L= CNOELQ + CN+éAZ‘,?\]LO + O(CN+4). (B.5)
In particular, we find that
) ~ ~
Lro = L(0) = L(¢(g), u(gy; 0 = 0), (B.6a)
~ (N) (N)
(N+2) ~ oL 8£LO T 8»CLO
Lyo=L0)= = + 1 +ublyrs 1~
Oo|,_y P00y TP 00udfy)
~ (N)
oL 1 0Lro
~ — + ¢(2) 7> (B6b)
9ol %0
where we integrated by parts to get to the last line, and 5 ¢‘§ is the Euler-Lagrange derivative.

(0)
Notice that the factor multiplying qﬁé) in (B.6Db) is exactly the LO EOM. Thus, the NLO EOM
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of gi){Q) is the LO EOM of gb*(fo). This phenomenon occurs at each level of the expansion where we
introduce new fields, but at the same time we reproduce all EOM of the previous levels. Written
out for the NLO level this means

(N+2)

™)

0LnLo  0Lro
I - I -
00( 0P

(B.6¢)

For the purposes of the this thesis, the unexpanded variables are ¢! = (T*,II*¥), while the LO
and NLO variables are qﬁ{o) = (7, h*") and ¢{2) = (MH, ®"), respectively.
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Appendix C

Covariant Phase Space Formalism

Conventionally, the Hamilitonian formalism nicely exposes the close relationship between sym-
metries and conserved charges [41]. However, the formalism critically depends on a privileged
time, thus for relativistic theories one has to choose a non-canonical time function and break
covariance. One solution to this problem is the covariant phase space formalism, which es-
tablishes the symplectic structure on the phase space manifold without giving up the manifest
covariance. Importantly, it can be used to compute charges associated with symmetry transfor-
mations through the so-called fundamental theorem of covariant phase space formalism. The
following review of the variational bi-complex is based on [55] and the subsequent derivation of
the fundamental theorem of covariant phase space formalism is based on [56].

C.1 Phase space and jet bundles

In order to develop a consistent framework to compute symmetry charges, it is convenient to
formalize the notion of varying with respect to a field. This can be done by considering a fiber
bundle E 8 M with some spacetime n-manifold M as base and typical fiber corresponding
to the target space of the dynamical fields. The idea is then to extend this to a so-called jet
bundle, which one then equips with two different exterior derivatives: d which acts as usual
and 0 which formalizes what is meant by a variation. The following briefly explains the most
important objects and calculation rules:

e Jet bundle: The idea of a jet bundle is to extend the fiber bundle E =5 M to a fiber bundle

JX(E) ™ M with typical fibers being not only the target space but also all its derivatives.
Thus, for a scalar field ¢, a local coordinate chart looks like (z#, ¢, ¢, G, - - ), where the
subscripts indicate partial derivatives, which of course are totally symmetric.

o Contact structure: One can define the map j*° : I'(E) — I'(J*°(E)) that maps sections of
FE to their corresponding jet i.e. all its derivatives. Forms that satisfy

()] w =0, 1)

for all sections s are known as contact forms. These can be thought of as forms measuring
the change in the field that does not stem from moving along the spacetime manifold. In
local coordinates for the scalar ¢, the space of contact forms are spanned by

Opr o = APpus e — Ppaa o dz” (C2)

for any integer k. Thus, these measure what we usually think of as variations of a field.
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C.1. PHASE SPACE AND JET BUNDLES

(r,s)-forms: The space of vector fields on J*°(E) naturally splits into a vertical part
(annihilated by the projection push-forward (7°°),), which corresponds to what we usually
think of as variations, and a horizontal part (annihilated by all contact forms), which
represents usual spacetime vector fields extended to the jet bundle. A (r + s)-form that
is zero for more than r horizontal vectors and more than s vertical vectors is said to be a
(r, s)-form. This splits the vector space of p-forms into a direct sum of spaces of (r, s)-forms
such that r 4+ s = p.

Wedge products: As we split up the usual vector space of differential forms into a direct
sum, wedge products have the usual graded commutation i.e. for w € Q%1 n € Q252

wAn = (—1)rts)rats)y Ay, (C.3)

Exterior derivatives: The exterior derivative d = d + 0 on the jet bundle splits into a
“spacetime” d and a vertical § satisfying

d> =0, dé = —4d, 62 =0, (C.4)
which follows from d? = 0

Interior products: Vector fields on the jet bundle can be decomposed into horizontal
and veritcal parts. Interior products with vertical vector fields anti-commute with the
horizontal derivative and vice versa i.e. for £ horizontal and X vertical we have

E10 =—-0&, Xlid=—-dX 1. (C.5)

This also allows us to write down, what we usually think of as the variation of some
functional F[¢]

TOF = X J6F, (C.6)
where X is a vector field that specifies the actual variation.

Lie derivatives: An equivalent statement of (C.5) is the Cartan’s magic formula for a
horizontal vector field £ and a vertical vector field X, respectively

Lew=d(§w)+ ¢ ddw, Lxw=0X_Jw)+ X Jdw. (C.7)

This further implies that the Lie derivative in general commutes with both d and ¢ i.e. for
any vector field X

Lx.d] =0, [Lx,6]=0. (C.8)

The Interior Euler operator: When deriving the Euler-Lagrange equation, one has to
integrate-by-parts to find the equations of motion. This operation of integrating-by-parts
is formalized in the jet bundle by the interior Euler operator I(-) (one can write down an
explicit expression for it, but we do not need it). Importantly, it for w € Q™" satisfies

w=I(w) + dn, (C.9)

for some 1 € Q"~1". Further, it is a projection I? = I and it annihilates horizontal, exact
forms I(dw) = 0. Finally, it also commutes with the Lie derivative along a vertical vector
field X

,fo(w) = I(ﬁxw). (ClO)
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C.2. NOETHER’S THEOREMS

C.2 Noether’s theorems

The fundamental theorem of covariant phase space formalism builds on Noether’s first and
second theorem. We consider a vertical vector field X in the jet bundle, which is said to be a
symmetry if it perseveres the Lagrangian form L € Q™° up to a total derivative

LxL=06X_1L)+X 10L=dMy, (C.11)
=0
where the first term is zero due to L being a (n,0)-form, i.e. horizontal. We can also consider
the vertical derivative of the Lagrangian form

§L = I(6L) — d© = E(L) — de, (C.12)

where we used the interior Euler operator I(-) to define the Euler-Lagrange form (or EOM)
E(L) and the pre-symplectic potential ©. Note the unusual sign of d®, which is due to the fact
that the interior product with a vertical vector field anti-commutes with d. If we contract the
general d-derivative with the symmetry X, we can equate (C.11) and (C.12) to find

XJBE(L)—X1d®=dMy =  d(Mx—X_10)=X_1E(L), (C.13)

where we pick up a sign when anti-commuting d and X_I. This is the statement of Noether’s
first theorem, i.e. we have a current Jx = Mx — X 1 © associated with the symmetry X that
is conserved on-shell, E(L) = 0.

Where the first theorem applies to both global and local symmetries, the second theorem
regards only local symmetries. It establishes so-called Noether identities (or Ward identities)
which hold off-shell and hence render the EOM dependent. Thus, Noether’s second theorem can
be interpreted to say: local symmetry implies gauge. The part of the theorem we will use is that
the Noether current Jx splits up in an exact part d@Qx and a part Sx that vanishes on-shell

Jx = Sx +dQx = dQx = Mx — X 10 — Sx. (C.14)

The (n — 2)-form @Q is called the Noether-Wald charge. To determine Sy one contracts the
Euler-Lagrange form FE(L) with the symmetry generating vector field X, parameterized by
some spacetime dependent function A and performs integration-by-parts to obtain

X\ J E(L) = AA(L) + dSh. (C.15)

The assertion A(L) = 0 are the aforementioned Noether identities.

C.3 Fundamental Theorem of the Covariant Phase Space For-
malism

We now specialize the gauge transformation to be diffeomorphisms. The diffeomorphisms, we
are considering, are only defined on the base manifold, and thus we need to extend it onto jet
bundle. This can be done in two ways: First, by the so-called total vector field

0

2o T (C.16)

0 0
§= f“@ + f“ﬂsu% + & b

where &¥ are the components with respect to the base manifold coordinates. The total vector
field is horizontal and L¢ can be thought of as a usual Lie derivative. An alternate way of
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C.3. FUNDAMENTAL THEOREM OF THE COVARIANT PHASE SPACE FORMALISM

thinking about the change in a field under diffeomorphism is through a vector field X, that
corresponds to the vertical change due to a Lie derivative. If we for example consider a metric
field g, as our degree of freedom, the form of X is

0 0
Xe=Legw——+ L0 —t ..., C.17
3 fgﬂ 39W + 3 Pg.ul/a(apguy) + ( )
where the Lie derivatives are computed with the usual spacetime formula evaluated on the jet
bundle coordinates g, 0,9, - - .. In particular, we have
Lew = Lx,w, (C.18)

that is, we can equivalently view the change under a diffeomorphism as a horizontal dragging &
or as the corresponding vertical change X¢ of the fields.
As the Lagrangian is a (n,0) form, we have

LxL=LL=dEIL)+E1dL=d(EJL). (C.19)
Thus, we identify M¢ = ¢ 1 L. A final definition we need is the pre-symplectic form
w=00. (C.20)
Now it is straightforward to show the fundamental theorem of covariant phase space formalism
ngu.):XgJ(S@: —5(X§J @)+£X§@ (C.Ql)
= (S(Sg + ng — Mg) + ﬁg@
= 555 — d(ng — (5(§J L) + ﬁf@
=08 —doQe¢ +E§ 0L + L¢O
=05 —déQe¢ + £ 1 (E(L) —dO) + LO
=0S¢ +{JE(L) +d(—0Q¢ +£10).

In the first and last line we used the two different Cartan magic formulas (C.7). We can then
contract with a vector field Xy that stays on the “mass shell” i.e. Lx,E(L) = 0 in addition to
evaluating the equality on-shell such that the first two terms on the RHS vanish

Xp 1 Xe dw=d(Xy10Q¢ + {1 Xy 10) = —dke. (C.22)
What we learn from the theorem is then that we have a current
]{5 = —X¢ J (5@5 — & X¢ 10, (C.23)

which is closed iff X4 J X¢ | w vanishes on-shell. We can further define a charge

§He = /Skg, (C.24)

with S is some surface of co-dimension 2 e.g. a 2-sphere at spatial infinity in 3+1 dimensions.
The § is used to emphasize that the charge Hy is not necessarily integrable. By Stokes’ theorem
the charge H is then conserved in time, provided dk¢ = 0. There are further considerations to
be had about ambiguities having to do with adding closed forms to © for which we refer to [56].

From a more operational point of view, we can work exclusively with horizontal forms by
always considering the contractions with some undetermined vector field X4. As an example, if
we vary a Lagrangian L[¢] in the usual (commuting 0’s and d’s) sense

0L = (...)0¢ + 8,04, (C.25)
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C.4. CHARGE INTEGRAND FOR GR

then the components ©# correspond to
Xy 10 =04(d" '), (C.26)
with (d"'z), defined in (A.5). Hence, the charge integrand k*) takes the form
k) = —5,QL + 260} (C.27)

where we used the interior product (A.8)

C.4 Charge integrand for GR

As an example, we will now compute kl“*! for Einstein gravity. The Lagrangian of GR is given
by the EH action (¢ = 1)

1
167G

V—gR. (C.28)

Using standard variational identities (see e.g. [39]) we find that

—qg 1 M m n
v — —Rgu, | 6g" + YL (46T — ghPSTY ). 2
0L = 2o | Buw = 5 R | 09" + 22V, (g 0T%, — g"*oL},) (C.29)

If we further employ the equalities

1
V=gV Xt =0,(V=gX"), oI, =g <V(u5gy)x - 2VA59W> , (C.30)
we can conclude that the pre-symplectic potential is given by

o = —— [V dgh? — VP (g" dgum)) - (C.31)
167G
We then specialize to diffeomorphism i.e. dg,, = Legu = 2V (&)
or — SV 2 [vovte - v#vyg”] . (C.32)

To obtain S* we need to integrate-by-parts, as prescribed in (C.15) starting with the EOM and
Sghv = _QV(Mé“V)

V=g (uev)y _ V=9
E.. w L(—2avHen)y = BG L, € — VH(G €’ )
w909 = Y26 (-2 0e) = YI9HG € — VH(Ge)] (C33)
A(g)=0
= OGN,
Thus, we find that the Noether identity is the contracted Bianchi identity, and
/=5
b= =Gt .34
St = = Eane, (C.34)

The M;g-form is easily obtained using M¢ = { 1 L or in components

_up_ VIR
MY =L =gy — (C.35)
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C.4. CHARGE INTEGRAND FOR GR

Before we can derive the Noether-Wald charge, we need to note the following identity for tor-
sionless connections

[VMa Vy]é-p - _Ruyo'pfa = VMVyé.'u - RJU€U + Vyvufu, (C36)

With this in mind, we can compute d@ using (C.14)

0,QM) = Mr — or — gH = g/; [ ReM — v, Ver) 4 VIV, ¢¥ + G“yf”] (C.37)

Y_= [ ReM — v, Vel v, VReY — RM, € +G%£"}

~ 8rG
— \ [ ev] VI v u_l B om
=0, <8Gv£ 8G€ R 2R5V G*, 1,

=0

where we used that 8, (/—gX -+l = \/=gV,, XIm-4] Thus, we see that Noether’s second
theorem holds with

QW = *8/; kgl (C.38)

To compute the charge integrand k*” (C.27), we need the variation 6,Q"" with h,, being a
variation of g,

5h QM = \/8 - [ hvlierl — peley ¢V +£>\V["h”]ﬂ ’ (C.39)

where h = g"”h,,, and h*” = gH?g"Ph,,. Finally, we can put together the pieces to obtain the
charge integrand

Y 1

k:g‘ l_ 875*] [_2hv[u§l/} Ny AV BN vy L v W 5[“V”]h] ' (C.40)
0

To obtain charges, we of course first need to integrate k*¥ over e.g. a sphere at infinity

/ kM (d2) - (C.41)
%

These charges are conserved if w(0,9,, d¢gu) vanishes, which happens if £ is a Killing vector,
because then d¢g,,, = 0. It turns out that in the case of GR, there are no ambiguities for charges
associated with Killing vectors [56].
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