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The interaction between light and quantum-dot (QD) excitons is

strongly influenced by the environment in which the QD is

placed. We have investigated the interaction by measuring the

time-resolved spontaneous-emission rate of QD excitons in

different nanostructured environments. Thereby, we have

determined the oscillator strength, quantum efficiency and

spin-flip rates of QD excitons as well as their dependencies on

emission wavelength and QD size. Enhancement and inhibition

of QD spontaneous emission in photonic crystal membranes

(PCMs) is observed. Efficient coupling to PCM waveguides is

demonstrated and the influence of disorder is discussed. The

findings have a strong bearing on future nanophotonic devices.
QD emitter placed in a photonic crystal membrane waveguide

(artist’s view).
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1 Introduction The interaction between excitons and
light, as e.g. manifested by the spontaneous emission rate, is
essentially governed by two factors: The oscillator strength
which describes the strength of the exciton–photon inter-
action, as can be calculated on a quantum-mechanical basis
[1], and the density of optical states (DOS) to interact with
[2]. The latter can be calculated classically from Maxwell’s
equations once the material environment is specified.

In the weak-coupling limit the light–matter interaction
strength can be calculated perturbatively leading to Fermi’s
golden rule. In the strong-coupling limit, the full exciton–
photon Hamiltonian is diagonalised leading to a new quasi
particle the (exciton-)polariton [3] with a mixed exciton/
photon character depending on the detuning from the bare
exciton resonance. Prominent examples of strong coupling
are (Wannier) exciton-polaritons in bulk wide-gap II–VI
semiconductors [4] and cavity-polaritons in III–V semicon-
ductor microcavities [5]. Recently, strong coupling has also
been observed between single quantum-dot (QD) excitons
and various types of nanocavities [6, 7]. The latter two cases
are examples showing that strong coupling can also be
achieved by modifying the local density of optical states
(LDOS) throughmicro/nano-structuring the refractive index
of the surrounding material, e.g. by forming nanocavities
with high quality factors (Q) and small mode volumes.

Single or fewQDs coupled tomicro or nanocavities have
been the subject of intense studies in recent years [8]. The
interest has been spurred by the potential application of QDs
and nanocavities for low threshold (low energy) lasers [9],
switches [10] and other optoelectronic devices, including
also emerging and future devices for quantum information
processing [11, 12]. One key challenge is the technology of
the QD growth in order to control the composition, size,
shape and positioning with respect to the nanocavities [7,
13]. Furthermore, the fundamental properties of QD excitons
and their coupling to nanocavities and their distinction from
atomic systems start to be appreciated [14, 15].

The oscillator strength ofQDexcitons can in principle be
determined from an absorption experiment [16]. However,
this is virtually impossible to perform on a single QD and
very difficult on small ensembles of QDs. Alternatively, it
can be determined from the decay rate of spontaneous
emission provided the nonradiative decay rate, or the internal
quantum efficiency, is precisely known [17].
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 1 (a) Schematic drawing of the interface sample; (b) SEM
picture of photonic crystal membrane with W1 waveguide.

Figure 2 Schematics of the experimental setup. BS: beamsplitter;
CCD: charge-coupled device/camera;APD: avalanche photo diode.
In the present paper we will focus our attention on the
study of spontaneous emission from QD excitons in various
nanostructured environments. In the first part (Section 3), we
will make use of amodified LDOS to determine fundamental
QD exciton parameters like quantum efficiency, oscillator
strength [17, 18] and spin-flip rates [19]. In the second part
(Section 4), we will demonstrate how one can modify and
control the spontaneous emission rate [20, 21], by operating
in the weak-coupling limit, into specific optical modes [22]
by proper structuring of the immediate surroundings of the
QD excitons. The investigations are of fundamental
character and are considered as prerequisites to venture
further into all-solid-state quantum optics/photonics with
applications in future integrated optics and nanophotonics
including single-photon devices for quantum communi-
cation and quantum computing [11, 12].

2 Experimental
2.1 Self-assembled quantum dots The QDs

investigated here are self-assembled Stranskii–Krastanov
InAs/GaAs or InxGa1�xAs/GaAs dots grown by molecular
beam epitaxy on (001) orientedGaAs substrates as described
in detail in Refs.[17, 18]. The InAs dots are typically
relatively small, around 20 nm in diameter and with average
height of about 7 nm, with a significant spread giving rise to
an inhomogeneous broadening of 60–80meV of the ground-
state transition from an ensemble of these QDs. The areal
density of the InAs QDs, as determined by atomic force
microscopy (AFM), is typically 250mm�2, corresponding to
an average distance of 60 nm between QDs. This excludes
any significant interaction between QDs so that all
measurements can be considered ensemble-averaged values
of the properties of individual QDs. The InxGa1�xAs
(x¼ 0.3) QDs are typically larger, 40–70 nm in diameter,
with a correspondingly lower areal density of 100mm�2.

2.2 Interface and photonic crystal structures
The single layer of QDs described above are embedded in
layers of GaAs and AlAs allowing for further processing of
samples to be investigated. For interface studies, the QD
layer is overgrown by 300 nm of GaAs. The wafer was then
processed by standard UV lithography and wet chemical
etching in five subsequent steps with nominal etch depths of
160, 80, 40, 20, and 10 nm by which was obtained 32 fields
with specific distances (spaced by 10 nm) from the QDs to
the semiconductor surface (see Ref. [17] for further details).
A schematic illustration of the resulting sample is shown
in Fig. 1(a).

For photonic crystal studies, a sacrificial layer of AlAs is
first grown followed by a 150-nm layer of GaAswith a single
layer of InAs self-assembledQDs in the centre. The photonic
crystal structures are then formed by electron-beam
lithography and dry etching followed by wet etching of the
sacrificial AlAs layer to form the photonic crystal membrane
(PCM). The PCM consists of holes arranged in a triangular
lattice with hole radius r and lattice constant a and a fill factor
around 66% (r/a� 0.3), see details in Refs. [21, 22]. In the
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
PCM a photonic crystal waveguide (PCW) can be formed by
omitting one row of holes (W1 waveguide). In Fig. 1(b) is
shown a SEM picture of a typical PCM with a W1
waveguide.

2.3 Optical characterisation The QD excitons have
been studied by time-resolved micro-photoluminescence
(m-PL). The samples were placed in a helium flow cryostat
mounted on precision translational stages and excited by
subpicosecond or picosecond pulses from a mode-locked
Ti:sapphire laser with a repetition rate of 78MHz and
emitting at around 800 nm. The excitation spot size could be
varied from >100mm down to 1.4mm, which is also the
ultimate spatial resolution of the emission which is sent
through a spectrometer and detected by either a CCD camera
for recording full spectra or an avalanche photodiode (APD)
for time-resolved measurement, see Fig. 2. Thus, both
ensemble measurements and, by combining spatial and
spectral resolution, single-dot PL measurements can be
performed with a time resolution down to 40 ps. All
experiments are performed at cryogenic temperatures,
normally around 10K. Further details on the experimental
techniques can be found in Refs. [17, 22].

3 Quantum-dot excitons For excitons in QDs there
are three different regimes of quantisation depending on the
relative importance of the electron–hole Coulomb inter-
action and the quantisation energies of electrons and holes in
the confining QD potential [23].

For small QDswith an average radiusR� ax, where ax is
the (bulk) exciton Bohr radius, the electron and hole
www.pss-b.com
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quantisation energies dominate over the Coulomb energy. In
this so-called strong confinement (SC) limit, exciton effects
are negligible and the oscillator strength can be expressed as
[17, 18]
Figu
x¼
line
whe
(InA

www
fSCðvÞ ¼
Ep

�hv
FeðvÞ j FhðvÞh ij j2� Ep

�hv
; (1)
where Ep is the Kane energy for the semiconductor
constituting the QD, �hv is the transition energy, and
FeðhÞðvÞ is the envelope of the electron (hole) wavefunction.

For intermediate-sizedQDs (R� ax) where the Coulomb
and quantisation energies have to be treated on an equal
footing, there is no simple solution for the oscillator strength,
whereas for large QDs, with R� ax, the quantisation
energies are small compared to the Coulomb energy. In this
weak confinement (WC) limit, the exciton wavefunction is
essentially unaltered by the confinement and only the
translational energy of the exciton is quantised in the QD
potential. Correspondingly, the oscillator strength is essen-
tially the bulk exciton oscillator strength [24]
fWCðvÞ ¼ fxðvÞ ¼
Ep

�hv

Vcoh

pa3x
� Ep

�hv

VQD

pa3x
; (2)
where Vcoh is the coherence volume of the exciton and VQD

is the volume of the QD.
Specifically, for InxGa1�xAs self-assembled QDs with

Ep¼Ep(x)¼ (28.8� 7.3x) eV, and assuming infinite barriers
in the growth direction and a parabolic confinement potential
in the plane perpendicular to it, one can obtain [25, 26]
fWCðv; xÞ �
2EpðxÞ
�hv

L

ax

� �2

; (3)
where L is the diameter of the QD, defined as four standard
deviations of the Gaussian centre-of-mass wavefunction.
Thus, for large QDs there is the potential for ‘‘giant’’
oscillator strength [27] provided the exciton is coherent over
the whole QD volume. It should also be mentioned that the
above analysis assumes the dipole approximation to be valid
for all QDs, which may not hold for large QDs.
re 3 Calculated oscillator strength for InxGa1�xAs QDs with
0, x¼ 0.3 and x¼ 1.0. In the weak confinement limit (dashed
s) fWC increases quadratically with the exciton (QD) size,
reas in the strong confinement limit fSC� 23.2 (17.1) for GaAs
s).

.pss-b.com
Applying Eqs. (1) and (3), the upper bounds for the
oscillator strength are plotted in Fig. 3 in the SC (solid lines)
and WC (dashed lines) limits, respectively for InxGa1�xAs
QDs with x¼ 0, x¼ 0.3 and x¼ 1.0. Thus, oscillator
strengths beyond 100 should be achievable in large
In0.3Ga0.7AsQDs facilitating strong coupling between single
large QDs and nanocavities.

Indeed strong coupling has been observed in such
systems [6]. We have pursued a different route to directly
determine the oscillator strength from the radiative decay
rate of QD excitons in a nanostructured environment
[17, 18].

3.1 Determination of oscillator strength The
radiative recombination rate Grad(v) of QD excitons in a
homogeneous medium with refractive index n can be
calculated from Fermi’s golden rule and expressed by the
oscillator strength fx(v) and the DOS rhom(v)¼ n3v2/p2c3

[18]
Figu
inte
(gre
G radðvÞ ¼
pe2fxðvÞrhomðvÞ

6e0m0n2
¼ ne2v2

6pe0m0c3
fxðvÞ; (4)
where e0, m0 and c are the vacuum dielectric constant, the
free electron mass, and the velocity of light in vacuum,
respectively. However, in order to determine Grad(v) from
the PL decay of QD excitons after a short-pulse excitation
one needs to know also the nonradiative decay rate Gnrad(v),
i.e. the internal quantum efficiency
hintðvÞ ¼
G radðvÞ

G radðvÞ þ G nradðvÞ
¼ G radðvÞ

G ðvÞ : (5)
The radiative and non-radiative recombination rates can
be separated by measuring the decay rates of QD excitons
placed at different positions r in an environment with a
known LDOS rl(v,r) [28]. We have done this for the sample
shown in Fig. 1(a), i.e. measured [17, 18]
G ðv; zÞ ¼ G radðvÞ
rlðv; zÞ
rhomðvÞ

þ G nradðvÞ; (6)
re 4 The LDOS as a function of distance z to a GaAs–air
rface for adipoleorientedparallel (blackcurve)orperpendicular
y curve) to the interface.

� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 6 (a) Oscillator strength (solid squares, left scale) and
quantum efficiency (open squares, right scale) versus emission
photon energy. (b) Measured (squares) and calculated (solid curve)
overlap of the envelope wavefunctions of electrons and holes.
where rl(v,z) is the projection of the LDOS along the

direction of the transition dipole moment of the QD exciton
and shown in Fig. 4 as a function of the distance z to a GaAs–
air interface for two dipole orientations parallel and
perpendicular to the interface. For Stranskii–Krastanov
grown InAs/GaAs QDs the transition dipole moment is
oriented perpendicular to the growth direction, i.e. parallel
to the GaAs–air interfaces of the sample sketched in
Fig. 1(a).

Examples of measured PL decay curves are shown in the
inset of Fig. 5(a) for two different distances from the
interface. The decays are bi-exponential with a slow decay
rate Gs� 0.1 ns�1 and a fast decay rate Gf which is about one
order of magnitude larger. The slow decay rate is largely
independent of the distance to the surface as seen in the lower
curve of Fig. 5(a). It is ascribed to the influence of the dark
exciton states, as we will discuss in the next section.

The variation of the fast decay rate with the distance to
the interface is shown as the upper curve in Fig. 5(a). The
points are themeasured decay rates and the solid curve is a fit
by Eq. (6) with the known values of rl(v,z) and rhom(v). The
fit is excellent for distances z> 100 nm, and from this fit
the radiative recombination rate Grad(v) as well as the
nonradiative recombination rate Gnrad(v) are uniquely
determined without any further assumptions about the
sample. The deviations for z< 100 nm could be related to
dissipation at the sample surface [17], but do not influence
the determination of the QD parameters.

The oscillator strength fx(v) and the internal quantum
efficiency hint(v) are determined by Eqs. (4) and (5),
respectively. The results are shown in Fig. 6(a) as a function
of transition energy across the inhomogeneously broadened
Figure 5 (online colour at: www.pss-b.com) (a) Measured
decay rates as a function of distance z to the GaAs–air interface
(solid squares). Calculated decay rates (solid curve) applying the
LDOS projected onto a dipole oriented parallel to the interface. The
inset shows PL decays for two different distances to the interface
perfectly fitted by bi-exponential decays with G f¼ 0:91 ns�1 and
G s¼ 0:09 ns�1 for z¼ 109 nm and G f¼ 1:15 ns�1 and
G s¼ 0:10 ns�1 for z¼ 170 nm. (b) Goodness-of-fit x2

R for all dis-
tances to the interface.

� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
PL spectrum from an ensemble of InAs/GaAs QD excitons
[17]. The QDs examined in Fig. 6 are relatively small
(diameter�20 nm, height�6 nm) whereby the excitons can
be considered to be in the SC limit. Applying Eq. (1), we can
then estimate the overlap integral of the electron and hole
wavefunctions. The result is shown as experimental points in
Fig. 6(b) and compared with a model calculation based on
lens-shaped QDs with a size distribution giving rise to
ground state transitions matching the inhomogeneously
broadened PL spectrum [17]. More details of these
experiments can be found in Refs. [17, 18].

It has been argued that oscillator strengths well beyond
what is determined above are necessary to obtain strong
coupling between a single QD and a high-Q nanocavity [29].
We have performed the above measurements also on
In0.3Ga0.7As/GaAs QDs with a diameter of 40 nm which,
according to Eq. (3), should give rise to an oscillator strength
fWC> 100 (Fig. 3). However, oscillator strengths in the same
range as for the smaller QDs were found, but with a
significantly lower quantum efficiency [26]. We may
therefore conclude that the coherence volume (area) of the
excitons in theseQDs is smaller than the actual volume (area)
of the QDs, e.g. by excitons being further localised by a
fluctuating potential from strain and/or alloy disorder.

3.2 Dark excitons and spin-flip rates In the above
analysis we neglected the slow part of the decay. However,
the decay curves in Fig. 5(a) are fitted excellently with the bi-
exponential function
IðtÞ ¼ Afe
�G f t þ Ase

�G st; (7)
where the fast and slow amplitudes, Af and As, are included
as parameters. With this additional information it is possible
to gain further insight in the QD exciton dynamics,
including the spin flips connecting the bright and dark
www.pss-b.com
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Figure 7 Exciton level schemewith bright, dark andground states.
The transition rates are indicated and explained in the text.

Figure 8 (onlinecolourat:www.pss-b.com)Thespin-flipratesasa
function of distance z to the interface for different emission energies
1.170, 1.187, 1.204, 1.216, 1.252 and 1.272 eV counted from below
at z¼ 300 nm. The solid curves are fits to the experimental points
assuming an exponential decay of the rates away from the interface
with characteristics lengths of 25–110 nm.
exciton states that are initially both populated after a short-
pulse excitation into the continuum states.

Figure 7 shows the fine structure of the lowest exciton
state for InAs/GaAs QDs. The exciton is formed by the
conduction-band electron state (spin 1/2) and the heavy-hole
valence-band state (total angularmomentum3/2). Thus, four
exciton states can be formed characterised by the projections
of the total angular momentum onto the growth axis with the
values �1or �2for bright and dark excitons, respectively.
The bright-exciton level bj iis typically a few hundred meV
above the dark-exciton level dj i. The splitting is determined
by the exchange coupling between electron and hole spins.
The bright excitons can decay into the ground state gj i either
radiatively ðgradÞ or nonradiativelyðgb

nradÞ. The dark excitons
can only recombine nonradiatively ðgd

nradÞ. Alternatively,
they can be transformed into bright excitons via a phonon-
mediated spin-flip process with a rate gdb [30, 31]. The
reverse process may also occur with a rate gbd.

Assuming that the spin-flip rates are much slower than
both radiative and nonradiative recombination rates, we can
identify the decay rates G f ffi grad þ gbnrad and G s ffi gd

nrad.
Thus, the spin-flip rates cannot be determined directly from
these decay rates. However, the amplitudes of the fast and
slow components carry additional information including the
spin-flip rates [19]:
www
AfðzÞ
AsðzÞ

¼ G fðzÞ�G sðzÞ
gdbðzÞ

nbðt ¼ 0Þ
ndðt ¼ 0Þ ; (8)
Figure 9 Measured spin-flip rates (solid squares) at different emis-
sion energies and far from the interface (z¼ 302 nm). The dashed
curve is a model calculation reproducing the energy dependence of
the radiative decay rate (Fig. 6) and the solid curve is calculatedwith
parameters optimised to fit the measured spin-flip rates.
where nb/d(t¼ 0) are the initial populations of bright/dark
excitons, which can be considered equal for very low
density of non-resonant excitation. In our experiments, the
excitation density was typically such that the initial average
population was 0.1 exciton per QD. Thus, there is a finite
probability to form biexcitons that will recombine
radiatively and always leave bright excitons behind. This
results in a slight overweight of bright excitons over dark
excitons: nbðt¼ 0Þ=ndðt¼ 0Þ � 1:25 [19].

The spin-flip rate can then be determined from Eq. (8)
and the result is shown in Fig. 8 as a function of distance to
the interface and for different transition energies across the
inhomogeneously broadened PL line [19]. As it turns out, the
spin-flip rate increases in an exponential fashion when
approaching the interface with a characteristic length of 25–
110 nm. This length is comparable to the wavelength of
.pss-b.com
acoustic phonons with energies matching the exchange
splitting between bright and dark excitons. Thus, the increase
could be caused by an enhancement of the acoustic phonons
at the interface [19].

The spin-flip rate also depends strongly on the emission
energy and thereby the QD size. The values furthest away
from the interface are plotted in Fig. 9 as a function of
emission energy and are seen to vary from 6 ns�1 at 1.170 eV
to 13 ns�1 at 1.272 eV. A calculation of the spin-flip rate
based on short-range exchange interaction and acoustic
phonons [31] produce the same trend in energy dependence,
but at rates that are two orders of magnitude lower (dashed
curve in Fig. 9). This discrepancy can be reduced somewhat
by varying the composition, size and shape of the QDs (solid
curve in Fig. 9), but still without a perfect fit to the
experimental results [19]. Thus additional processes are
likely to contribute to the exciton spin flips in QDs.

4 Quantum-dots in photonic crystals In the
above, we have studied the influence of very simple
modifications of the QD environment. More dramatic
changes of the light–matter interaction can be achieved in
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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a photonic crystal environment where spontaneous emission
from QD excitons can be strongly enhanced or inhibited
depending on the emission energy in relation to the photonic
band structure of the photonic crystal [20]. Here we will
study the spontaneous emission rate of InAs/GaAs QD
excitons embedded in a two-dimensional PCM as described
in Section 2.2 [Fig. 1(b)]. It is of particular interest to study
the emission rate in the spectral region in and around the band
gap of the PCM [21].

Since the ground-state transition energy of QD excitons
embedded in the membrane is relatively fixed, we prepared a
series of PCMs with lattice constant a (pitch) ranging from
180 to 470 nm in steps of 10 nm and with constant fill factor
ðr=a ¼ 0:313� 0:006Þ. For the whole series, we then
measured time resolved PL decay at a fixed wavelength
(l¼ 980 nm) after a short-pulse excitation at a fixed intensity
into the GaAs barrier material [21].

The result is shown in Fig. 10, where we observe a
pronounced slow down of the decay, indicating a strong
inhibition of the spontaneous emission, in the region
0:26 � a=l � 0:35 for which the emission wavelength is
within the band gap of the corresponding PCM. The PL
decays in Fig. 10(a) are strongly non-exponential (multi-
exponential) which is to be expected since the observed PL
decay is an average over an ensemble of QDs with different
positions and orientations within the PCM and thereby
different LDOS. Still, we can define a mean decay time
tm ¼

R1
0

tIðtÞdt=
R1
0

IðtÞdt to characterise the decay rates
in Fig. 10(a). The corresponding mean decay rates t�1

m are
plotted in Fig. 10(b) as solid squares and compared with a
model calculation [32] shown as open squares. Themeasured
reference decay rate is t�1

m ¼ 0:75 ns�1 in the absence of the
PCM. Thus, within the band gap we observe a sixfold
reduction/inhibition of the decay rate, whereas an increase
(up to 30%) of the decay rate is observed just outside the band
Figure 10 (online colour at: www.pss-b.com) (a) Colour-coded
contour plots of normalised time-resolved decay curves and
(b) extracted mean decay rates (solid squares) and simulated values
(open squares) for different lattice constants normalised to the
emission wavelength. The band-gap effect is clearly seen in the
region 0.26< a/l< 0.35.

� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
gap. It should be noted that the measured decay rates include
nonradiative decays that are unaffected by the variations in
the LDOS.

These investigations serve as a background for further
studies of the strong enhancement (Purcell effect) of QD
exciton emission in particular nanocavity modes within the
band gap of PCMs. In the weak-coupling limit for QDs in a
micro/nanocavity two parameters are essential to describe
the coupling efficiency. The Purcell factor Fp is the factor
with which the spontaneous emission rate is enhanced in the
cavity over the emission rate in a homogeneousmedium. The
b-factor is the fraction of all the emitted photons that are
emitted into the specific cavity mode. The latter is important
for an efficient harvesting of light emission for a given
purpose. It is of particular interest to couple the emitted
photons into a guidedmode [33, 34] that can lead the photons
efficiently to the point of use.

4.1 Coupling to photonic crystal waveguides
We have experimentally investigated the coupling of single
QDs to a PCMwaveguide of the type W1 shown in Fig. 1(b)
[22, 35]. In the membrane (150-nm thick) a single layer of
InAs QDs is embedded with a density of �250mm�1 and a
ground-state emission wavelength around 960 nm. The QDs
are excited from the surface in the m-PL setup sketched in
Fig. 2 by �2-ps pulses from a Ti:sapphire laser emitting at
800 nm and strongly focused through amicroscope objective
with high numerical aperture (NA¼ 0.8). The QD exciton
emission is detected through the samemicroscope lenswith a
resulting spatial resolution of 1.4mm. The combination of
the spatial resolution and the spectral resolution (0.15 nm)
allows for the detection of single-QD emission lines from an
ensemble of excited QDs with different positions and
orientations with respect to the waveguide, and thereby
possibly different couplings to it. This is reflected in the
different intensities of the emission lines, but more distinctly
in the measured radiative decay rate of the different lines. A
large group of QDs show a slow decay that is well fitted with
a single-exponential (decay rate 0.05 ns�1) representing a
QD that is uncoupled to the waveguide and with a radiative
decay strongly inhibited by the surrounding photonic crystal.
Other QDs showed a faster decay well fitted by a bi-
exponential decay. The fast component is representing the
radiative decay coupled to the waveguide and the slow
component is due to dark excitons as discussed in Section
3.2. The fast rate is up to 27 times faster than the uncoupled
QD demonstrating that the QD emission can be coupled very
efficiently to a PCM waveguide in agreement with recent
theoretical proposals [33, 34].

A large number of measured decay rates on a sample
with lattice constant a¼ 256 nm was analysed in Ref. [22]
showing that the decay rate, and thereby the coupling to the
waveguide, is increasing strongly as the frequency
approaches the cut-off frequency of the PCM waveguide,
i.e. as the group index increases in the slow-light region.

The coupling efficiency of the QDs to the PCM
waveguide is quantified by the b-factor, which we can
www.pss-b.com
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Figure 11 MeasuredQDdecay rates (opensquares)onaPCMW1-
waveguide (inset) as a function of detuning from thewaveguide cut-
off wavelength at 969 nm. The solid curve is calculated from the
simulated group velocity in a lossless waveguide.
calculate from
www
b ¼ Gwg

Gwg þ G rad þ G nrad

¼ G res�G non-res

G res

; (9)
Figure 12 (online colour at: www.pss-b.com) (a) Spectra of
Anderson-localised modes for different degrees of engineered dis-
order. The waveguide cut-off is at 978 nm. Each spectrum is col-
lected with the excitation and collection microscope objective at a
fixedpositionon thewaveguide.Thespectraare shiftedvertically for
visual clarity. (b)Scanalong thewaveguide for3%disorder showing
that the modes are indeed localised.
where Gwg is the decay rate into the waveguide mode, G rad

is the decay rate to non-guided modes, and G nrad is the
intrinsic nonradiative decay rate. G res (G non-res) is the
observed decay rate of a coupled (uncoupled) QD. In
Ref. [22] it was found that the b-factor approaches 0.9 near
the cut-off frequency of the waveguide. We have also varied
the coupling of an individual QD to the W1 waveguide by
temperature tuning the emission of the QD through the
wavelength region around the cut-off wavelength of the
waveguide [35]. The result is shown in Fig. 11 (open
squares), from which again a high b-factor (0.85) can be
deduced when the QD is resonant with the slow-light region
of the waveguide. The decay rate of QDs coupled to a
lossless PCM waveguide is calculated from the simulated
group velocity [33] and is shown as the solid curve in
Fig. 11. At resonance the enhanced decay rate corresponds
to a Purcell factor Fp ¼ G res=G 0¼ 5:2 where G 0 ¼ 1:1 ns�1

is the decay rate of the QD in a homogeneous medium. We
have studied also a QD detuned by approximately �2 nm
and found an almost constant decay rate of �2 ns�1. Thus,
an efficient coupling to the PCM waveguide has been
demonstrated over a bandwidth larger than 5 nm [35]. This
is in contrast to the narrow bandwidth of efficient coupling
to high-Q nanocavities [36, 37].

4.2 Influence of disorder It is obvious from the
above that the radiative coupling of QDs to a PCM
waveguide is strongly enhanced when the emission fre-
quency approaches the waveguide cut-off frequency, i.e. in
the slow-light region where not only the propagation of light
is affected (velocity, dispersion), but where also losses, and
in particular scattering (in the waveguide plane and out-of-
plane) due to disorder, are increased. This poses a serious
problem for an efficient coupling of the QD (single-photon)
emission to an external user. However, it can also be
considered as resource for an alternative way of localising
light in very small-volume cavities. We have shown that
.pss-b.com
indeed Anderson localisation [38] of waveguide modes in
such a PCM waveguide with controlled additional disorder
can be obtained [39]. Figure 12(a) shows the spectral
signature of such Anderson-localised modes. The localised
modes are predominant near the cut-off wavelength of the
waveguide. That they are indeed localised is shown in
Fig. 12(b), where the microscope objective is scanned along
the waveguide in a sample with 3% engineered disorder. It is
interesting to speculate to what extent these disorder-
localised modes can serve as an alternative to conventional
nanocavities and open a new avenue towards all-solid-state
cavity QED.

5 Applications Due to the discrete nature of the
electronic states in QDs they are often called artificial atoms
and it is the combination of the atomistic character and the
fact that they appear in a solid-state environment that make
them attractive for many applications. Devices based on
semiconductor QDs can easily be incorporated in integrated
and scalable photonic and electronic circuits, and devices
containing single, or a few, QDs coupled to a nanocavity can
be miniaturised to the smallest scale allowed by the wave
nature of light [40]. This limit can be pushed further down if
metallic (plasmonic) structures are incorporated [41].
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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The two-level nature of the ground-state transition ofQD
excitons ensures that transparency and gain (inversion) can
be attained with very modest pumping, and the efficient
coupling to nanocavitieswith highQ and smallmode volume
paves theway to very compact, low-threshold lasers [40] and
switches. However, an efficient coupling off-chip remains a
serious challenge.

Single QDs are ideal single-photon emitters from the
ground-state transition [12, 42]. If the QD is excited further
to obtain a significant biexciton population, it can even serve
as an efficient source of entangled photon pairs [43]. The
challenges are to obtain a high rate of photons, or photon
pairs, on demand and also an efficient coupling to preferably
an external optical fibre [44].

6 Conclusions We have performed extensive studies
of self-assembled InAs/GaAs QD excitons placed in
different nanostructured environments, i.e. with the refrac-
tive index varying on the wavelength scale. We have
exploited the resulting variation in the LDOS to obtain direct
experimental measurements of the quantum efficiency,
oscillator strength and spin-flip rates of the QD excitons.
We have further demonstrated that the spontaneous emission
rate of QD excitons can be manipulated very effectively by
placing the QDs in different environments. In PCMs the
spontaneous emission rate is significantly inhibited for
wavelength within the photonic crystal band gap. On the
other hand, strong enhancement via the Purcell effect and an
efficient coupling to localised modes in PCWs and
nanocavities can be obtained. The influence of disorder in
the PCW has been studied and Anderson localisation of
waveguide modes has been observed. These investigations
are essential for the further understanding and exploitation of
QD excitons in nanophotonics devices.
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S. Reitzenstein, L. V. Keldysh, V. D. Kulakovskii, T. L.
Reinecke, and A. Forchel, Nature 432, 197 (2004).
� 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
[7] T. Yoshie, A. Scherer, J. Hendrickson, G. Khitrova, H. M.
Gibbs, G. Rupper, C. Ell, O. B. Shchekin, and D. G. Deppe,
Nature 432, 200 (2004).

[8] A. Laucht, F. Hofbauer, N. Hauke, J. Angele, S. Stobbe,
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Hvam, P. Lodahl, arXiv:1006.5796, resubmitted to Phys.
Rev. B.

[27] E. Hanamura, Phys. Rev. B 37, 1273 (1988).
[28] K. L. Drexhage, J. Lumin. 1-2, 693 (1970).
[29] L. C. Andreani, G. Panzarini, and J.-M. Gérard, Phys. Rev. B

60, 13276 (1999).
[30] O. Labeau, P. Tamarat, and B. Lounis, Phys. Rev. Lett. 90,

257404 (2003).
[31] J. M. Smith, P. A. Dalgarno, R. J. Warburton, A. O. Govorov,

K. Karrai, B. D. Gerardot, and P. M. Petroff, Phys. Rev. Lett.
94, 197402 (2005).

[32] A. F. Koenderink, M. Kafesaki, C. M. Soukoulis, and
V. Sandoghdar, J. Opt. Soc. Am. B 23, 1196 (2006).
www.pss-b.com



Phys. Status Solidi B 248, No. 2 (2011) 383

Feature

Article
[33] V. S. C. M. Rao and S. Hughes, Phys. Rev. Lett. 99, 193901
(2007).

[34] G. Lecamp, P. Lalanne, and P. Hugonin, Phys. Rev. Lett. 99,
023902 (2007).

[35] H. Thyrrestrup, L. Sapienza, and P. Lodahl, Appl. Phys. Lett.
96, 231106 (2010).

[36] A. Kress, F. Hofbauer, N. Reinelt, M. Kaniber, H. J. Krenner,
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