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Abstract

In this thesis we present our recent progress towards the creation of complex quantum photonic circuits. These devices would integrate on the same chip efficient single-photons sources and photonic components that guide light and interface it with quantum emitters. Such a quantum circuit would constitute the ideal solid-state platform to process quantum states and would play a key role in large-scale quantum networks.

Self-assembled InAs quantum dots (QDs) embedded in GaAs photonic nanostructures are particularly promising candidates for these applications since they have been shown to have good coherence properties and the ability to emit single photons at very high rates. However, major challenges still hinder the implementation of advanced quantum photonic experiments on this platform. For example, structural imperfections on the fabricated devices introduce optical losses that reduce the overall performances. Furthermore, QDs grow at random positions and emit photons at different frequencies due to their large range of sizes. The resulting lack of spatial and spectral knowledge makes the coupling between emitters and photonic devices less efficient and precludes the production of large-scale quantum photonic circuits.

In this thesis, we first describe the protocols we developed to produce complex nanostructures such as electrically contacted nanobeam and photonic crystal waveguides. These techniques allowed for the fabrication of devices in which appealing quantum effects such as single-photon nonlinearities and spin-photon interactions could be observed.

In the second part we overcome the problem of randomly distributed QDs, presenting a method to pre-locate QDs and subsequently fabricate photonic nanostructures about their positions. This photoluminescence-based protocol allowed us to fabricate photonic nanostructures aligned to the pre-selected QDs with final accuracy better than 50 nm.

The newly acquired knowledge over the QD locations lets us explore for the first time the effects of nanofabrication on the spectral properties of InAs QDs in suspended nanostructures. We registered average spectral shifts of up to $\approx 1$ nm, which we were able to correct for by applying an electric field across the sample. Furthermore, we also characterised the effects of fabrication on different excitonic complexes.

Finally, to demonstrate for the first time the potential of combining all these capabilities, we deterministically interface QDs with photonic crystal waveguides, which we carefully position both in space and spectrally close to the optical bandgap. Time-resolved measurements allowed us to probe the emission properties of these QDs, revealing a dramatic improvement to their quantum efficiencies. In total, these results constitute an important step towards the fully deterministic spatial and spectral interfacing of quantum emitters with photonic nanostructures, a key requisite to the development of complex quantum circuits.
Resumé


Selv-sammensatte InAs kvantepunkter, indlejret i GaAs fotfoniske nanostrukturer er særligt lovende kandidater for disse anvendelser, da de har vist sig at have gode kohærensegenskaber samt evnen til at emittere enkelte fotoner med en meget høj rate. Dog er der stadig store udfordringer som forhindrer implementeringen af avancerede kvantefotoniske eksperimenter med denne platform. For eksempel vil strukturelle urenheder i de fabrikerede kredsløb introducere optiske tab som vil reducere den overordnede ydeevne. Ydermere, bliver kvantepunkterne groet tilfældige steder, og de emitterer fotoner med forskellige frekvenser som konsekvens af deres varierende størrelse. Denne manglende forhåndsviden om de rummelige og spektrale egenskaber, gør koblin gen mellem emitter og fotfoniske komponenter mindre effektiv og udelukker stor-skala produktion af kvantefotoniske kredsløb.


I anden del viser vi hvordan vi løser problemet med den tilfældige urenhed i de fabrikerede kredsløb ved en metode hvor vi pre-lokaliserer kvantepunkterne og efterfølgende fabrikerer de fotfoniske nanostrukturer rundt om udvalgte kvantepunkter med en endelig præcision der er bedre end 50 nm.

Denne nye viden om kvantepunktternes placering, tillader os for første gang at udforske nanofabrikationens effekt på de spektrale egenskaber af InAs kvantepunkter i hængende nanostrukturer. Vi har registreret en spektal endring på op til \( \approx 1 \) nm, hvilket vi kunne kompensere for, ved at tilføje et elektriskfelt hen over prøven. Ydermere, har vi også karakteriseret fabrikationens effekt på forskellige excitoniske tilstande. Til sidst, for at demonstrere potentiotalet af kombinationen af alle disse teknikker for første gang, viser vi deterministisk integration af kvantepunkter i fotfonisk krystal-bølgelededene, som vi næsamt placerer både rummeligt og spektralt tæt på det optiske båndgab. Tidsopløste målinger gjorde det muligt at undersøge emissionsegenskaberne ved disse kvantepunkter, hvilket har afsløret dramatiske forbedringer af deres kvanteffektivitet. Overordnet set, udgør disse resultater et vigtigt skridt mod en fuldstændigt deterministisk rummelig og spektral integration af kvantemittere med fotfoniske nanostrukturer, et nogleelement for at udvikle komplekse kvantemekaniske kredsløb.
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Chapter 1

Introduction

One of the major scientific landmarks of the 20th century was the discovery of the wave-particle duality of light, an idea so fundamental that caused a complete paradigm change in the study of the nanoscopic world and triggered the birth of the new course of science known as quantum physics. The new description of the laws of nature enabled a deeper understanding of light and matter and unlocked a number of new inventions that constitute the cornerstones of current technologies such as the laser and the transistor. Owing to the large impact that such a progress had on the scientific development of the century, many nowadays refer to it as the first quantum revolution.

The advances enabled by those technologies have matured to such a point that we are now able to make one step further and start exploiting all the concepts introduced by quantum physics. Phenomena such as energy quantisation or quantum superposition are now better understood and can be used in a variety of new applications, like quantum simulations or secure quantum communication. Furthermore, more complex quantum experiments such as entanglement generation over long distances [1] or the reduction of the back-action effects on the measurements of the motion of oscillating macroscopic objects [2] are also becoming more common. These exciting results suggest we are now witnessing the dawn of a second quantum revolution, a new era characterised by the implementation of the discoveries introduced by quantum physics for the development of new quantum technologies [3].

Quantum photonics is one of several new fields leading the way in this revolution. This platform exploits the quantum properties of the coupling between light and matter in order to build large networks of solid-state quantum systems for applications such as quantum information or quantum cryptography. A number of functionalities are therefore required, which are schematically illustrated in Fig. 1.1: for example, photonic chips must integrate highly efficient sources of single photons, along with structures that provide the ability to propagate and control them with low optical losses [4]. Moreover, at the nodes of such quantum networks, light has to be coherently interfaced with the emitters in order to perform operations with the high fidelity necessary for the processing of quantum states [5].

Self-assembled InAs quantum dots (QDs) embedded in GaAs photonic nanostructures have the potential to provide all the functionalities just described. These emitters have been proven to be near-optimal sources, as they are able to emit single quanta of light with high efficiency and good levels of coherence [6, 7]. The GaAs platform facilitates the engineering of the photonic environment around the QDs by the fabrication of nanophotonic devices, e.g. photonic-crystal waveguides. In these systems, the emitter is shielded from free-space modes and coupling efficiencies $> 98.4\%$ have been demonstrated [8], thus showing that such a platform has the potential to offer the optimal interface between photons and emitters.

Performing advanced quantum experiments on photonic chips with embedded QDs remains
a demanding task, as the fabrication of these circuits is highly non-trivial and precise control of each integrated optical components is required to reduce structural imperfections and hence optical losses due to scattering or disorder [6]. Moreover, QDs grow randomly on the sample and present a large distribution of sizes that results in a broad range of emission frequencies [9]. These factors must be overcome as the spatial and spectral coupling between the photonic nanostructures and the emitters directly influences the efficiency of the light-matter interaction. Typical samples therefore contain several copies of the same device and a post-selection of the ones showing higher performances is carried out in order to find the few nanostructures that present optimal conditions for the experiment under consideration. Although this approach may still enable simple investigations, it clearly prevents the fabrication of large and complex architectures and hence hinders the scaling of the platform towards more advance applications. In this thesis we address these issues and develop fabrication protocols to overcome such challenges.

The outline of this thesis is as follows. In Chap. 2 a theoretical introduction of the system investigated during this PhD project is given. We first introduce the electronic properties of semiconductors, with main focus on GaAs as it is the material of all the presented samples. The main features of bulk and interfaces are described, with particular interest on how the energy bands respond to different configurations. We then move on to the optical properties of the system under study and we introduce why self-assembled quantum dots are optimal emitters of single photons for solid-state devices. Finally, two types of photonic nanostructures are introduced, i.e. photonic crystal and nanobeam waveguides, along with a description of their ability to control the emission properties of embedded quantum dots.

Chap. 3 overviews the fabrication techniques employed for the production of the studied samples. Starting from the common lithographic methods, we then describe the main etching methods for GaAs-based system, with particular interest on the relationship between energy bands and the electrochemistry processes behind the wet etching of III-V semiconductors. Finally, the main procedure for metal deposition is presented.

In Chap. 4 we describe the nanofabrication protocols developed for the different types of devices prepared during this PhD project and constituting some of the building blocks of the quantum photonic platform. The developed fabrication procedures for ohmic contacts, suspended
photonic crystal waveguides and tapered out-couplers are discussed along with the results of their characterisation.

The problem of the QD random positions is tackled in Chap. 5. After an introduction to the state-of-the-art localisation techniques, the chapter continues with the detailed description of the approach we developed during this project. A thorough statistical analysis reported at the end of the chapter demonstrates the final alignment error between pre-selected QD and nanostructures fabricated about their positions.

The first implementations of the developed localisation technique are presented in Chap. 6. In the first part of the chapter we make use of the ability to reliably map the QD locations on the sample to investigate the nanofabrication-induced changes on the spectral emission of self-assembled QDs embedded in planar nanostructures. In the second part, we present our results on the integration of the emitters in photonic-crystal waveguides to deterministically control the emission properties of the QDs.

Finally, conclusions and outlook are presented in Chap. 7
Chapter 2

Theoretical background for photonic experiments with self-assembled quantum dots

In this chapter we present an overview of the theoretical background of self-assembled quantum dots (QDs) embedded in gallium arsenide (GaAs) photonic nanostructures. In the first part of the chapter we will focus on the electronic properties of GaAs as a semiconductor material, describing the concepts of doping, interfaces and junctions, which are the fundamental properties constituting the core of the material system we use in our experiments. In the second part the discussion will move on to self-assembled QDs and we will introduce the basic optical properties that have granted them the name of "solid-state atoms". Finally, the basic features of nanophotonic waveguides will be presented and we will demonstrate how they can be used to modify the emission properties of embedded QDs, showing some of the reasons why they constitute a promising platform for quantum photonic experiments.

2.1 Basics of semiconductors physics

Gallium arsenide is a crystalline material formed by a face-centred cubic (FCC) lattice of Ga\(^{3+}\) and As\(^{3-}\) and presents the typical zinc blend structure (Fig. 2.1a), where every As\(^{3-}\) is bonded to 4 ions of Ga. In solids, the overlap of the valence electron orbitals causes the electronic states to hybridise and form bands of allowed energy rather than the discrete levels that characterise single atoms [10]. However, not all values of energies are allowed and gaps between different bands hence appear. The last populated band before a band gap is usually called the valence band (VB) and it is followed by the first empty one called the conduction band (CB). Solids can be categorised based on the properties of such bands and their populations: if, at temperature \(T = 0\) K, the VB is partially occupied by electrons, then the material behaves like a metal; that is to say, the electrons can freely move and are responsive to an applied electric field \(F\). On the contrary, if the valence band is fully occupied, the charge carriers are not affected by \(F\) and the solid is therefore an insulator. However, if the energy difference between the edges of the two bands \(E_g = E_C - E_V\) (for CB and VB, respectively) is of the order of few eV [11, 12], small amounts of energy provided by, for example, a thermal or optical excitation are enough to promote some electrons to the CB, while leaving behind a positively-charged vacancy in the valence band called a "hole". This behaviour is typical of the category of materials called semiconductors, to which GaAs belongs as \(E_g(T = 0\) K) = 1.519 eV [13].
The band structure of semiconductors can be visualised by plotting the dispersion relation $E = E(k)$, which explains how the energy of electrons varies as a function of the momentum $k$ and provides the necessary information to understand both the electronic and optical properties of a semiconductor. Fig. 2.1b illustrates such relation at the center of the first Brillouin zone, at the point of highest symmetry. Here, the minimum of the CB and the maximum of the VB appear at the same position in the $k$-space, i.e. the bandgap is direct. This property of GaAs makes it an optimal material for optical applications, because electronic transitions between CB and VB can be activated by the absorption or emission of photons, without any change in the momentum of the electrons.

GaAs consists of only one CB (green in Fig. 2.1b) and three different sub-bands of the VB (red in Fig. 2.1b); the top-most two are degenerate and normally called "heavy holes" and "light holes", while the third one (denominated "split-off" band) appears less energetic. Another important feature of the dispersion relation illustrated in Fig. 2.1b is the almost-parabolic shape of the bands for the shown range of momenta. Since electrons moving in free space have energy with a similar functional form, the same electron model can be used also for the case of semiconductors, with the only difference that an effective mass $m^*$ for the charges has to be used. Such a parameter is defined as the inverse of the curvature of the energy band, calculated at its extreme (i.e. at the maximum in the VB or at the minimum for the CB) [10]. The three curvatures of the sub-bands in the GaAs valence band thus result in different values of $m^*$, hence the terminology "heavy" and "light holes".

### 2.1.1 Different categories of semiconductor

GaAs, like any other semiconductor material, is classified by the type and density of its majority charge carriers. Intrinsic semiconductors constitute the simplest case, where conduction electrons $e^-$ are generated by thermal excitation from the valence band. Their density in the CB is a function of the number of available states in the band and of the probability of the electron occupancy at a given energy $E$, which can be calculated by Fermi-Dirac statistic. The final equations for the
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Figure 2.2: Temperature dependence of the majority carrier density for three different levels of dopants in GaAs for the range of $T$ of interest for the applications described in this work: intrinsic (red), non-degenerate extrinsic (impurities density $N_D = 5 \times 10^{13} \text{cm}^{-3}$, green) and degenerate extrinsic ($N_D = 10^{19} \text{cm}^{-3}$, blue). The dashed line indicates the temperature used for most of the results presented in this work.

densities of electrons $n$ and holes $p$ read [14]

\[ n = N_C \exp \left( \frac{E_{f,i} - E_C}{k_B T} \right) \]  \hspace{1cm} (2.1a)

\[ p = N_V \exp \left( -\frac{E_{f,i} - E_V}{k_B T} \right) \]  \hspace{1cm} (2.1b)

where $N_C$ ($N_V$) is the effective density of states in the conduction (valence) band and $k_B$ is the Boltzmann constant. As one hole $h^+$ is generated when one $e^-$ is excited to the CB, in intrinsic semiconductors $p = n = n_i$. The term $E_{f,i}$ is the intrinsic Fermi level, which is a very important physical parameter that describes the energy of the outermost electrons in the bands of the material at a finite temperature.

Eqs. (2.1) show that the carrier densities increase for $E_{f,i}$ approaching the relevant band. In the intrinsic case, $E_{f,i}$ is generally situated in the middle of the bandgap, resulting in a relatively small concentration of carriers at room temperature, which rapidly decreases for lower values of $T$ (cf. Fig. 2.2). As the conductive properties of semiconductors are functions of $n$ and $p$ [14], such temperature dependence causes intrinsic GaAs to behave like an insulator at cryo $T$ ($T < 10 \text{K}$). In the case of applications where such a change is detrimental, semiconductors can be doped with impurities that increase the level of carriers; these materials are called extrinsic. Two types of doping exist, based on the nature of the dopant atoms: when donors are used, the concentration of electrons in the material increases and the semiconductor is denoted as $n$-type. The presence of new charges creates new energy states closer to the CB, which shift the Fermi level $E_{f,n}$ close to $E_C$. Conversely, the introduction of acceptor atoms results in higher densities of $h^+$ and the Fermi level $E_{f,p}$ moves closer to the valence band; this type of material is referred to as p-doped.

The new carriers provided by the impurities increase the conductivity of GaAs and high densities can be maintained also below room temperature (Fig. 2.2). Nonetheless, the generation of free charges from the dopant atoms is still a thermally activated process, which fails for $T \rightarrow 0 \text{K}$ causing a drop in the major carrier density at cryogenic temperatures (the so-called "freezing-out" of the carriers), as shown in Fig. 2.2. Such an issue can be circumvented by increasing the density...
of dopants in the materials, which hence become degenerately doped [14]. In GaAs, the concentration of impurities necessary to reach such status is about $10^{16} - 10^{17}\text{cm}^{-3}$ for n-type and $10^{18} - 10^{19}\text{cm}^{-3}$ for p-type [15, 16]. This high level of doping heavily changes the structure of the material and profoundly modifies its properties and the energy bands [15, 17]. One of the most relevant changes is the reduction of the energy necessary to ionise the dopants and the subsequent shift of the impurities states towards and across the closest band. This new configuration has the effect of moving the Fermi level inside the band (i.e. $E_{f,n} \geq E_C$ and $E_{f,p} \leq E_V$, as shown in Fig. 2.3), which is a configuration similar to metallic materials and which causes the majority carrier density to be independent of the temperature. A summary of the effects of $T$ for different types of semiconductors is presented in Fig. 2.2, which reports the total density of majority carriers for intrinsic GaAs (i-GaAs, red curve) and n-GaAs doped with an impurities concentration of $N_D = 5 \times 10^{13}\text{cm}^{-3}$ (non-degenerate extrinsic, green curve) and $N_D = 10^{19}\text{cm}^{-3}$ (degenerate extrinsic, blue curve).

### 2.1.2 Effects at the interfaces

#### Surfaces

The concepts overviewed in the previous section describe the main characteristics of bulk semiconductors, that is when they are considered as indefinitely extending in space. Real materials are of course finite and have edges that locally modify their properties. At these positions the crystalline structure is abruptly interrupted and surface atoms present dangling bonds formed by unused valence electrons. The presence of these free charges generate a surface potential $\phi_0$ that penetrates into the material and causes a rearrangement of the carriers in the first layer of the semiconductor, which is often referred to as space-charge (SC) layer and has width $w_{sc}$ that varies for different boundary conditions. The effects on the energy bands caused by the position-dependent carrier density $\rho(z)$ can be studied by solving Poisson’s equation [18]

$$\frac{d^2\phi(z)}{dz^2} = -\frac{\rho(z)}{\varepsilon_s}, \quad (2.2)$$

where $\varepsilon_s$ is the semiconductor permittivity and the coordinate $z$ indicates the direction normal to the surface of the material. The potential $\phi(z)$ causes a spatial-dependent change in the values
Figure 2.4: Band bending at the surface of two different type of GaAs: (a) n-doped GaAs and (b) p-GaAs. In both cases, the relevant energy levels are shown: the minimum of the conduction band \( E_C \) and the maximum of the valence band \( E_V \), together with the Fermi levels generated by the intrinsic carriers \( E_i \) and those related to the introduction of dopants \( E_{f,n} \) and \( E_{f,p} \), respectively. Space-charge layers of width \( w_{SC} \), caused by the surface potentials in the two materials (\( \phi_{0,n} \) and \( \phi_{0,p} \), respectively), are visible.

of \( E_C \) and \( E_V \) and generates the bending of the energy bands at the surface. Fig. 2.4 depicts a schematic representation of the band diagram for both n- and p-GaAs and illustrates how the relevant energy levels of the material (i.e. \( E_C \), \( E_V \) and \( E_f \)) vary as a function of the position. Here, \( \phi_0 \) is shown to affect differently the two types of semiconductors, as it produces energy barriers of different heights and shapes: in n-GaAs the increased density of electrons at the surface repels the majority carrier in the space-charge layer and the energy bands hence bend upwards [12]. In p-type materials the reconfiguration of the superficial atoms depletes the majority carriers too, but in this case it results in a downward bending [18, 19]. Such effects are confirmed by the height of the energy barriers measured on as-grown n- and p-GaAs, as it has been reported that \( |e\phi_{0,n}| = 0.61 \text{ eV} \) and \( |e\phi_{0,p}| = 0.33 \text{ eV} \), respectively [20].

Similarly to the carriers introduced in the material by the dopants, the new energy states generated at the surface fix \( E_f \) at a specific position in the band diagram. This effect is denominated "pinning of the Fermi level" [18] and it is an important phenomenon for understanding the behaviour of the carriers in the space-charge layer. The relative distance between the Fermi level at the surface \( E_{f,s} \) and the edges of the energy bands in fact modifies the density of charges in the SC layer in the way illustrated in Fig. 2.5: at thermal equilibrium, the concentrations at the surface of electrons in the CB \( n_s \) and of holes in the VB \( p_s \) can be expressed as [14, 18, 21]

\[
n_s = n \exp \left( \frac{e\phi_{0,n}}{k_B T} \right) = N_C \exp \left( \frac{E_{f,s} - E_C + e\phi_{0,n}}{k_B T} \right) = N_C \exp \left( \frac{E_{f,s} - E_{C,s}}{k_B T} \right), \tag{2.3a}
\]

\[
p_s = p \exp \left( -\frac{e\phi_{0,p}}{k_B T} \right) = N_V \exp \left( -\frac{E_{f,s} + E_V - e\phi_{0,p}}{k_B T} \right) = N_V \exp \left( -\frac{E_{f,s} - E_{V,s}}{k_B T} \right), \tag{2.3b}
\]

where \( e \) is the electron charge, \( n \) and \( p \) are the densities in bulk introduced in eqs. (2.1) and the variables \( E_{C,s} \) and \( E_{V,s} \) are respectively the minimum of the CB and the maximum of the VB at the surface. Eqs.(2.3) describe three regimes for different sign of \( \phi_0 \) (Fig. 2.5): in the case of an n-type semiconductor, a negative \( \phi_0 \) bends the bands upwards, increasing the depletion of carriers from the SC layer. Conversely, \( \phi_0 > 0 \) indicates a downward bending, which in n-doped material causes the accumulation of electrons at the surface. Finally, \( \phi_0 = 0 \) constitutes the condition for
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Figure 2.5: Schematic band diagrams that show the possible regimes for different values of the surface potential \( \phi_0 \) for different types of GaAs: (a) n-doped and (b) p-doped.

The flat-band configuration, where any effect due to surface states is inhibited [14, 18]. The same three regimes happen in p-type semiconductors as well, but at values of \( \phi_0 \) with opposite sign. Interestingly, a bias voltage \( V \) applied across the material modifies the position of the bulk Fermi level and can therefore be used to switch between the three aforementioned conditions. A more general form of eqs. (2.3) hence reads

\[
n_s = n \exp \left( \frac{e (\phi_{0,n} + V)}{k_B T} \right)
\]

\[
p_s = p \exp \left( -\frac{e (\phi_{0,p} + V)}{k_B T} \right)
\]

and it shows that an applied \( V \) can be used to control the total density of charges in the SC layer, which is of high importance in devices based on metal-insulator-semiconductor interfaces like metal-oxide-semiconductor field effect transistors (MOSFET) [12, 14].

Metal on semiconductor

The deposition of a metal on the surface of GaAs produces a different type of interface between the two materials, which can still be described by the formalism employed thus far for the surface states. The main difference consists of the origin of the band bending at the surface, which is now related to the work function of the deposited metal \( e\phi_m \) [14]. In fact, during the formation of the contact, the different positions of the Fermi levels between both parts of the junction produce an electric field at the interface which initiates the migration of the electrons towards the side with lower \( E_f \). As a result, while the energy level in the metal \( E_{f,metal} \) is almost unaffected due to the large number of charges in it, the Fermi level in the semiconductor effectively shifts towards \( E_{f,metal} \). Eventually, when the equilibrium state is reached, the levels on both sides of the junction will line-up, causing the pinning of semiconductor \( E_f \) at the position of \( E_{f,metal} \). Furthermore, similarly to the accumulation of charges at the surface, the rearrangement of carrier densities produces the bending of the bands at the interface, as schematically sketched in Fig. 2.6. The energy barriers \( e\phi_B \) formed are often referred to as Schottky barriers and, in the ideal case, are
Figure 2.6: Schematic representation of the Schottky barrier in n-GaAs. When the Fermi levels on both sides of the interface align, an energetic barrier is formed with height $e\phi_B = e(\phi_m - \chi)$ and thickness $w_B$.

defined as

$$e\phi_{B,n} = e(\phi_m - \chi) \quad \text{for n-type,} \quad (2.5a)$$

$$e\phi_{B,p} = E_g - e(\phi_m - \chi) \quad \text{for p-type,} \quad (2.5b)$$

where $e\chi$ is the semiconductor electron affinity, which is defined as the energy difference between the conduction band minimum and the vacuum level (which is, by definition, infinitely far away from the solid and has energy $E_{VacLev} = 0eV$). Solving Poisson’s equation eq.(2.2) provides all the relevant parameters for the system under study [14], such as the spatial dependence of the band edges $E_C$ and $E_V$ and the width of the barrier $w_B$, which is found to vary as [14]

$$w_B \propto \sqrt{\frac{1}{n}} \quad (2.6)$$

for a n-doped material (but a similar relationship holds for p-type semiconductors too).

The main purpose of the deposition of metals on semiconductors is to provide electrical control over the properties and energy levels of these materials. When a bias voltage is applied across the interface, charge carriers move across the barrier and shift the energy level upwards (for $V > 0V$) or downwards (for $V < 0V$). Several processes may describe the electronic transport and the most relevant for the applications reported in this work are based on (i) thermionic emission, when electrons with high enough thermal energy can cross the interface above $e\phi_B$, and (ii) tunnelling through the Schottky barrier [14]. Whilst the former regime is dominant at room $T$, the latter constitutes the main process in cryogenic applications. In both cases, however, the parameters that control the current density $J$ generated by the metal contact are the aforementioned height $e\phi_B$ and width $w_B$, since, for example, higher and/or larger barriers results in lower values of $J$.

As previously discussed, the variables $e\phi_B$ and $w_B$ depend on the work function of the deposited metal and on the majority carrier density of the semiconductor. Different materials therefore have specific effects on $J$. Two different categories of contacts can be defined based on their behaviours and effects on the charges flow. Schottky contacts are formed by metals that cause a high potential barriers at the semiconductor interface and therefore limit the current across it [14]. This type of contact is usually employed as a capacitive input to the device, which allows for the accumulation or depletion of charges in specific areas of the sample. Ohmic contacts, instead, provide a current flow across the metal-semiconductor interface that linearly increases with the applied voltage. The resistance of this type of junction results negligible compared to the total
resistance of the device and currents are produced already at low voltages, with no perturbation of the energy levels in the sample [14]. For this reasons ohmic contacts provide the optimal way to electrically contact electronic chips. These type of contacts are usually fabricated by depositing metals with low work functions on degenerately doped semiconductors in order to form energy barriers as low and as thin as possible [12]. The relevant figure-of-merit for ohmic contacts is their specific contact resistance $R_c$, defined as

$$R_c = \left( \frac{dJ}{dV} \right)^{-1}_{V=0}.$$  

(2.7)

However, advanced integrated circuits require the miniaturisation of the several devices they host and this causes an increase of the density current flowing in them. In this situation, a better parameter for comparing different ohmic contacts is the total resistance $R = R_c/A$, with $A$ being the contact area.

**Heterostructures**

Semiconductor technology exploits one more type of interface, that is the junction between layers of different materials in contact with each other. These structures are usually referred to as heterostructures and are formed already during the production of the semiconductor material, when several layers with different doping levels and types, or even different compounds, are grown sequentially. One of the famous examples of this type of interface is the so-called p-n junction, which is formed by the combination of a p- and n-doped semiconductor. Regardless of the nature of the involved materials, heterostructures are characterised by an interface where the Fermi levels on either sides are initially at different positions. Similarly to what has been previously discussed, in this situation an electric potential $\phi_{bi} = (E_{f,n} - E_{f,p})/e$ is generated, which is known as “built-in potential” and which forces the carriers to move towards the oppositely charged side of the junction. The result is once again the alignment of the Fermi levels across the junctions and the formation of band bending at the interface, which can be studied by following the same approach used for surface states and metal contacts [14].

Different combinations of materials provide different levels of complexity on the engineering of the band diagram of the device. For example, the addition of an intrinsic layer in the middle of a p-n junction allows us to separate the two doped materials, thus reducing the electric field generated between them. The band diagram of the resulting heterostructures, also know as p-i-n diode, calculated for GaAs layers is reported in Fig. 2.7a, where the intrinsic layer is shown inclined for its full width. Such an effect is caused by the low density of carriers available in the i-region, which results in a depletion region extending over the entire layer, as expected from eq. (2.6). Another important feature of this heterostructure is the fact that the built-in field is constant throughout the middle region, which causes the separation of any carriers situated there. The intensity of this electric field can be controlled by applying a bias voltage across the p-i-n diode, which affects the separation between $E_{f,n}$ and $E_{f,p}$. For forward bias (i.e. $V > 0V$) and $V < \phi_{bi}$, the difference between the Fermi levels of both doped layers decreases as the voltage increases, thus lowering the effect of $\phi_{bi}$ on the carriers and hence reducing their separation. At $V = \phi_{bi}$ a flat-band configuration is reached and any effect of the built-in field is nullified. For higher values of bias, the electrons in the n-type materials start flowing towards the p-doped side of the junction and an increasing current can be detected. On the other hand, in reverse bias ($V < 0V$) the levels $E_{f,n}$ and $E_{f,p}$ move further apart as the built-in field is enhanced by the applied voltage. No current flow can be measured for a large range of negative $V$, until the energy barrier formed by the intrinsic layer becomes so thin that suddenly carriers are able to cross through it,
Figure 2.7: Properties of a p-i-n GaAs diode. (a) Calculated band diagram of a p-i-n GaAs diode. When the Fermi levels $E_{f,p}$ and $E_{f,n}$ are aligned, a built-in potential $\phi_{bi}$ causes the complete depletion of the carriers in the intrinsic region, which results completely bent. The calculation is performed by setting the level of impurities for both doped layers at $N_D = 10^{16}\text{cm}^{-3}$ and for $T = 298\text{K}$. (b) Example of the voltage dependence of the current measured on a p-i-n GaAs diode at room temperature. The increasing values in reverse bias regime are a signature of leakage currents possibly due to surface states and small structural defects introduced during the fabrication process.

causing a sharp increase in $J$ that is known as breakdown current. In the ideal case, the relationship between applied voltage $V$ and current density $J$ can be described by the Shockley equation, which reads [14]

$$J = J_0 \left[ \exp \left( \frac{eV}{k_BT} \right) - 1 \right], \quad (2.8)$$

where $J_0$ is called saturation current and it is a function of the carrier densities $n$ and $p$. Eq. (2.8) shows the exponential nature of current detected across an ideal p-i-n diode. In real devices, however, some deviations may appear in the measured signal, like a slow increase in $J$ measured for reverse bias, as visible in the Fig. 2.7b. Possible causes for this non-ideal behaviour may be related to parasitic effects caused by surface currents or defects in the device structure.

### 2.2 Single-photon emitters in solid state: self-assembled QDs

#### 2.2.1 Epitaxial growth of heterostructures

In the previous section we introduced some of the properties that characterise the heterostructures, which are formed by several layers of semiconductor material grown on top of each other. In the following pages we will elaborate on the production of such structures, focusing mainly on the method employed for the samples used for the work of this PhD project.

Gallium arsenide production is based on so-called bottom-up approaches, where materials are grown atomic layer after atomic layer. The process employed for the samples used during this work is called molecular beam epitaxy (MBE), which is one of the most advanced growth methods for semiconductors [11]. It is based on the evaporation of the solid Ga and As into a chamber that is kept at ultra high vacuum (i.e. $10^{-10} - 10^{-11}$mbar [11, 12]), where a substrate wafer is mounted. Owing to the high process temperature (500-600°C), the atoms directed towards the sample diffuse around its surface until they reach energetically favourable locations. Different solid precursors may be used during the growth and their amount and relative concentrations can be controlled by operating the shutters of the effusion cells that host them. The high level of precision possible
during the process enables the growth of semiconductor materials with atomic-layer precision. Furthermore, different elements can be introduced in the chamber at the same time, thus allowing for the addition of dopant impurities such as Si (n-type) or C (p-type) or for the production of ternary or more complex alloys.

Epitaxial growth is routinely employed for the production heterostructures, owing to the high material quality achievable. However, not all the combinations of semiconductors are possible, as only crystals with similar structure and lattice constants can be combined. In fact, if this condition is not matched, stacking defects and dislocations are generated in the solid that lower the overall quality of the samples. A well-known example of semiconductors with similar properties is the GaAs/AlAs system, which have lattice constants that differ by less than 0.1 Å [11]. An important feature of this type of heterostructure is the energy gap difference between the two materials, which enables interesting levels of band-structure engineering. In fact, when a thin layer of GaAs is grown between two layers of AlAs, the energy bands align in such a way that a potential well for the electrons is formed, since $E_{GaAs}^g < E_{AlAs}^g$. When the thickness of GaAs becomes smaller than the electronic de Broglie wavelength, i.e. $d_{GaAs} \leq \frac{\hbar}{\sqrt{2m^*k_B T}}$ (corresponding to about 10-20 nm [14]), the charge carriers are fully confined along the growth dimension. This type of heterostructure is called a quantum well.

The confinement of electrons along one direction is not the only available option. As schematically illustrated in Fig. 2.8, systems with other dimensionalities exist: in addition to bulk (3D) and quantum wells (2D), higher degrees of confinement produce quantum wires (1D) and quantum dots (0D). The density of electronic states $N(E)$, i.e. the number of available states per unit volume and within an energy interval, is severely affected by the change of dimensionality of each system (Fig. 2.8), resulting in a variation of the specific electronic and optical properties.

### 2.2.2 Self-assembled QDs

Among all the structures presented in Fig. 2.8, quantum dots (QDs) are the system of interest for the work of this PhD project. Owing to the confinement in all three spatial directions, the density of states of each sub-band $n$ reads [14]

$$N_n(E) = 2\delta(E - E_n), \quad (2.9)$$

\[\text{Figure 2.8: Schematic plots of densities of states for systems with different dimensionalities: (a) bulk material, (b) quantum well, (c) quantum wire and (d) quantum dot. Adapted from [14].}\]
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Figure 2.9: Self-assembled QDs. (a) Scanning tunnelling microscope (STM) image of an uncapped QD. Adapted from [22]. (b) Band diagram of an InAs QD embedded in a GaAs matrix. The full 3D energy confinement generate discrete states in the QD. After an above-band excitation (green arrow) excites an electron (black circle) into the CB of GaAs, a hole (white circle) is left in the VB. Fast, non-radiative processes (black dashed arrows) transfer the carriers into the WL and eventually to the QD, where they recombine by emitting a single photon (red arrow). (c) Typical spectrum collected from a self-assembled QD embedded in bulk GaAs.

where the factor 2 is due to the spin degeneracy and $\delta$ is the delta function. QDs are therefore characterised by discrete energy states, thus resembling the electronic and optical properties of single atoms. Such a feature has granted them the name “artificial atoms” and make them well-suited for the generation of single photons for application based on solid-state devices [6, 7].

Self-assembled QDs consist of nanometer-sized island of InAs embedded in a matrix of GaAs and they are epitaxially grown by means of the Stranski-Krastanov (SK) method [9]. The drive of such a process is the mismatch between the lattice constants of the two semiconductors: since InAs has a lattice parameter that is 7% larger than GaAs, an accumulation of strain occurs in the material when InAs is grown on a GaAs substrate. After about 1.5 monolayers of InAs [23], which form the so-called wetting layer (WL), the strain in the structure is reduced by rearranging the deposited atoms in such a way that a local energy minimum is reached and individual island are formed. A scanning tunnelling microscope (STM) image of the resulting structure is shown in Fig. 2.9a. Since the strain relaxation is an elastic process, very few defects are created during the formation of QDs [9, 24] and this ensures bright optical transitions with linewidths of the order of few $\mu$eV [6, 7]. A capping layer of GaAs is subsequently grown to complete the full 3D confinement, since $E_{\text{InAs}} < E_{\text{GaAs}}$. This, in combination with the direct bandgap of both semiconductors, ensures the emission of single photons when the electrons in the CB recombine with the holes in the VB, as schematically illustrated in Fig. 2.9b. A typical spectrum of such an emission event presents single lines, as reported in Fig. 2.9c, demonstrating the discrete nature of the QD energy states.
Figure 2.10: Side-effects of Stranski-Krastanov growth. (a) Photoluminescence map, collected at $T = 77\,\text{K}$, reporting the spatial dependence of the brightest emission peak. Higher concentrations of In shift the signal towards longer wavelengths. Inset: atomic force microscope image of epitaxially grown QDs. The nucleation process starts at positions where the adatoms have less energy, resulting in QDs randomly placed on the surface of the wafer. The lateral size of the image is 1 $\mu\text{m}$. Adapted from ref. [9]. (b) Detected intensity of the peaks analysed in (a). In both maps, the 3-inch wafer is indicated by a straight red line. The relevant crystallographic directions are also shown.

The benefits of the self-assembly process, however, come with a price to pay; the lack of control over the spatial position and spectral property of the resulting emitters. The strain reduction is in fact a process that happens locally and the nucleation of the InAs islands occurs at random positions on the surface of the sample [9, 24, 25], as clearly shown by the atomic force microscope (AFM) image in the inset of Fig. 2.10a. Moreover, the final size and shape of the QDs are difficult to control precisely as they are very sensitive to the growth parameters, causing each quantum dot to emit at a different wavelength [24–27]. This results in a large distribution of emission wavelengths and intensities over the full area of the substrate, as shown in Fig. 2.10, which reports photoluminescence (PL) maps of an as-grown wafer collected at $T = 77\,\text{K}$. The emission wavelength $\lambda$ of the brightest peak shown in Fig. 2.10a clearly varies as a function of the position, from $\lambda \approx 960\,\text{nm}$ at the bottom of the layer (where the In concentration is higher) down to $\lambda \approx 900\,\text{nm}$ on the topmost area. The intensity of the peak changes with the position as well, as visible in Fig. 2.10b, suggesting a spatial-dependent variation of the QD sizes.

### 2.2.3 QDs as two-level systems

The similarities between single atoms and QDs allow them to be described as solid-state based two-levels systems, where an optical excitation causes the transition from a ground state $|g\rangle$ to an excited state $|e\rangle$, as schematically shown in Fig. 2.9b. Such a system can subsequently relax and release energy by the spontaneous emission of a single photon, which is a purely quantum effect since it is triggered by the interaction between the system and the electromagnetic vacuum.
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Self-assembled QDs have sizes much smaller than the wavelength of the light they emit, which is a condition that allows the use of the dipole approximation for the description of the interaction between them and the electromagnetic field. The interaction Hamiltonian $\hat{H}_I$ reads

$$\hat{H}_I = -\hat{d} \cdot \hat{E},$$  \hspace{1cm} (2.10)

where $\hat{E}$ is the electric field operator and $\hat{d}$ the dipole moment operator. The spontaneous decay rate $\gamma$ of a two-level system is calculated according to Fermi’s golden rule as \[28\]

$$\gamma = \frac{2\pi}{\hbar} \sum_f |\langle f | \hat{H}_I | i \rangle|^2 \delta(\omega_f - \omega_i),$$  \hspace{1cm} (2.11)

with $|i\rangle$ and $|f\rangle$ are the respective initial and final state of the system and the delta function $\delta(\omega_f - \omega_i)$ shows that the decay process results in the emission of a photon with frequency that matches the energy separation between the two states, thus ensuring the energy conservation. From eqs. (2.10) and (2.11), it can be shown that the radiative decay rate $\gamma$ of a QD can be written as \[6\]

$$\gamma(r_0, \omega_0, d) = \frac{\pi \alpha_0}{\hbar} |d|^2 \rho_{LDOS}(r_0, \omega_0, \hat{e}_d).$$  \hspace{1cm} (2.12)

Eq.(2.12) demonstrates that $\gamma$ of a self-assembled QD is a function of the position $r_0$, the emission frequency $\omega_0$ and the dipole $d = |d| \hat{e}_d$ of the emitter. Furthermore, the term $\rho_{LDOS}(r_0, \omega_0, \hat{e}_d)$ is the so-called local density of optical states (LDOS), which is a parameter that describes the number of available optical modes per volume and energy experienced by the dipole $d$ when vibrating at frequency $\omega_0$ and positioned in $r_0$. The LDOS provides information about the electromagnetic environment around the emitter and eq.(2.12) demonstrates how any modification of it may affect the decay dynamics of QDs (as we will see in Sec. 2.3).

2.2.4 Excitonic states in QDs

Every optical excitation generates one electron in the conduction band and one hole in the valence band of a QD (cf. Fig. 2.9b). In fact, the degeneracy between light-hole and heavy-hole sub-bands is lifted due to strain accumulated during the growth; as the latter is the closest one to the CB, the heavy holes are the most relevant carriers during the radiative recombination and we will focus on these ones from now on.

Instead of analysing the charge carriers separately, a more convenient basis can be introduced to facilitate the study of the decay dynamics in a QD and it is based on the exciton, which is a quasi-particle defined as an electron-hole pair bound by exchange and Coulomb interactions, with the latter included only perturbatively due to the strong confinement achieved in self-assembled QDs \[6\]. In this new picture, whilst the ground state $|g\rangle$ still corresponds to an emitter with no excitation (i.e. $|0\rangle$), the first excited state $|e\rangle = |X\rangle$ consists in an electron in the CB and a hole in the VB, as shown in Fig. 2.9a and Fig. 2.9b, respectively.

Fig. 2.11 displays the simplest configurations possible for different excitonic states. Here, electrons and holes are shown along with their pseudospins, which describe their total angular momentum $j = l + s$. Being fermions, both carriers have $s_{e/h} = 1/2$, while the value of $l$ is given by the symmetry of the hosting band: spherical symmetry for CB ($l_e = 0$) and p-like symmetry for VB ($l_h = 1$). Four different spin-states are thus possible: electrons have $m_j = \pm 1/2$, represented as $|\uparrow\rangle$ and $|\downarrow\rangle$, while heavy holes show $m_j = \pm 3/2$, i.e. $|\uparrow\uparrow\rangle$ and $|\downarrow\downarrow\rangle$. An exciton can therefore be formed by the combinations $|\uparrow\uparrow\rangle$, $|\downarrow\downarrow\rangle$, $|\uparrow\downarrow\rangle$ and $|\downarrow\uparrow\rangle$. Due to the conservation of total angular
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Figure 2.11: Schematic illustration of the lowest-energy excitonic states: (a) ground state $|0\rangle$, (b) bright neutral exciton $|X^0_b\rangle$, (c) dark neutral exciton $|X^0_d\rangle$, (d) negatively charged trion $|X^-\rangle$, (e) positively charged trion $|X^+\rangle$ and (f) biexciton $|XX\rangle$.

momentum, only the last two transitions generate a photon and they are therefore said to represent bright excitons $|X^0_b\rangle$ (Fig. 2.11b). Following the same reasoning, the first two combinations are typical of dark excitons $|X^0_d\rangle$ (Fig. 2.11c).

As visible from the STM image in Fig. 2.9a, InAs QDs are slightly elongated along the [110] direction and this asymmetry breaks the degeneracy between the bright states, resulting in two orthogonal dipoles $|X^0_b\rangle = \left(1/\sqrt{2}\right) (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)$ and $|X^0_d\rangle = \left(1/\sqrt{2}\right) (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)$; similar relationships exist for the respective dark states. The energy difference between the two bright states is referred to as fine-structure splitting $\Delta E_{fs}$ and is typically of the order of 10-100 $\mu$eV [6].

Other excitonic states are possible, based on the initial conditions of the emitter when the optical excitation occurs: for example, structural defects or impurities may trap an electron or a hole inside the QD, resulting in excitons with an additional negative (Fig. 2.11d) or positive charge (Fig. 2.11e), respectively. States of this type are named trions ($|X^-\rangle$ and $|X^+\rangle$, respectively), as opposed to simpler neutral exciton $|X^0_d\rangle$, where no net charge exists. Finally, high-energy excitation schemes may result in the generation of two $e^-\cdot h^+$ pairs in the QD, which form the so-called biexciton $|XX\rangle$. Each charge configuration of the excitonic states generates different exchange and Coulomb interactions between the carriers, which result in emitted photons with different energies that appear at different wavelengths in the QD emission spectrum [29, 30].

Deterministic control over the number of charges hosted in a single QD is possible by exploiting the properties of heterostructures presented in Sec. 2.1.2. In fact, when QDs are grown in the intrinsic region of a p-i-n diode as illustrated in Fig. 2.12a, the ability to change the position of the energy bands in the structures via an applied bias voltage allows for the control over the width of the energy barriers around the emitter, thus enabling or preventing the tunnelling of electron into the QD. High quality contacts and properly engineered heterostructures allow for fine tuning of the field at the QD position, unlocking the control at the single-charge level [29–33].

The shift of the energy levels operated by the external bias has one more effect on the photons emitted from the QDs, which is to tune the wavelength for different values of $V$, as reported in the photoluminescence map in Fig. 2.12b. Such behaviour is know as the quantum-confined Stark effect [34] and it has often been used to investigate the properties of different excitonic states. In fact, the relationship between emission energy and applied electric field $F$ can be modelled as [35–37]

$$E(F) = E_0 - p \cdot F + \alpha \cdot F^2,$$

(2.13)

where $E_0$ is the emission energy for $F = 0$ V/m, $p$ is the excitonic permanent dipole parallel to the direction of the applied field and $\alpha$ is the polarizability of the investigated state and provides information on how $F$ affects the extension of the excitonic wavefunction. The overall effects of
the external electric field can be adjusted by properly engineering the band structure of the sample and tuning ranges as broad as 25 meV (corresponding to about 18 nm) were demonstrated when tunnelling barriers were employed [37]. These results show that the electrical control enabled by doped heterostructures constitutes an appealing tool for the manipulation of the spectral properties of self-assembled QDs, which is key for several application in quantum photonics.

2.2.5 Decay dynamics in QDs

Although the presence of several excitonic states paints a rather complicated picture for the possible energy states in QDs, the system can still be described in terms of two states, one excited and one ground state, where eq. (2.12) still applies. As the neutral exciton is the most relevant state for the application described in this work, this will be the main focus when describing the decay dynamics for InAs QDs.

Fig. 2.13 shows a level scheme depicting the typical transitions in a neutral exciton $|X^0\rangle$ for a QD embedded in a homogeneous medium. A more complete approach should also include the states of the second dipole $|Y^0\rangle$; however, any transition between $|X^0\rangle$ and $|Y^0\rangle$ requires the spin flip of both carriers at the same time and can be omitted compared to the other relevant decay rates of the neutral exciton. For this reason, we can assume that the two orthogonal dipoles are decoupled and therefore safely omit the second one.

After the excitation of an electron to the CB, the generated bright state $|X_b\rangle$ can decay down to the ground state $|0\rangle$ either radiatively, with rate $\gamma_{b,r}$, or by thermal relaxation of the charge to the VB with non-radiative rate $\gamma_{b,nr}$. Before the decay, spin-flip processes may occur at rate $\gamma_{bd}$ that convert the bright state into a dark state $|X_d\rangle$, which can only decay non-radiatively with rate $\gamma_{d,nr}$. The same processes may also result in the opposite situation, that is the transition $|X_d\rangle \rightarrow |X_b\rangle$ may also take place. The dynamics just described results in a double exponential decay for the population $\rho_b(t)$ of the bright exciton [38]

$$\rho_b(t) = A_f \exp(-\Gamma_f t) + A_s \exp(-\Gamma_s t),$$  \hspace{1cm} (2.14)
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Figure 2.13: Schematic representation of the level scheme for a neutral exciton. The bright state $|X_b\rangle$ can decay down to the ground state $|0\rangle$ either radiatively or non-radiatively with rates $\gamma_{b,r}$ and $\gamma_{b,nr}$, respectively. Only non-radiative recombinations are allowed for the dark state $|X_d\rangle$. Coupling between the two excitonic state are possible and occur at rates $\gamma_{bd} = \gamma_{db}$.

where the fast and slow decay rates respectively read

$$\Gamma_f = \frac{\gamma_{b,r}}{2} + \gamma_{b,nr} + \gamma_{db} + \sqrt{\frac{\gamma_{b,r}^2}{4} + \gamma_{db}^2}$$  \hspace{1cm} (2.15a)$$

$$\Gamma_s = \frac{\gamma_{b,r}}{2} + \gamma_{b,nr} + \gamma_{db} - \sqrt{\frac{\gamma_{b,r}^2}{4} + \gamma_{db}^2}$$  \hspace{1cm} (2.15b)$$

and the terms $A_f$ and $A_s$ are the relative amplitudes of the respective decay component. In order to obtain the eqs. (2.15), a few assumptions have been made [38]: (i) for weak non-resonant regimes, the initial populations of the two excited states can be set to be $\rho_b(t=0) = \rho_d(t=0) = 0.5$; (ii) at the usual operational temperatures for our experiments (i.e. $T \approx 10\,\text{K}$), the thermal energy is much larger than the energy splitting between $|X_b\rangle$ and $|X_d\rangle$, thus $\gamma_{bd} \approx \gamma_{db}$; (iii) $\gamma_{b,nr} \approx \gamma_{d,nr}$ based on experimental findings [39]. By fitting experimental decay curves acquired during lifetime measurements performed on single QDs with the model in eq. (2.14), the values of both radiative and non-radiative decay rates can be evaluated. These parameters can be used to calculate the quantum efficiency of the investigated emitter, which is an important figure-of-merit that quantifies the probability of emitting photons after excitation and it is defined as [6]

$$QE_b = \frac{\gamma_{b,r}}{\gamma_{b,r} + \gamma_{b,nr}}.$$  \hspace{1cm} (2.16)$$

As the decay rates $\gamma_{b,r}$ and $\gamma_{b,nr}$ vary from one QD to another due to differences occurring during their growth, large ranges of $QE_b$ can be found on the same sample, with $QE_b \approx 1$ being the most desirable values for photonic applications [6].

2.2.6 Decoherence in self-assembled QDs

Radiative decay rates of $\gamma_r \approx 1 - 1.3\,\text{ns}^{-1}$ have been reported for QDs embedded in a homogeneous medium [8, 30, 40], which correspond to optical linewidths of about $\Gamma_0 = \gamma_r/2\pi \approx 160 - 200\,\text{MHz}$ [41, 42]. In typical experiments, however, linewidths much broader than the lifetime-limited values are often measured due to the presence of decoherence mechanisms that affect the emission of photons. The causes of such detrimental effects are due to the solid-state
nature of self-assembled QDs and the unavoidable interactions between the emitters and the surrounding material. The three main sources of decoherence that have been identified are phonons, spin noise and charge fluctuations.

As illustrated in Fig. 2.9b, after the above-band excitation of an electron into the conduction band, the carriers undergo fast and non-radiative processes that transfer them into the QD, where they eventually recombine. These transitions occur on a picosecond time scale and are the results of interactions between the generated charges and the phonons, i.e. the acoustic vibrations of the GaAs crystalline lattice. Such energy exchange causes dephasing in the system, which both generates side-bands and broaden the zero-phonon line in the emission spectrum. Whilst the former constitute only 5-10% of the total emitted light and can therefore be removed by spectral filtering, the latter effect depends on the dimensionality of the system and is more difficult to deal with. Recent works have studied this effect and proposed possible approaches to address this issue, based on the fabrication of photonic nanostructures encapsulated inside polymeric materials [43, 44].

Spin fluctuations have been shown to affect the overall coherence of self-assembled QDs [41] and they are caused by the coupling between the photo-generated electrons and the oscillating Overhauser field, which is an effective magnetic field generated by the nuclear spins of the atoms forming the QD. The resulting spin noise usually oscillates with frequency between 1 kHz and 100 kHz and produces a broadening of the emission spectrum due to Zeeman splitting of the excitonic energy states [41]. Such an effect is detrimental for quantum applications based on the electron spins, where long coherence times are essential [45]. A number of studies, reviewed in [7, 46], have presented possible solutions to this problem, like the use of the hole spin as a viable qubit owing to its reduced interaction with the Overhauser field.

The third source of decoherence in systems based on self-assembled QDs comes from the Coulomb interaction between the emitters and mobile charge carriers present in their proximity, which are introduced by defects or surface states. This interaction induces a fluctuating shift in the optical transition energy of the two-level system and hence causes a broadening in the optical linewidth of the QD. Typical frequencies for this charge noise have been reported between 1 Hz and 1 kHz [41]. The common approach to counteract this effect is the use of p-i-n diodes, where the static electric field across the QDs can stabilise the charges. Narrow optical linewidths [33, 42] and high levels of indistinguishability [32, 47] have proven the efficacy of this method.

### 2.3 Photonic nanostructures

The radiative decay rate for a two-level system has been presented in the previous section and eq. (2.12) demonstrates that its final value is strongly dependent on the LDOS, which means that an emitter will have a shorter or longer lifetime based on the number of states it is allowed to decay into. Any modification of the material around the QDs affects the LDOS and thus enables the enhancement or the suppression of the QD decay rate and, more generally, provides the ability to tailor the strength of the local light-matter interaction. Several different types of photonic nanostructures have been proposed to this end [6]; in this work we will mainly focus on photonic crystals waveguides and nanobeam waveguides.

#### 2.3.1 Photonic crystal waveguides

Photonic crystals (PhCs) can be defined as inhomogeneous dielectric materials where the refractive index varies periodically in space with a length scale comparable to the optical wavelength [48]. Similarly to their electronic counterparts, the propagation of photons in this type of structure is
controlled by the Bragg scattering, which forbids the propagation of some optical modes. Therefore, photonic bandgaps exist in the band structure, which is now calculated as the dependence of the angular frequency on the Bloch vector $k$ of the lattice, i.e. $\omega = \omega(k)$.

In general, PhCs can be obtained by alternating materials with different dielectric constants and full photonic bandgaps are formed when such repetition occurs in all three dimensions, thus blocking the propagation of light in all directions. However, fabricating this type of structures is quite demanding and other simpler solutions have been developed instead. One of these is the so-called photonic crystal membranes, which are 2D PhCs fabricated on thin slabs of a dielectric sandwiched in between two layers of a second material with lower refractive index. In this way, while the propagation along the plane is suppressed by the presence of the photonic bandgap, the out-of-plane emission is controlled by the total internal reflection at the interface, thus creating a quasi 3D-confinement of light [48]. In the specific case of the samples presented in this work, PhCs are formed by a GaAs membrane with thickness of 160-180 nm where a regular lattice of air-holes have been fabricated. An example of such a structure is shown in Fig. 2.14a, which reports a scanning electron microscope (SEM) image of a PhC with a triangular lattice of holes with radius $r = 73$ nm and lattice constant $a = 240$ nm. The total internal reflection is achieved by removing the layer of material underneath the GaAs layer, thus completely suspending the membrane in air as demonstrated in Fig. 2.14b. An example of band structure for PhCs of this type is shown in Fig. 2.14c, where the photonic bandgap is shown in green. For a fixed value of thickness, varying the parameters $a$ and $r$ causes a shift of the central position of the bandgap. The grey area illustrates all the modes that are not bound to the membrane and escape from it, and is often referred to as light cone. The existence of a range of forbidden frequencies in PhC membranes translates into a reduction of the LDOS for QDs embedded in the middle of these nanostructures and emitting photons at the corresponding wavelengths. This phenomenon has been demonstrated experimentally in [38], where the spontaneous emission of several InAs QDs

Figure 2.14: Photonic crystal membranes. (a) Top-view SEM image of photonic crystal constituted by triangular lattice, with period $a$, of air holes with diameter $2r$ etched into a GaAs membrane. (b) Side-view SEM image of a PhC membrane. The removal of the layer of material underneath the membrane enables the confinement along the out-of-plane direction due to total internal reflection. (c) Band structure of a PhC membrane with triangular lattice. The solid black lines represent the eigenfrequencies of the system. An range of frequencies are not allowed and forms the photonic bandgap shown in green. The dark grey area correspond to the modes that are not bound to the GaAs slab and escape from it. The inset report the hexagonal Brillouin zone of the PhC lattice, where the relevant wavevectors are indicated.
Figure 2.15: Photonic crystal waveguides. (a) Top-view SEM image of a PhCW obtained by the removal of one row of holes from a PhC with triangular lattice. (b) Band structure of the PhCW shown in (a). The dark grey area represents the light cone, whereas the light grey regions correspond to the range of frequencies propagating through the GaAs slab. Three modes appear in the photonic bandgap (solid lines), with the fundamental one marked in red.

have been suppressed by factors up to 70.

In analogy with the electronic crystals, defects can be introduced into PhCs in order to modify their properties. For example, removing a row of holes from the PhC in Fig. 2.14a produces a line defect denominated photonic crystal waveguide (PhCW). Fig. 2.15a shows a SEM image of such nanostructure, while Fig. 2.15b presents an example of its typical band structure, where the normalised angular frequency $\omega$ is plotted as a function of the wavevector parallel to the propagation direction $k_x$. Three new curves appear in the photonic bandgap, which indicate modes that are allowed to propagate only along the line defect. Hereafter we will referred to the lowest energetic one as "fundamental mode" (shown in red in Fig. 2.15b). The values of the corresponding frequencies can be calculated by the dispersion relation and are functions of the parameters $a$ and $r$ of the PhC. In fact, the fundamental mode shifts to lower frequencies when the hole radius becomes smaller or the lattice constant $a$ gets larger. This relationship is demonstrated in Fig. 2.15c, where the wavelength calculated at the edge of the Brillouin zone is plotted as a function of $r$ for PhCWs with different values of $a$. As shown by these results, a reduction of only 1 nm in $r$ causes an increase of about 4 nm in the cut-off wavelength.

The dispersion relation can also be used to extract another important parameter, i.e. the group
Figure 2.16: Spatial and wavelength dependent properties of a propagating mode in a PhCW ($a = 245\,\text{nm}$ and $r = 78\,\text{nm}$). The calculated values of the group index $n_g$ rapidly increases for decreasing detuning $\Delta \lambda$. The normalised amplitudes of the in-plane electric field distribution in the unit cell and for three different detunings from the band edge are also reported and show that only minor changes appear for $\Delta \lambda \rightarrow 0$. All the values were obtained from finite-elements simulations.

index $n_g$

$$n_g(\omega) = \frac{c}{v_g} = \frac{c}{\frac{\partial \omega}{\partial k_x}}, \quad (2.17)$$

where $c$ is the speed of light in vacuum and $v_g$ is the group velocity of the guided mode. The group index is inversely proportional to the slope of the dispersion relation and therefore diverges for values of $k_x$ approaching the edge of the Brillouin zone, as shown in Fig. 2.16 where the calculated values of $n_g$ are plotted as a function of the detuning $\Delta \lambda$ from the cut-off of the fundamental mode. Since at the same time $v_g \rightarrow 0$, the increase of the group index is colloquially defined "light slowdown" and it manifests as a stronger confinement of the propagating mode, as illustrated by the normalised amplitudes of the in-plane electric field distributions for three different values of $n_g$ presented in Fig. 2.16. It is worth noting that the main features of the propagating mode do not vary considerably for different detunings $\Delta \lambda$, which is expected since they are defined mainly by the parameters $a$ and $r$ of the PhCW.

The introduction of new modes in the photonic bandgap largely enhances the LDOS and hence the radiative decay rate of embedded QDs on resonance with those frequencies. The parameter that quantifies such effects is the Purcell factor $F_p$, which is defined as the ratio between the radiative decay rate in the PhCW $\gamma_{\text{PhCW}}$ and the value obtained in a homogeneous medium $\gamma_{\text{Hom}}$ [6]. In a PhCW it can be written in the form [49]

$$F_p(\omega, \mathbf{r}) = \frac{\gamma_{\text{PhCW}}}{\gamma_{\text{Hom}}} = \frac{3\pi n_g^2}{\omega^2 \sqrt{\varepsilon(r)}} n_g(\omega) |\hat{e}(\omega, \mathbf{r}) \cdot \hat{e}_d|^2, \quad (2.18)$$
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Figure 2.17: Spatial dependence of the Purcell factor $F_p$ in the unit cell of a PhCW, calculated for $n_g = 20$, for dipoles oriented (a) along and (b) transversal to the propagation direction. The white circles represent the air holes. High values of $F_p$ can be found only in relative small regions of the device. Adapted from [50].

with $\varepsilon(r)$ the spatially periodic permittivity of the semiconductor, where any dependence on the frequency can be neglected due to the small range of interest for the quantum photonics applications we are considering here [6]. The term $\hat{e}(\omega, r)$ is the unity vector of the propagating electric field, with frequency $\omega$ and at the position $r$. All the other parameters have been already defined. Eq.(2.18) demonstrates that, for a given photonic crystal waveguide, $F_p$ is a function not only of the confinement strength quantified by the frequency dependent $n_g(\omega)$, but it is also affected by the position of the emitter dipole and its orientation with respect to the electric field components. Such relationship thus results in values that drastically vary over different positions of the PhCW unit cell, following the spatial distributions of the in-plane electric field shown in Fig. 2.16. The values of $F_p(\omega, r)$ can be simulated via a finite-element method [50] and an example of the results obtained for $n_g = 20$, for both dipole orientations, are reported in Fig 2.17. Here, it is visible that only relative small areas of the unit cell show $F_p \gg 1$: for example, with a lattice constant of $a = 250\text{nm}$, which is a typical value for the samples investigated in this work, the dipole transversely oriented with respect to the propagation direction (that is, y-oriented) can experienced an enhancement of $F_{py}^\ast \geq 3$ only in regions with a radius of about 50 nm.

The enhancement of the decay rate into the waveguide mode, obtained from the engineered environment that a PhCW provides, has the important effect of improving the coupling efficiency of the light into the nanostructures. The figure-of-merit in this case is the so-called $\beta$-factor, which is defined as ratio between $\gamma_{wg,x}$ and the total decay rate of the emitter into all the available modes $\gamma_{tot}$ [50]

$$\beta = \frac{\gamma_{wg,x}}{\gamma_{tot}} = \frac{\gamma_{wg,x}}{\gamma_{wg,x} + \gamma_{nr} + \gamma_{wg,nt}},$$

(2.19)

where $\gamma_{nr}$ and $\gamma_{wg,nt}$ are the rates of, respectively, the decay into non-guided modes and of the non-radiative recombinations that may occur in a QD (see previous section). Large values of $\beta$ can therefore be achieved by enhancing the decay of the emitter into the waveguide mode of interest. Following this approach, $\beta \geq 98.4\%$ have been achieved experimentally [8].
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2.3.2 Nanobeam waveguides

Another nanostructure with functionalities that are useful for quantum photonic technologies is the so-called nanobeam waveguide (NBW), which is illustrated in Fig. 2.18a. A NBW consists of a suspended strip of GaAs, with widths that could vary based on the specific applications. The number of modes supported by these nanostructures depends on the size of the cross-section, as in these devices the light is confined only by the total internal reflection that occurs at the four interfaces. For example, only one mode is supported inside NBWs that are 300 nm wide and with a thickness of 180 nm (cf. Fig. 2.18b), whereas up to three modes can be confined in NBWs with width of 600 nm, as demonstrated in Fig. 2.18c.

The lack of a photonic bandgap in these structures reduces the maximum confinement achievable. Nonetheless, modest values of $\beta$ and $F_p$ can still be obtained in fairly large NBWs, as illustrated in Fig. 2.19a and Fig. 2.19b, respectively. Here, the coupling efficiencies and Purcell factor for the simulated modes shown in Fig. 2.18c are plotted as a function of the distance $d$ between emitter and central axis of the nanostructure. The multi-mode nature of the 600 nm-wide NBW clearly limits the maximum $\beta$ of the fundamental mode. Narrower waveguides are therefore more suitable for quantum photonic applications, as they support only one mode and higher coupling efficiencies are therefore possible. Fig. 2.19c reports the calculated values of $\beta$ for the mode shown in Fig. 2.18b and demonstrates that coupling efficiencies as high as 95% can be achieved. However, the values of $\beta$ vary with the position of the emitter and quickly drops to below $\approx 80\%$ for $d > 50\text{nm}$, which reveals that QDs located in the central region of a NBW are better coupled to the propagating mode.

The ease of fabricating such nanostructures makes this type of waveguide the optimal choice to optically connect different devices, as shown in the SEM image in Fig. 2.19d. Here, a NBW
Figure 2.19: Applications of NBWs. (a) Position dependent $\beta$-factor for the guided mode of a 600 nm-wide NBW. The sum of the $\beta$-factors for each mode is also shown. (b) Total Purcell factor $F_p$ as a function of the QD position in the NBW of (a). The complex lineshape is related to the multi-mode nature of the waveguide. (c) Same as in (a), but for a waveguide with width of 300 nm. Inset: all the presented values are obtained by moving the emitter location from the central axis ($d = 0$ nm) towards the edge of the NBW. The scale bar is 400 nm. All the values in (a), (b) and (c) are calculated for a dipole transversely oriented with respect to the propagation direction. (a) and (b) Adapted from the supporting material of [33], (c) adapted from [51]. (d) Tilted-view SEM image of a NBW used to optically connect a PhCW to a circular grating, which functions as out-coupler for the light propagating from the waveguide. (e) Tilted-view SEM image of a suspended beam-splitter to couple light both into both a PhCW and a second NBW.

is used to couple the light propagating in a PhCW to a circular grating, which will send the photons vertically out of plane into a microscope objective for detection. More complex designs are also possible, as demonstrated in Fig. 2.19e, where a suspended NBW forms a beam-splitter that couples light into both a PhCW and a second NBW, thus connecting components with different functionalities and forming more intricate quantum photonics circuits.
Chapter 3

Nanofabrication techniques for photonic devices in GaAs

The electronic and optical properties of self-assembled InAs QDs embedded in GaAs presented in the previous chapter make them a promising choice for quantum optics experiments on a solid-state platform. The direct bandgap of the semiconductors and the 3D energy confinement achieved in this system enable the production of single photons via spontaneous emission. The possibility to control such process by applying electric fields across the samples or by the engineering of the photonic environment around the emitters has been an important aspect for the proliferation of this quantum photonic system. Another important factor is the access to the large existing library of fabrication procedures available for nanotechnologies based on III-V semiconductors. In this chapter we will present three of the main techniques, namely lithography, etching and metal deposition, which constitute the backbone of all the fabrication procedures developed during this project.

3.1 Lithography

Lithography is the fabrication process where a geometrical pattern is transferred to a polymeric layer called resist. A schematic illustration of the process flow is depicted in Fig. 3.1, where a p-i-n GaAs diode with embedded QDs is used as an example. After coating the sample (panel I), its surface is exposed by a beam of either photons or electrons, which interact with the polymeric chains of the resist and transfer part of their energy during multiple scattering events (panel II). The nature of the beam used for a lithographic process defines the two big categories of lithography: if light is used, then the technique is denominated photolithography; on the other hand, electro-beam (or e-beam) lithography employs electrons to transfer energy to the polymeric chains.

The chemical reactions initiate during the exposure may be of two opposite kinds, based on the chemical nature of the polymer. In one case, the chemical bonds between the molecules break, making the exposed areas more soluble to solutions called developers. On the other hand, if the deposited energy generates new bonds between the chains, the exposed regions will become insoluble in developers. The first type of resist is denominated positive-tone, while the second type is called negative-tone, as the inverted image of the chosen design will remain after the development. Such a difference is illustrated in panels IIIa and IIIb of Fig. 3.1, respectively, along with a top-view optical microscope image of a lithographic mask prepared on a positive resist.

Among other features, the opposite chemical response to the beam results in a fundamental difference between the profile of the resulting sidewalls on the resist. Positive resists generally
Figure 3.1: Schematic representation of the photolithography process flow. After preparing the sample by spin coating a layer of resist (panel I), the sample is irradiated by UV light. A solid mask blocks some parts of the beam of light, which exposes only the areas that composed the desired design (panel II). During the development, the transferred pattern is revealed by the dissolution of either the exposed areas, in the case of positive resist (panel IIIa), or the shadowed ones, in the case of negative resists (panel IIIb). An exemplary microscope image of a successful exposure of a mesa structure on a positive resist is shown in the inset.

present exposed areas with steeper edges (i.e. high contrast) and higher resolutions are hence achievable, making them an optimal choice for the fabrication of, for example, fine optical structures. Conversely, negative-tone resists normally show a re-entrant profile and are therefore employed mainly for the exposure of large areas like, e.g., contacts pads or mesa-like structures similar to the one shown in Fig. 3.1.

While the main features of the techniques are common to both photolithography and e-beam lithography, specific properties may make one type of lithography more favourable than the other for some applications. We will briefly discuss this in the following, with special focus to the processes used during the work for this project.

Photolithography

Two main approaches exist in photolithography for patterning a layer of photoresist: one can either shine light through a metallic mask that casts a shadow on the resist-coated sample underneath to define the exposed area (as illustrated in panel II of Fig. 3.1); or write the patterns directly on the polymer by means of a focused laser. In the first method, a lamp is used as light source and a shutter placed in front of it controls the amount of energy deposited on the sample. This approach is often used for large masks. In the second approach, more precise control can be achieved by controlling how long the laser stays on each individual spot and by adjusting its output intensity and focus. While the processing time may be longer than in the previous case, a more complex set of patterns can be produced.
Irrespective of the light source, a common limitation affects both approaches: the employed wavelength sets the smallest feature that can be patterned via photolithography due to the diffraction limit. For this reason, common microfabrication techniques use UV light ($\lambda \approx 350 - 440$ nm [12, chap. 4]) in order to achieve features of at least 1 µm in size. In the specific case of the samples prepared during this PhD project, for example, UV lithography has been used to pattern large structures, with dimensions ranging from few hundreds of µm to a few millimetres, like the one shown in Fig. 3.1.

Electron-beam lithography

When the size of the fabricated structures decreases below a few hundreds of nanometers, UV lithography cannot be used anymore and e-beam lithography is employed instead. Nanometer-sized features can be easily patterned with this technique due to the nature of the particles constituting the beam: when electrons are accelerated by voltages of just a few tens of kV – a value that is easily achievable by modern common electro-lithographic systems – their de Broglie wavelength $\lambda_e = h / \sqrt{2m_e eV} < 1$ nm [52]. However, the finite size of the beam and aberrations present in the system still limit the final resolution of this technique. Spot diameters of a few nm are readily achievable in state-of-the-art machines, thanks to the high level of control they provide; the e-beam lithography system used during this project is a Elionix ELS-F125, which can produce a beam diameter as small as 1.8 nm $^a$.

The amount of electrons deposited by the beam per unit of area is another important factor that affects the quality of the exposed patterns. Such a parameter is referred to as dose and quantifies the energy transferred to the polymeric chains. Every electrosensitive resist has a specific threshold dose $D_0$ that fully dissolves it during the development process. Generally, polymers that have high contrast and sensitivity to the electron beam are preferred in order to obtain lithographic masks patterned with a higher resolution and vertical sidewalls. The resist of choice for all the samples fabricated during this project is ZEP520A, which is widely used and known not only because it fulfils the aforementioned requirements [53–55], but also for its stability and resistance against dry-etching processes, an utterly important feature for the success of our fabrication processes (as it will be discussed in Sec. 3.2).

Typical chips for nanophotonics applications include several devices with features of a few hundreds of nm in size that are often close to patterns with areas ranging from 10 to 50 µm$^2$. In these situations, higher control over the spatial distribution of the deposited energy is necessary. In fact, the effective lateral extension of the scattering events during the lithographic process is much larger than the actual size of the electron beam. Fig. 3.2a shows a Monte Carlo simulation of the trajectories of primary (blue lines) and backscattered electrons (red lines) when a beam accelerated by a voltage of 100 kV passes through 550 nm of ZEP520A coating on a GaAs substrate. Despite an initial beam diameter of a few nm, the final interaction volume covers a region of about 10 µm in diameter. Regions of the lithographic mask with high density of exposed patterns hence get an effective dose larger than expected, thus lowering the final resolution and compromising the successful production of complex chips. Such a phenomenon is well-know in the nanofabrication community and is referred to as the proximity effect.

Advanced lithographic techniques can adjust the value of the electron-beam dwelling time at each position of the pattern in such a way that a spatially uniform dose is eventually deposited during the exposure. This procedure is denominated proximity effect correction (PEC) and it is based on the analysis of the energy point spread function (PSF) for the electrons of the beam.

$^a$http://www.sts-elionix.com/node/25
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Figure 3.2: Proximity effect correction. (a) Monte Carlo simulation of the trajectories of primary (blue lines) and backscattered electrons (red lines). The simulated sample is formed by a 550-nm thick layer of ZEP520A (green area) coated on a substrate of GaAs (grey area). The acceleration voltage for electrons in the beam is set to 100 kV. (b) Normalised values of the point spread function obtained from Monte Carlo simulations (blue dots). The corresponding fitting function is also plotted (red line). The chosen functional shape is a sum of two Gaussians and the fitting parameters are shown. (c) Result of PEC on a square with edge length of 100 µm. The different colours indicate different level of deposited dose $D$, normalised to the value $D_0$ need to completely clear the center of the square. Due to the proximity effect, the lowest doses are used in the central areas of the geometry due to the large number of contributions from the neighbouring regions.

Several models have been proposed to replicate the non-trivial functional form of the PSF [56–59], but the most commonly used is to approximate the distribution as a sum of two Gaussian functions

$$\text{PSF}(r) \approx \frac{1}{\pi (\eta_{\text{PEC}} + 1)} \left[ \frac{1}{\alpha_{\text{PEC}}^2} \exp \left( -\frac{r^2}{\alpha_{\text{PEC}}^2} \right) + \frac{\eta_{\text{PEC}}}{\beta_{\text{PEC}}^2} \exp \left( -\frac{r^2}{\beta_{\text{PEC}}^2} \right) \right]. \quad (3.1)$$

The first (second) term in eq. (3.1) describes the contribution of the forward (back) scattering to the total energy, with $\alpha_{\text{PEC}}$ ($\beta_{\text{PEC}}$) defining the radius of the corresponding interaction area. The coefficient $\eta_{\text{PEC}}$ is the ratio between the two components and similarly to $\alpha_{\text{PEC}}$ and $\beta_{\text{PEC}}$, can be estimated either by calibration or by fitting the values obtained by Monte Carlo simulations of the spatial dependence of energy deposited after each scattering event. Fig. 3.2b presents an example of the latter approach, where the normalised PSF for the system illustrated in Fig. 3.2a is shown for an acceleration voltage of the e-beam of 125 kV (corresponding to the voltage provided by the system used during this PhD project). The evaluated fitting parameters demonstrate that the backscattered electrons are the main contribution to the overall deposited energy and, more importantly, have effects covering an area as large as $2\beta_{\text{PEC}} \approx 32 \mu m$.

Commercially available software packages exist that provide tools for simulating and fitting
PSF’s for different combinations of resist and substrates; during this project, we use the one developed by Beamfox Technologies ApS, which outputs the values presented in Fig. 3.2b. This software performs a 2D convolution of the fitted PSF with the geometries in the mask to obtain the distribution of the energy deposited on the resist during the exposure. Based on this information, all the dose contributions for each polygon of the patterns are calculated and the dwelling time is adjusted accordingly. An example of the PEC performed on a square with edge length of 100 µm is reported in Fig. 3.2c. The coloured map indicates the different estimated doses $D$ normalised to the value $D_0$ necessary to completely clear the center of the geometry. As expected, the ratio $D/D_0$ decreases when moving from the edges to the central region of the square, where the total energy absorbed by the resist is the sum of all the contributions from the adjacent areas.

3.2 Etching

The etching process enables the transfer of the exposed patterns from the resist mask to the underneath material. This is achieved by dissolving the areas of the sample’s surface that are not covered by the undeveloped polymer. A schematic representation of the process flow is depicted in Fig. 3.3 and Fig. 3.5. Based on the phase of the chosen reactants, two main classes of etching can be defined: the process is denominated "dry" when the used etchants are gaseous (panel II in Fig. 3.3), whereas the term "wet etching" indicates a process performed in liquid solutions. In the following pages, both types will be described and both advantages and limitations of each technique will be overviewed. The discussion will focus mainly on processes and chemicals used in the fabrication of GaAs-based devices, but it can be easily expanded to other types of systems (e.g. other III-V semiconductors or Si) as the main considerations will still hold.

Dry etching

Dry etching techniques exploit both chemical and physical processes to remove material from the sample [12, chap. 5]. The chemical reactions control the selectivity of the etching process, as different material compositions react differently in the presence of the same reactant. This allows for the dissolution of the exposed areas while keeping the resist layer unaltered. Such a process, however, is quite isotropic and then non-optimal when small features (for example, the holes of a photonic crystal) need to be fabricated. The physical part of the dry etching compensates for this lack of directionality, as the particles forming the gaseous solutions are accelerated towards the sample surface and the resulting sputtering process produces vertical and sharp features. The high energy of this process, necessary to facilitate the etching of even very small patterns, causes a lot

https://www.beamfox.dk
of damage to the surface of the chip; this is especially problematic when a resist mask is used, as it can quickly get removed, thus exposing areas of the sample that were supposed to be protected. A good balance between selectivity and anisotropy is then essential and it can be achieved by using durable lithographic masks (like inert dielectric materials or, as already mentioned, highly resistant polymeric resists like ZEP520A) and by calibrating the parameters of the machines used to perform the etching.

Several dry etching techniques exist [12, chap. 5], but here we will focus on two of them that were used for the works reported in this thesis: reactive ion etching and inductively coupled plasma etching, both performed in the same system (Plasmalab System 100, Oxford Instruments, with ICP 65 source), sketched in Fig. 3.4. In common dry etching processes, highly reactive particles are generated by a plasma. Different methods exist to produce and control the plasma, which define the technique that is used [12, chap. 5]. Reactive ion etching (RIE) is a well-established technique, where the radio frequency (RF) plasma is formed by applying an alternating current between a table electrode, where the sample is positioned, and the metal walls of the reaction chamber (Fig. 3.4). The same RF source is also used to generate the bias potential (DC bias) that accelerates the energetic particles towards the sample surface. In order to limit the damage caused by the physical sputtering during the etching process, low RF powers are usually used. Etch rates and achievable anisotropy are therefore limited, but high levels of selectivity can be reached due to the reduced erosion of the resist mask.

The system used during this PhD project also hosts a second RF power source (cf. Fig. 3.4), which is inductively coupled to the first RF circuit. When operated, it allows for independent control of the plasma energy and the accelerating DC bias. Higher etching rates and improved anisotropy are thus achievable, to the expense of a reduced selectivity. This new configuration is referred to as inductively coupled plasma (ICP).
Figure 3.5: (a) Schematic representation of the selective wet etching. The material-dependent reactivity of chemical reactions allows for the dissolution of only specific layers of the heterostructure, while leaving others unaltered. (b) Tilted-view SEM image of a cleaved suspended nanobeam waveguide obtained by etching the sample in a dilute HF solution, which selectively dissolved Al_{0.75}Ga_{0.25}As while leaving the GaAs layers unaffected. (c) Close-up false-colour SEM image of the undercut resulting from the selective dissolution.

Regardless of the employed configuration, the chemical reactions of the process can be controlled by the composition of the gaseous mixture introduced in the chamber, which is set by controlling the flow of each component by means of a mass-flow controller. For the GaAs/AlGaAs system both alkane-based and halogen-based mixture have been reported as etchants [60, 61]. During this PhD project different combinations of boron trichloride (BCl$_3$), chlorine (Cl$_2$) and argon (Ar) have been used for the fabrication of nanostructures. The chlorinated compounds act as main etchants, with BCl$_3$ also having a passivating function on the etched sidewalls. Ar is instead added to dilute the mixture and thus control the selectivity of the etching [60]. Varying the relative concentrations of these gases enables the tuning of the process selectivity, while the total pressure inside the chamber affects the nature of the dry etching, which results more (less) chemical for higher (lower) values of that parameter.

**Wet etching**

When devices are to be fabricated in heterostructures, some steps may involve the selective removal of one layer while keeping all the others unaffected, as schematically depicted in Fig. 3.5a. Although some selectivity can be achieved in dry-etching processes, the results are nevertheless limited by the high energy of the plasma. In these situations, wet etching is chosen instead due to its chemistry-based nature. The high reactivity between the layer that has to be removed and specific reagents is advantageous to achieve processes with high selectivity, which enable the fabrication of structures similar to the one presented in Fig. 3.5b. Here, a tilted-view SEM image shows a sample formed by a GaAs membrane grown on top of a layer of Al$_{0.75}$Ga$_{0.25}$As and selectively etched in a dilute solution of hydrofluoric acid (HF). This type of etchant can easily dissolve AlGaAs with Al content above 70% without damaging GaAs, as shown in Fig. 3.5c. This process is commonly used in the production of devices based on the GaAs/AlAs system, when suspended nanostructures like the one in Fig. 3.5b are necessary [60, 62] or to perform a complete epitaxial lift-off of the GaAs layer from the substrate [63–65]. Conversely, wet etching is not the optimal choice for the fabrication of devices with small features and vertical sidewalls (like
photonic crystals), as the strong correlation between chemical reactions and material composition makes the wet etching isotropic and hence hinders the control of the nanostructures profile.

After decades of development, a large selection of etchant solutions exists for the fabrication of GaAs-based technologies, as reviewed in [12, 66]. Despite the variety of compounds and parameters that define each specific chemical reaction, all the different wet etching processes can be analysed from a common electrochemical point of view. In fact, the dissolution of GaAs can generally be described in terms of redox reactions, where an oxidising agent Ox$_2$ exchanges electrons with the semiconductor material, which hence acts as a reductant Red$_1$. The general form of the resulting reaction reads

$$a\text{Red}_1 + b\text{Ox}_2 \rightarrow c\text{Ox}_1 + d\text{Red}_2,$$  

where the subscripts of both reagents and products identify different chemical species and the factors $a$, $b$, $c$, and $d$ are the stoichiometric coefficients. Reaction (3.2) can be further decomposed as the sum of two semi-reactions

$$a\text{Red}_1 - ne^- \rightarrow c\text{Ox}_1$$  

and

$$b\text{Ox}_2 + ne^- \rightarrow d\text{Red}_2,$$  

which explicitly state the number $n$ of electrons $e^-$ exchanged between the reagents. Reaction (3.3a) describes the oxidation of the chemical species 1, while reaction (3.3b) shows the concurrent reduction of species 2. The etching of GaAs will occur only if the redox processes are energetically favourable and will proceed with a rate that depends on the concentration of the reagents and the temperature of the reactions.

In Chap. 2 we have discussed how energy levels and interfaces affect the density of carriers in semiconductors and how accumulation or depletion regions may appear at their surfaces. Such effects need to be taken into consideration when the mechanisms of wet etching are studied, since they may modify the effective concentrations of reactants and therefore affect the exchange of electrons between reductants and oxidants. Extensive work on this topic has been done by Gerischer and Mindt [67, 68] and detailed explanations can be found in literature [21]. Here we will present an overview of the processes that are relevant for the etching of the samples prepared during this PhD project.

For this analysis, the interface of interest is the one formed by (i) the surface of GaAs and (ii) the portion of etchant solution in contact with it. The properties of (i) have been already described in Chap. 2, where we presented their dependence on doping type and density of surface states. The features of (ii) are instead affected by the nature and the concentration of the chemicals dissolved in solution. Although different phases are involved, many similarities may be drawn between the two parts of the system: for example, the components of a redox couple are also characterised by energy states, which are populated based on their position with respect to the Fermi level of the solution $E_{f,\text{liq}}$. Since the concept of a Fermi level for a liquid might seem a little odd, this parameter can be related to the more familiar standard potential of the related semi-reaction $E_{\text{Ox/Red}}^o$. This parameter quantifies the electromotive force involved in the chemical process and measured at pressure $p = 1$ bar with respect to the standard hydrogen electrode [69]. The relationship between $E_{f,\text{liq}}$ and $E_{\text{Ox/Red}}^o$ reads [68]

$$E_{f,\text{liq}} = E_{\text{SHE}}^o - eE_{\text{Ox/Red}}^o = -4.5\text{eV} - eE_{\text{Ox/Red}}^o,$$  

where $E_{\text{SHE}}^o = -4.5\text{eV}$ is the absolute electrode potential of the standard hydrogen electrode. The parameter $E_{f,\text{liq}}$ can then be seen as the energy necessary for transferring one electron from the reductant to the oxidant.
Figure 3.6: (a) Energy band diagram of a generic redox couple. Both the absolute scale (left axis) and the standard potential scale (right axis) are shown. (b) Schematic representation of the possible charge transfer mechanisms when a semiconductor is in contact with an electrolytic solution. The numbers of each arrow correspond to the case described in the main text, while the colour scheme helps to identify the source of the exchanged carriers: electrons transferred from CB are green, holes from VB are red, electrons supplied by the reductant are blue and holes moving from the oxidant to the semiconductor are coloured in orange.

The interaction between the molecules of the redox couple and the solvent generates a distribution of energy states for the oxidised ($D_{ox}$) and the reduced species ($D_{red}$) \[21\]. A schematic illustration of such distributions for a generic redox couple is presented in Fig. 3.6a. Here, in analogy with the solids, we note the formation of bands for oxidant and reductant, which are distributed around $E_{f,liq}$ and have their maxima separated by the amount $2 \lambda_{sol}$. This parameter corresponds to the reorientation energy necessary to modify the solvation shell of ions surrounding the molecules of each component of the redox couple when an electron is transferred from $Red$ to $Ox$. The values of $\lambda_{sol}$ depend on the nature of the solvent and have been shown to vary over a broad range, between 0.3 and 1.6 eV [21].

When the two parts of the system are brought into contact during the wet etching process, the energy difference between the solid and liquid Fermi levels initiates a transfer of carriers across the interface. As charges can freely move only between levels at the same energy, four possible mechanisms may occur at the interface based on the overlap between the solid and etchant bands. These processes are illustrated in Fig. 3.6b, where only one carrier is considered for simplicity:

1. electrons are transferred from the conduction band (CB) of the semiconductor to the oxidised reagent:
   \[
   Ox^+ + e^- \rightarrow Red; 
   \]

2. holes move from the oxidant to the valence band (VB):
   \[
   Ox^+ - h^+ \rightarrow Red; 
   \]
3. electrons move from the reductant to the conduction band:

\[ \text{Red} - e^- \rightarrow \text{Ox}^+ \; ; \]

4. holes are transferred from the valence band to the reduced component:

\[ \text{Red} + h^+ \rightarrow \text{Ox}^+ \; . \]

The first two processes describe the reduction of the oxidised component of the electrolytic solution, while the remaining two show the oxidation of the reductant. Unsurprisingly, cases 1 and 3 correspond to the same semi-reactions obtained by the more general approach previously discussed (cf. reactions (3.3a) and (3.3b)). In addition to those, though, two new processes are now introduced due to the presence of holes, which are a type of carriers relevant only for semiconductors. When the Fermi levels of both sides of the junction align, the system reaches the equilibrium state and the transfer of charges stops.

The charge transfer rates can be described in terms of current densities, with cases 1 and 2 generating the cathodic currents \( i_{CB}^c \) and \( i_{VB}^c \), respectively, and oxidations producing anodic currents instead (\( i_{CB}^a \) and \( i_{VB}^a \) in case 3 and 4, respectively). These rates are found to be functions of the concentration of the employed reagents, along with the overlap between the distribution of energy levels in the solution and the available states in the bands of the semiconductor. Specifically, \( i_{CB}^c \) and \( i_{VB}^c \) are dependent on the carrier densities at the surface of the solid, a variable that is a function of the applied voltage (see Chap. 2), while \( i_{VB}^a \) and \( i_{CB}^a \) are bias independent and are determined mainly by the overlap between the bands of the two phases, i.e. valence band vs. \( D_{\text{ox}} \) and conduction band vs. \( D_{\text{red}} \), respectively. The intensity of each of these currents determines which of the four processes is the dominant one and provide information about the selectivity and the rate of a specific wet etching process. Importantly, the explicit dependence of these rates on the carrier and bands positions at the surface explain the differences between different doping types that have been found for several etchants [12, 66], but that was not explicitly visible from the reaction (3.2).

The changes in carrier densities caused by the exchange between phases redistribute the charges at the interface of both semiconductor and liquid. In the solid, this results in a modification of the space-charge layer as introduced in Chap. 2. A similar effect happens in electrolytic solutions, where a compact layer of ions (i.e. the Helmholtz layer [68]) is formed, followed by a diffuse layer of particles with opposite sign. Since the concentration of ions in the solution is generally higher than the carrier density in the semiconductor, one can assume to a first approximation that the charge transfer will mainly affect the energy levels in the solid, while the total charge of the Helmholtz layer will remain approximately constant if the concentrations in the solutions are not altered. Therefore, similarly to what happens in the case of metal-semiconductors junctions (cf. Chap. 2), the conduction and valence bands edges of the semiconductor are pinned at the solid-liquid interface.

Depending on the relative alignment between the bands in the semiconductor and in the etchant solution, the wet etching of GaAs may occur by two main mechanisms: (i) anodic or (ii) electroless dissolution. Fig. 3.7 schematically illustrates both of them. As described by Gerischer and Mindt [67], the requirement for the anodic dissolution is the presence of holes in the valence band of the semiconductor, which positively charge the surface. The negative ions in the electrolytic solution are attracted to the atoms of the solid and create new bonds with them by breaking the superficial molecules. In the case of GaAs, for example, 3, 6 or 8 holes per molecule are necessary to break all the bonds at the surface, depending on the reaction parameters [70–72]. As shown in Fig. 3.7a, owing to the reduced overlap between VB and Ox, \( h^+ \) are not provided by the solution but their concentration is rather a function of the properties of the space-charge layer at
Figure 3.7: Dissolution processes in p-GaAs. (a) Anodic dissolution: the accumulation of holes at the surface forms a positive space-charge layer that attracts the negative ions in solution. The resulting chemical bonds break the superficial molecules. (b) Electroless dissolution: the large overlap between the oxidant band Ox and the valence band VB allows for the transfer of holes into the surface of p-GaAs, initiating the dissolution of the material.

When a strong oxidiser is present in the solution, the process to provide $h^+$ to the valence band changes: as depicted in Fig. 3.7b, the positive $E_{Ox/Red}^0$ of this type of chemical species results in an increase of the overlap between VB and $D_{ox}$. The dominant charge transfer mechanism is now described by case 2 and the current density $i_{f,liq}$, which is independent of the applied voltage. After that, in a similar way as discussed above, the accumulated holes at the surface attract negative ions in the solution and bond with them, thus finalising the dissolution of the solid. If the oxidiser is strong enough, the transfer of holes to the valence band is always possible, independently on the doping of the material or on the illumination (even though photo-generation of carriers may increase the etching rate). An example of this type of reagent is hydrogen peroxide ($H_2O_2$), a commonly known oxidant for GaAs with $E_{H_2O_2}^0 = 1.776$ V [73]. From eq. (3.4), $E_{f,liq} = -6.276$ eV that is way below the edge of the GaAs valence band, which at room temperature can be estimated at $E_C = -(e\chi + E_p) \approx -5.49$ eV from the vacuum level [14].

### 3.3 Metal deposition

The technology of metal deposition is one of the pillars of the fabrication of micro- and nano-devices in semiconductors, as it can be used for a large number of different applications: for example, metal contacts are prepared on p-i-n diodes in order to apply a bias voltage and hence control of the electrical properties of heterostructures and QDs (cf. Chap. 2). Alternatively, metallic alignment markers can be deposited on a sample to facilitate the exposure of multiple lithographic layers or to act as a reference frame for an easier detection of nanostructures on the chip (cf. Chap. 5).
Despite the variety of possible uses, the deposition procedure can be summarised in a few simple steps; a schematic representation of the workflow is depicted in Fig. 3.8. After the preparation of a lithographic mask with the pattern of choice (panel I), the deposition is performed in an electron-beam evaporator, where crucibles containing the chosen metals are heated by bombardment with energetic electrons. This process produces atomic vapours that uniformly deposit the material on the sample surface (panel II). Finally, the polymeric mask is removed via a lift-off process (panel III): the sample is dipped in organic solvents that remove the polymer along with metal deposited on it, leaving on the sample surface only the patterns exposed to the metallic vapours. Re-entrant sidewalls increase the contact area between solvent and lithographic mask and hence facilitate the lift-off process; as negative resists readily present this type of profile, they are commonly used in the metal deposition protocols.

Figure 3.8: Schematic representation of the workflow for the metal deposition. After the preparation of a lithographic mask (panel I), the layer of metal is uniformly deposited on the surface of the sample (panel II). Finally, the polymeric mask is removed during a lift-off process, along with the unwanted metal (panel III).
Chapter 4

Building the components of quantum photonic chips

Nanophotonic devices in GaAs provide the necessary building blocks for the fabrication of advanced quantum photonics chips. Fig. 4.1 shows some examples of the variety of devices prepared throughout this PhD project. Nanobeam waveguides (Fig. 4.1a) can be used to guide the light and optically connect several devices to build large scale networks. Photonic crystal waveguides like the one in Fig. 4.1b may constitute the nodes of this system, as they strongly confine light and enable highly efficient light-matter interactions. Conversely, tapered nanobeams (Fig. 4.1c) can be used to couple the photons out of the chip and into optical fibers with negligible losses, thus allowing for the interconnection of multiple quantum chips and scaling the photonic platform even further. All this operations can be performed with high level of coherence by using electrical contacts (Fig. 4.1d) to control and reduce the charge noise that the solid-state environment generates.

Figure 4.1: Examples of the nanodevices that constitute the building blocks of quantum photonic chips: (a) nanobeam waveguide, (b) photonics crystal waveguide, (c) taper out-coupler and (d) mesa structures (defined by the white dashed line) with metal contacts.
Chapter 4. Building the components of quantum photonic chips

The µm-size footprint that each of these nanostructures have suggests the vision of few-mm large chips hosting a few hundreds of these photonic components. The main challenge that has to be overcome to reach such a goal is the development of processes that enable the fabrication of high quality quantum photonic devices in a reliable and reproducible way. Most importantly, the compatibility between different fabrication processes is key for the production of working devices with a high yield. In the following pages we present the methods we developed for the fabrication of the devices shown in Fig. 4.1 and describe how we combined the techniques presented in Chap. 3 to produce high quality quantum photonic chips based on self-assembled QDs in GaAs nanostructures.

4.1 Protocols for the fabrication of photonic nanostructures

The fabrication procedure we developed for the photonic devices presented in this work is based on a soft-mask process. This method consists in exposing the nanostructures by e-beam lithography on a polymeric resist directly coated on top of the GaAs membrane. RIE-ICP and wet etching techniques are subsequently used to transfer the pattern to the semiconductor material. The nanofabrication workflow is illustrated in Fig. 4.2. This process does not require the deposition of dielectric (e.g. Si₃N₄ or SiO₂) or metallic layers necessary for the formation of the so-called hard-mask [74–77] and therefore involves fewer fabrication steps. However, the highly energetic plasma used during the dry etching process (cf. Chap. 3) erodes the soft polymeric resist, thus damaging its surface and the exposed patterns. The main challenge therefore consists in reducing these detrimental effects in order to fabricate nanostructures with negligible levels of defects and surface roughness. The main concepts of the techniques used in each step have been already presented in Chap. 3. Here we will focus on the specific processes and parameters that we optimised to overcome such issues. Detailed recipes of the developed process are described in appendix B.

Fig. 4.1 shows a few examples of the nanostructures we routinely fabricate, i.e. NBWs (Fig. 4.1a) and PhCWs (Fig. 4.1b) that present grating out-couplers at both ends. These devices cover quite large areas (up to a few thousands of µm²) and are formed by many parts with sizes ranging from about 50 nm up to a few µm. Lithographic masks of this type require proximity effects correction for successful exposures of the patterns (cf. Chap 3). We therefore set out to investigate the correct base dose \( D_0 \) necessary to completely clear a layer of ZEP520A with thickness of about 550 nm, which is the amount commonly coated on our samples (Fig. 4.2, panel

![Fabrication workflow for suspended nanostructures in GaAs](image)

Figure 4.2: Fabrication workflow for suspended nanostructures in GaAs. The procedure is based on a soft-mask process, where the patterns are exposed by e-beam lithography on a layer of resist coated on the sample surface (panels I and II). A dry etching process is subsequently used to transfer mask designs into the GaAs membrane (panel III). After removing the polymeric layer, the sacrificial AlGaAs layer is dissolved by selective wet etching, thus achieving the full suspension of the nanostructures.
Protocols for the fabrication of photonic nanostructures

Every resist has a specific energy threshold that results in successfully open patterns. The exact value is influenced by the development steps, where different variables (e.g., developer composition [53], temperature of the solution or duration of the step [55]) may lower or increase such a limit. It is therefore important to use the same parameters for every exposure in order to achieve high reproducibility of the process. All the samples presented in this work have been developed in n-amylacetate for 1 min, while the solution was kept at $T = -5^\circ C$ to achieve better contrast [55]. In these conditions, we found $D_0 = 336 \mu C/cm^2$. By using this value in combination with the parameters of the PSF function shown in Fig. 3.2, we corrected each of the masks designed throughout this project with the PEC software provided by Beamfox Technologies ApS. In this way we could obtain the dose distribution for optimal exposures (Fig. 4.2, panel II).

After the development of the lithographic mask, the patterns were transferred to the GaAs substrate via dry etching (Fig. 4.2, panel III). Calibration tests were run by monitoring the thickness of the resist during the process by real-time interferometric measurements. Comparing this value with the SEM inspection of the device cross-sections allowed us to evaluate the optimal end-point of the process [17]. We observed that the etched features tend to show eroded and distorted edges when the thickness of the unexposed resist is reduced to less than 200 nm [60].

Two different dry-etching recipes were developed: (i) a slow RIE process that allows for a good control of the etched depth of large features. This aspect makes it optimal for the fabrication of shallow-etched gratings like the ones shown in Figs. 4.1a and b. However, the prevalently chemical nature of this process makes it quite isotropic and hence not suitable for small patterns like the holes of PhCs (cf. Chap 2). (ii) A ICP etching was then developed to achieve the anisotropy required for vertical sidewalls. Using this recipe we obtained a selectivity of GaAs over resist of about 2:1 for features larger than 1 µm and about 2:3 for smaller ones [60]. The latter unfavourable ratio was compensated by coating a resist layer thicker than the etched depth into the material; with a thickness of ZEP520A of about 550-570 nm, we were able to etch holes about 180 nm deep. The real-time interferometric measurements were employed to monitor the erosion rate of the polymeric layer during the entire process, which was stopped when the predefined value was reached. Table 4.1 presents a summary of the parameters chosen for each dry etching process.

<table>
<thead>
<tr>
<th>Process type</th>
<th>Mixture composition (flow settings in sccm)</th>
<th>Chamber pressure (mTorr)</th>
<th>DC bias (V)</th>
<th>ICP power (W)</th>
<th>Table $T$ ($^\circ C$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIE</td>
<td>BCl$_3$/Ar (5/10)</td>
<td>10</td>
<td>210 ± 10</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>ICP</td>
<td>BCl$_3$/Cl$_2$/Ar (3/4/25)</td>
<td>4.7</td>
<td>310 ± 5</td>
<td>300</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.1: Parameters of the dry etching recipes used in this project.

A wet etching process is subsequently used to selectively dissolve the AlGaAs sacrificial layer and hence completely suspend the nanostructures (Fig. 4.2, panel IV). After the removal of the resist mask in a warm organic solvent (N-Methyl-2-pyrrolidone, or NMP, kept at $T = 70^\circ C$), the samples were dipped in a dilute solution of HF, with concentration of 10% w/w. As a result of the chemical reactions involved in the process, several residues are usually produced, which accumulate on the surface of the devices and may lower the final quality of the samples. In order to remove them, a cleaning procedure based on the chemical nature of these side-products was used on every sample [17, 60, 78]. It is worth noting that all the steps just described must be performed while keeping the samples inside the liquid: in fact, thin nanostructures like the NBW shown in Fig 4.1a are not robust against capillary forces created when the sample is removed from
the solutions and may therefore collapse. For this reason, the processed chips were finally dipped in isopropyl alcohol (IPA) and then the liquid was removed by a critical point drying process, where the alcohol evaporates without any abrupt phase transition.

4.1.1 Additional steps for the fabrication of suspended tapers

The fabrication of tapers like the one shown in Fig 4.1c presents additional challenges. This type of nanostructures is employed to out-couple the light from the chip to an optical lensed fiber positioned on its side, as sketched in Fig. 4.3a. This configuration requires lateral access to the device, which can be achieved by cleaving the sample at the position of the taper to free it from the surrounding material. Full separation between the two parts is possible if the long tapered section is fabricated completely free-standing, i.e. without any connections to the rest of the sample (except of course for its input). Furthermore, optimal coupling necessitates the expansion of the waveguide mode diameter (about 300 nm) to match that supported by the optical fiber, which is \( \approx 2.5 \mu m \) for the lensed fibers used in this project. This value is much larger than the thickness of the sacrificial AlGaAs layer in our samples, which amounts to about 1.37 \( \mu m^2 \), and reflections from the exposed substrate may distort the pattern of the emitted light and hence reduce the out-coupling efficiency. In order to avoid this detrimental effect, we decided to fabricate the tapered coupler protruding from the edge of the sample (as sketched in Fig. 4.3b) and we developed an approach to precisely cleave the chip at the input of the taper without breaking the suspended nanostructure.

Fig. 4.3c demonstrates the final mask design of the coupler. After two tethers functioning as support for the suspended nanostructure, the taper section is formed by slowly reducing the width \( w \) of the taper from 300 nm to about 118 nm over a length of \( \approx 15 \mu m \) to allow for an adiabatic conversion between the mode diameters. A straight tether of width \( w = 50 \) nm is added to connect the tip of the out-coupler to the bulk, as shown in the inset of Fig. 4.3c. Its purpose is to prevent any distortions in the polymeric mask during the development step. In fact, the extreme aspect ratio of the nanostructure reduces the contact surface between the resist layer and the GaAs underneath, thus negatively affecting the overall adhesion of the polymer. Turbulences that may generate in the developer solution during the related step can then move the narrow features around and bend the exposed tapers. The narrow tether avoids this outcome. Furthermore, its small size does not withstand the energetic sputtering process during the dry etching step and hence this feature is not transferred to the GaAs membrane, keeping the taper completely separated from the surrounding parts of the sample and can be safely cleaved.

The solution developed for the successful cleaving of nanostructures protruding from the edge of the sample consists in the addition of two trenches on both sides of the tapered section (shows in green in Fig. 4.3c). Generally, the cleaving of crystals like GaAs is performed by first producing a defect at the desired position of the edge of the chip (either by scratching or indenting the surface) and by subsequently applying a small pressure on the sample to propagate the dislocation just created. A crack as deep as the sample thickness will open by following the most favourable crystallographic direction and the chip will then be separated into two pieces. If no defects are present, the dislocation will continue to propagate in a straight line. This behaviour is clearly detrimental for the protruding taper we want to fabricate. The additional trenches allow for a complete separation of the parts that will be cleaved already in the mask. In this way, as illustrated in Fig. 4.3c, if the dislocation is initiated along the optimal cleaving line (red dashed line), the crack will not propagated across the nanostructure but rather on the substrate under the suspended waveguide and will finally continue again on the surface on the opposite side. The length of the

\[ W \text{ refer the reader to appendix A for the detailed layer structures of the wafers used in this project.} \]
4.2 Protocols for the fabrication of ohmic contacts

As seen in Chap. 2, metal contacts can be used to apply a voltage across a p-i-n diode and hence allow for the control of the electrical properties of heterostructures and QDs. In this work we mainly focus on ohmic contacts since their properties are more suitable for quantum-photonic applications.

The main parameter defining the height of the Schottky barrier is the difference between the metal work function $e\phi_m$ and the electron affinity $e\chi$ of the semiconductor (see Chap. 2). These variables are material dependent and hence some alloys are more suitable than others for the preparation of ohmic contacts. After several years of research and development, a large number of
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Figure 4.4: Workflow for the deposition of ohmic contacts. First, the UV mask to define the mesa structure is exposed (panel I), followed by the RIE etching necessary to transfer the patterns into the GaAs membrane (panel II). Ohmic contacts on n-GaAs are formed by depositing a mixture of Ni/Ge/Au, followed by a rapid thermal annealing (panel III). Finally, p-type metal is prepared by depositing Ti and Au (panel IV). A protection layer formed by an hard-baked epoxy-based photoresist is then prepared to isolate the edge of the contacts from the electrolytic solutions used during wet etching (panels V). Inset: optical microscope image of the polymeric protection layer. The scale bar is 100 µm long.

Options have been found for optimal contacts on p-type and n-type semiconductors [12, 79–81]. Despite this variety, the most commonly used alloy for the fabrication of ohmic contact on n-GaAs is based on an alloy of nickel/germanium/gold (Ni/Ge/Au), developed for the first time by Braslau et al. in 1967 [82]. The mechanism behind the performance of this mixture is quite complex, but it can be summarised as a local increase in the carrier concentration at the semiconductor surface due to the diffusion of Ge [12, chap. 6]. Such a process is activated during an annealing step, which has also the effect of improving the adhesion of the metals on GaAs. Layers of Ni can be added to the aforementioned stack to control the diffusive rate of the metals. This is especially important for Au as it tends to create long spikes throughout the diode, which may result in short-circuits if layers with opposite doping are reached. This type of contacts has been proven to be quite robust to fabrication imperfections and low values of contact resistance ($R_c \cdot A_c \approx 10^{-6} \Omega \text{cm}^2$, where $A_c$ is the contact area) have been achieved over a wide range of parameters [80–86].

The production of ohmic contacts on p-GaAs is more complicated, as low Schottky barriers are obtained by introducing holes at the surface of the semiconductor, but not many materials that are sources of this type of dopants exist. Zn and Be have been reported as possible options for p-type metals on GaAs [87–89], but they have the tendency to contaminate low-pressure systems and their use is often avoided. Furthermore, Zn can diffuse very easily into the material and therefore increase the chance of generating defects in the structures. If the impurities level is high enough (i.e. above $10^{18} - 10^{19} \text{cm}^{-3}$), non-alloyed TiAu contacts have shown good conduction properties [79]. In this case, the layer of gold acts as a bonding pad, while the layer of titanium is used as an adhesion promoter between Au and GaAs. Chromium can also be used instead of Ti, with no loss in conductivity or adhesion strength.
Figure 4.5: Effect of the electrochemical etching. Optical microscope images of (a) a sample affected by corrosion around the fabricated metal contacts and (b) a sample fabricated following the developed recipe. In the latter case, no trench can be spotted around the deposited metal. (c) Layer structure of the p-i-n diode used in the sample prepared during this project. The thickness of each layer is not in scale.

In this chapter we focus on the main steps of the process and we refer the reader to appendix B for detailed recipes of the developed process.
The reported behaviour suggests that some uncontrolled etching process has occurred during the fabrication of the p-type contacts. Similar results have been already demonstrated in the literature [12, 71, 91, 92] and are usually described as galvanic corrosion. This etching process occurs when two materials with different standard potentials $E^\circ_{\text{Red/Ox}}$ are put in contact in the presence of an electrolytic solution [68]. This type of erosion is however unlikely to happen on our samples, as no steps involving ionic solutions takes place after the deposition of the metals. Furthermore, the fact that the n-type contacts showed no effects due to corrosion suggests the idea that a doping-dependent process may be involved.

We set out to pinpoint the causes of this unknown process by testing the effects of each step for the fabrication of metals. All the investigated samples were cleaved from the same wafer and prepared by following the workflow presented above up to a certain step, after which different fabrication procedures were tested:

(I) different combinations of p-metals were deposited at the final stage, in order to study the effect of different metal work functions and the metallisation processes;

(II) the lithographic mask for the p-contacts layer was prepared and then removed in two different ways;

(III) reference samples were also prepared, where the lithographic process for the p-layer was done right after the preparation of the mesa structures (i.e. no n-metals were deposited);

(IV) the order of the metal depositions was reversed and the p-type contacts were deposited before their n-type counterparts.

Table 4.2 reports an overview of the results we obtained and it shows that different metals and different metallisation processes did not affect the final result, as found in test (I). Test (II) had an unexpected outcome since it showed that corroded areas on the p-GaAs, corresponding to the exposed patterns of the lithographic mask (Fig 4.6), were formed already before the p-metal deposition. Test (III) resulted in no corrosion around the pads, independently from the cleaning procedure used. Interestingly, no n-type metals were deposited on both samples, which suggested that the presence of n-metals could be the possible trigger for the etching of p-GaAs. This speculation was confirmed in test (IV), where the fabrication procedure was reversed and p-type metals were deposited before their n-type counterpart.

<table>
<thead>
<tr>
<th>Test</th>
<th>First deposited metal</th>
<th>p-metal</th>
<th>mask cleaned</th>
<th>trenches</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I)</td>
<td>n-metal</td>
<td>AuZn</td>
<td>hot NMP</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>n-metal</td>
<td>TiAu</td>
<td>hot NMP</td>
<td>yes</td>
</tr>
<tr>
<td>(II)</td>
<td>n-metal</td>
<td></td>
<td>hot NMP</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>n-metal</td>
<td>O$_2$ descum/deox/hot NMP</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>(III)</td>
<td>-</td>
<td></td>
<td>O$_2$ descum/deox/hot NMP</td>
<td>no</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td></td>
<td>O$_2$ descum/hot NMP</td>
<td>no</td>
</tr>
<tr>
<td>(IV)</td>
<td>p-metal</td>
<td>AuZn</td>
<td>hot NMP</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 4.2: Overview of the tests performed in order to investigate the causes of the formation of trenches around the p-metal pads.

The results of our tests indicate that the uncontrolled etching process affects layers with opposite doping differently and, most importantly, it is triggered by the presence of fully-processed
n-type pads. Based on the electrochemical approach to the etching of III-V semiconductors described in Chap. 3, we propose a possible explanation for the unexpected corrosion we found on our samples. The main concepts are schematically outlined in Fig. 4.7.

Fig. 4.7a shows a sketch of the band diagram of the p-i-n diode that constitutes our samples before the formation of the contact and at the equilibrium state, i.e. when the Fermi levels $E_f$ of both doped layers are aligned. In this situation, the surface potentials $\phi_{0,n}$ and $\phi_{0,p}$ pin the bands at specific positions, upwards for the n-GaAs and downwards for p-GaAs [19, 20]. When the n-metal is deposited and the contact is formed, the $E_f$ moves to lower energies and aligns to the metal Fermi level $E_{f,m}$ and narrows the energy barrier at the semiconductor surface. This change has an effect on the carriers densities in the heterostructure, which rearrange in order to recover the equilibrium state. Since the metal $E_{f,m}$ pins the Fermi level on the n-side of the junction, $E_f$ on the p-side will eventually set on this level too. Such effect is the same as a negative voltage applied to p-GaAs that produces the accumulation of holes at its surface, as described by eq. (2.4b) and illustrated in Fig. 4.7b. During the development of the lithography mask for the p-metals, then, the exposed areas of the sample surface are exposed to the developer, which is an alkaline solution and therefore initiates the anodic dissolution of GaAs. In fact, such process may be also enhanced by the basic nature of the liquid, since high pH is known for shifting the GaAs band-edges upwards [21, 93].

If no n-type contact is formed, the redistribution of charges and subsequent holes accumulation on the surface of p-GaAs do not occur, hence no corrosion takes place, as found in test (III).

When the fabrication procedure is reversed and p-type contacts are prepared first, a similar process as the one just described happens in the bands of the diode (Figs. 4.7c and d). In this case, however, two important distinctions take place: firstly, during the contact formation, electrons are transferred from metal to p-GaAs and $E_f$ then moves upwards. In this way, an effective positive voltage is applied to the n-side of the junction and the charge depletion at the surface decreases. Secondly, holes are the minor carriers in n-doped semiconductors; for this reason, their concentration at the surface of n-GaAs is extremely low and anodic dissolution does not spontaneously occur. Therefore, the unexpected etching on n-GaAs is strongly suppressed, as also confirmed by test (IV) (Tab. 4.2).

The found ability to inhibit the anodic dissolution by reversing the fabrication process and depositing the n-type metal at the end of it has however a disadvantage: it moves the annealing step after the deposition of p-type metals. As mentioned above, AuZn alloy may be an option for annealed contacts, but it is often avoided for the high diffusion of Zn. On the other hand,
Figure 4.7: Schematic illustration of the proposed mechanism causing the corrosion of the p-GaAs layer. (a) Band diagram of the p-i-n diode at the equilibrium state, before the formation of the metal contact. The Fermi levels on both sides of the junction are aligned and energy barriers on the n-side and the p-side are shown ($\epsilon \phi_{0,n}$ and $\epsilon \phi_{0,p}$, respectively). The metal energy band is filled by electrons up to its Fermi level $E_{F,m}$. (b) When the contact is formed, the semiconductor Fermi level move downwards and align to its metal counterpart. This causes a shift in the bands of the entire diode and an effective negative voltage is felt by the p-doped layer. This effect initiates the anodic dissolution of p-GaAs when the sample is dipped in the alkaline developer solution. (c) and (d) Same as (a) and (b), but with the metal contact formed on the p-doped layer first. The anodic dissolution of n-GaAs is inhibited by the reduced bending of the bands at its surface and by the low concentration of holes in extrinsic semiconductors of this type.

However, the performances of non-alloyed TiAu contacts decreases when they undergo annealing treatments and this forces us to keep the initial order of the depositions, i.e. first n-type and then p-type. We solved this problematic situation by reducing the photo-generation of carrier during the development step, when the anodic corrosion takes place. Ambient light (even the UV-filtered light of cleanrooms) can indeed excite electrons from the valence to the conduction band, thus increasing the density of holes at the surface and therefore also the etching rate of the material. By developing the lithographic mask of p-type contacts in the dark, we are able to slow the etch rate down to a level that does not heavily affect the final performances of the fabricated contacts. No trenches were visible under the optical microscope when this procedure was followed, as demonstrated by the comparison between Fig. 4.5a and Fig. 4.5b.
Figure 4.8: SEM images of typical photonic nanostructures fabricated with the developed proto-
col. (a) Three shallow-etched gratings are optically connected by a suspended NBW that presents
a beam-splitter section to guide light to both the couplers on the left hand-side. (b) Straight
suspended NBW connecting to shallow-etched out-couplers. The trenches on both side of the
nanobeam have width of 5 µm and are 35 µm long. (c) Photonic crystal with air holes patterned in
a triangular lattice, with $a = 235 \text{ nm}$ and $r = 72 \text{ nm}$.

After both n- and p-metals are successfully deposited on the mesa, the fabrication of suspended
nanostructures takes place. As described in Sec. 4.1, strong reagents are used for the etching of
the devices that may damaged the contacts and lower their performance. The wet etching step is
especially troublesome for the deposited pads as they get exposed to electrolytic solutions that may
initiate a galvanic corrosion around the metal. Furthermore, the Ti layer in the p-metals may get
dissolved by HF, resulting in the lift-off of the full pad. To prevent this, we introduced one last step
at the end of the fabrication of the mesa structures, consisting in the preparation of a polymeric
layer covering the edges of the contacts (panel V). By means of UV lithography, frames around
the pads were exposed on an epoxy-based resist, which was than hard-baked at $T = 140^\circ \text{C}$ for 20
mins in order to improve its durability. The final result is demonstrated in the inset of Fig. 4.12,
which shows the design of the exposed polymeric frame around the metals. The central regions of
the contacts are left open to allow the wire bonding of the chips; no risk of damage exists for this
area of the pads as it is cover by Au and therefore chemically robust.

4.3 Assessment of the capabilities of the developed protocols

The fabrication procedures we just described allowed us to fabricate a variety of complex sus-
pended nanostructures, as demonstrated in Fig. 4.8. The high level of precision achieved by each
protocol reduced the presence of structural imperfections and facilitated the fabrication of devices
with demanding requirements, such as the exposure of large geometries next to long and thin
features (Fig. 4.8b), or the etching of holes with diameters as small as 144 nm as in Fig. 4.8c.

Building chips for advanced quantum photonic experiments, however, present one more chal-
lenge: they demand a fine control over the feature sizes of the fabricated components, as they have
a large impact on the final properties of the nanodevices, like the dependence of the propagating
mode in a PhCW on the size of the hole radius (cf. Chap. 2). Therefore, the final test for the
true capabilities of the developed protocols is based on the success of the experiments run on the
fabricated samples.
4.3.1 Fabrication of efficient out-couplers

The light propagation of NBWs is affected by their width (cf. Chap. 2). Therefore, being able to fabricate devices with the desired value of this parameter is essential. We investigated the effects of the nanofabrication process on this type of structures by measuring the width $w_{\text{meas}}$ of the fabricated nanostructures from SEM images. Fig. 4.9 reports the results of this study, where the measured widths (averaged over 5 devices) are plots as function of their design values $w_{\text{design}}$. From a linear fit of the data we found that $w_{\text{meas}}/w_{\text{design}} = 0.965$.

Fig. 4.9: Characterisation of the impact of the fabrication process on the width of NBW. The value of the width measured from SEM images $w_{\text{meas}}$ is plotted as a function of the corresponding design value $w_{\text{design}}$. The dots show the average of the values measured for 5 NBWs with the same nominal width, whereas the calculated standard deviation results smaller than the marker size and therefore omitted. From a linear fit of the dataset (black dashed line), we found that $w_{\text{meas}}/w_{\text{design}} = 0.965$.

The characterisation of fabrication-induced changes on NBWs helped the design and fabrication of long tapers employed in [94] for studying the evanescent coupling between photonic nanostructures and optical microfiber with a diameter of about 2 µm. The energy transfer between the parts of such a coupled system is made possible by a slow reduction of the NBW width over long distances. Any defect or edge roughness in the fabricated nanostructures would cause scattering of the light and hence lower the overall coupling efficiency. The use of PEC and the etching process we developed were key to reduce such detrimental effects.

Examples of the fabricated nanostructures are shown in Figs. 4.10a and b. The first SEM image shows a device formed by a 1D photonic-crystal mirror, which is designed to reflect wavelengths ranging from 870 to 1060 nm, and a NBW that is linearly tapered from a width of 300 nm to 140 nm over a length of 30 µm. The second type of tested nanostructures presents a similar taper, although having final width of 160 nm, and with a PhCW that is terminated on one side by a photonic crystal section.

Fig. 4.10c shows the schematics of the optical setup used: a pulled optical fiber is positioned on top of the out-coupler section while the transmitted (T) and reflected (R) signals of the probing light are monitored in order to find the optimal position. The fiber also has a dimple to improve the coupling. The chip-to-fiber efficiency is calculated by measuring the reflected power and comparing it to the known input power. When propagation and insertion losses in the optical setup are accounted for, we calculated a chip-to-fiber coupling efficiency $\eta_{\text{CF,NBW}} > 80\%$ for
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Figure 4.10: Scanning-electron images of the fabricated samples for different coupling methods: (a) suspended 1D photonic-crystal mirror (on the left hand-side) terminated with a 30 µm long tapered waveguide. (b) Photonic-crystal waveguide connected to a 30 µm long tapered nanobeam waveguide. (c) Schematics of the optical setup used to characterised the efficiency of the evanescently coupled system. The input light is coupled, after polarization control (PC), into a 90:10 fiber beam splitter, which transmits the light to the sample sitting in the cryostat. The collected signals are the transmitted light after the coupled system (T) and the reflected one from the sample (R). (d) Chip-to-fiber coupling efficiency $\eta_{CF}$ for the NBW shown in (a) (solid blue line) obtained from reflection measurement. The values corrected for the propagation losses in the tapered fiber is also reported (dashed blue line). The orange curve shows the transmission through the fiber when coupled to the device relative to the case of the uncoupled system. (e) Similar data for the device containing the PhCW in (b). Adapted from ref. [94].

the nanobeam and $\eta_{CF,PhCW} > 60\%$ for the photonic-crystal waveguide, as shown respectively in Fig. 4.10d and Fig. 4.10e. The lower value registered for the photonic-crystal waveguide may be attributed to the higher number of interfaces in this type of device, which introduce more losses into the system. When the QDs were used as emitters of single photons, count rates of 4.38 MHz and 3.37 MHz were detected on superconducting nanowire single-photon detectors and translated into overall single-photon source efficiency $\eta_{SP,NBW} = 15.5\%$ and $\eta_{SP,PhCW} = 10.9\%$ for nanobeam and photonic-crystal waveguide, respectively.

The efficiency of the suspended taper discussed in Sec. 4.1.1 was also characterised and the results were reported in [32]. Above-band pulsed laser light was used to excited the QDs and the emitted photons were collected by a side-coupled lensed fiber (cf. Fig. 4.3b). The signal is then sent to an avalanche photodiode (APD) to record the total amount of detected single photons. A count rate of about 2 MHz is achieved when the emitters are saturated and corresponds to a single-photon rate of about 1 MHz when corrected for multiphoton probability. When the repetition rate of the excitation laser (76 MHz) and the propagation losses along the optical setup are considered, the aforementioned detection frequency corresponds to a chip-to-fiber efficiency $\eta_{CF} = 16.6\%$ [95], which translates into an overall source efficiency of $\eta_{SP} = 10.3\%$ [32] and is comparable to the values presented above for evanescent coupling.
Figure 4.11: Characterisation of the fabrication-induced effects on the hole size in PhCWs. (a) Example of the transmission spectra recorded from the fabricated PhCWs. The typical drop in the signal is shown. The estimated position of the band edge is marked by a black dashed line. The small peak detected about this position is probably originated by Anderson-localised modes. (b) Comparison between nominal spectral position of the cut-off wavelength (black) and those evaluated from SEM images (red) and transmission spectra (blue). A larger shift detected from the optical experiments may suggest that a change in the hole size is not the only cause of the final detuning found on the fabricated PhCWs.

4.3.2 Fabrication of efficient light-matter interfaces

The values of the lattice constant $a$ and hole radius $r$ are the relevant parameters for photonic crystal waveguides, as the spectral properties of the propagating modes strongly depend on them (cf. Chap. 2). Between them, the size of $r$ is the most likely to be affected by the fabrication steps, which can make the holes larger than expected and hence shift the resonances of the PhCWs to lower frequencies. In fact, the value of $a$ is set by the position of the patterns in the lithographic mask and therefore only errors in the hardware employed for the exposure may modify it. We therefore assumed the lattice parameter to be constant throughout the full fabrication procedure and hence focused only on the hole radius for the optimisation of the protocol.

The characterisation of the fabrication induced effects on PhCWs was twofold: (i) SEM images of the holes were analysed to measure the average value of their radius, and (ii) the spectral position of the cut-off wavelength for each nanostructure was measured from transmission spectra. These measurements were performed by coupling laser light into one of the gratings shown in Fig. 4.1b and by monitoring the signal out-coupled from the second of them while tuning the excitation wavelength. The estimated values were then compared with the one obtained from band-structure simulations that were run using the same parameters of the fabricated devices.

Fig. 4.11a reports a typical transmission signal recorded during this analysis, which demonstrates the expected drop when the excitation laser is tuned towards lower frequencies and into the photonic bandgap. The small peak visible in the spectrum probably originates from weak Anderson-localised modes which usually appear about the position of the band edge [78]. Fig. 4.11b reports one example of the final comparison of the obtained values, where the SEM data (red) was extrapolated from simulation results by using the averages of the measured radii. Whilst a spectral shift of only $\approx 15\text{nm}$ is visible between the design (black) and the SEM values, a much larger change is detected for the band edge positions obtained from transmission spectra ($\approx 40\text{nm}$, in blue). This discrepancy suggests that the small enlargement of the radius measured from SEM images (i.e. about 4 nm) is not the only effect induced by the fabrication processes. For example, the few layers of GaAs native oxide that commonly grows on the surfaces may dissolve during the
wet etching step, thus reducing the overall thickness of the GaAs membrane; further investigations are necessary to pinpoint the possible causes of the detected changes. Nonetheless, we exploited the investigation just described to calibrate the initial design values of the hole radius, which were always set to shorter lengths to compensate for the fabrication-induced modifications. This approach was used for all the photonic crystal waveguides we prepared and enabled the investigation of appealing quantum effects such as single-photons nonlinearities [96] and chiral emission of QDs [97], which are hard to detect in presence of optical losses due to structural defects or when the fundamental mode in fabricated nanostructures is far detuned from the designed value and therefore not spectrally coupled to the embedded QDs.

4.3.3 Electrical control of the properties of QD

Quantum photonic experiments are normally carried out at cryogenic temperatures ($T < 10$ K), which is a quite extreme condition for the electrical properties of semiconductors and metals, as we discussed in Chap. 2. The metal deposition protocol we developed must therefore result in contacts that are ohmic at room $T$ and, most importantly, that maintain a low level of resistance also in such demanding environment.

Fig. 4.12a presents examples of I-V curves (i.e., plotting values of current $I$ as a function of applied bias $V$) that are typically measured at $T = 10$ K for TiAu and NiGeAu contacts deposited on the samples prepared during this project. The collected data demonstrates that both types showed ohmic behaviour at cryogenic temperatures in the tested range of applied voltage. The reported values of resistance have been obtained from a linear fit of the data points and are representative of the values usually measured: a few tens of Ohm for n-type and between 3 and 10 kΩ for p-type contacts. The electrical behaviour of the related diode is demonstrated in Fig. 4.12b, where the logarithm of the recorded current is plotted against the applied bias. For $T = 298$ K values smaller than 1 µA were measured for the same voltage range shown in Fig. 4.12a. A decrease by about an order of magnitude was registered at cryogenic temperatures, where the thermal energy of the charge carriers in the sample is reduced.

The measured conductivity for $T < 10$ K confirms not only the successful fabrication of ohmic contacts on the p-i-n diode, but also the good electrical properties of the degenerately doped layer in the sample. An electric potential could therefore be applied across the entire layer, which let us electrically address all the QDs embedded in the large mesa structures and tune them as shown in Fig. 4.12c. Here, the typical Stark tuning of two excitonic lines from the same QD is shown. The peaks are identified as $X^0$ and $X^+$ based on how their intensity varies with the applied bias.

Most importantly, the procedure we propose has shown to be compatible with the processing necessary for the etching of nanostructures as it enabled the fabrication of complex samples like the one in Fig. 4.12d, where suspended NBWs and PhCWs (inset of Fig. 4.12d) were successfully prepared on a mesa with both p- and n-type metals. The electrical control possible on this photonic chips allowed us to effectively suppress the decoherence mechanisms related to charge noise in QDs embedded in nanobeam waveguides. This gave us the means to achieve the emission of photons with high indistinguishability as we report in [32], where a Hong-Ou-Mandel (HOM) visibility as high as $V = (94 \pm 1)$% was measured when the QDs were excited with a quasi-resonant laser. Furthermore, the used of gated samples improved our abilities in detecting single-photon non-linearities in resonant transmission experiments, as we reported in [33], where a linewidth as small as $\Gamma_{RF} = (0.96 \pm 0.07)$ GHz was evaluated for a QD embedded in a NBW. As the measured decay rate for the same emitter was $\gamma = 5.49$ ns$^{-1}$, the corresponding natural linewidth was $\Gamma = \gamma/2\pi = (0.87 \pm 0.003)$ GHz, showing that the measured interaction between light guided in the planar nanostructure and the QD was near-lifetime-limited.
Figure 4.12: Examples of I-V curves measured on fabricated samples. (a) The linear dependence between applied bias and recorded current confirms the ohmic behaviour for both n-type (blue) and p-type contacts (red). The extrapolated values of the resistances of both types of contacts ($R_n$ and $R_p$, respectively) are also reported. The measurements have been performed at $T = 10\,\text{K}$. (b) IV curves measured from the corresponding diode of (a). Current values smaller than 1 $\mu\text{A}$ have been measured for a range of applied bias [-0.2 V; 0.2 V], at room temperature. The cryogenic temperature decreases the thermal component of the carriers total energy, thus reducing the detected current by about an order of magnitude. (c) Voltage-wavelength photoluminescence spectra for a QD embedded in a p-i-n diode. The fluorescence plateaus of both neutral ($X^0$) and positive trion ($X^+$) are shown. (d) Optical microscope image reporting an example of a full processed sample with electrically contacted NBWs and PhCWs, an example of which is shown in the inset. The green areas around the nanostructures correspond to the undercut resulting from the selective wet etching step. The scale bar is 500 $\mu\text{m}$.

The developed protocol for the formation of ohmic contact has shown to be reliable and reproducible since it was employed also on more complicated heterostructures, where the QDs are grown in a p-i-n-i-n diode [31]. Such layer structure was proposed to reduce the detrimental effects of the built-in field at the position of the emitters and thus improving the control of the charge population in a QD at the single-electron level. The ability of preparing the electron spin in the ground state with fidelities as high as 96% showed that the fabricated devices can be implemented as spin-controlled switches for integrated quantum photonics applications [98].

4.4 Conclusions

In summary, in this chapter we presented the nanofabrication protocols we developed for the production of the major elements necessary to build quantum photonic circuits. A soft-mask process
for the fabrication of suspended devices has been optimised and employed for the production of nanostructures with low level of losses. This was confirmed by measuring single-photon source efficiencies as high as 15.5% in NBWs [94], which corresponds to a twofold improvement compared to previous reports on similar devices [99].

A procedure to successfully deposit ohmic contacts was also presented. Samples fabricated by following this protocol demonstrated suppressed charge noise and hence improved coherence. This led to the generation of coherent single photons with a HOM visibility of $V = (94 \pm 1)\%$, which approaches the indistinguishability level reported in micropillar cavities, i.e above 98.5% [47, 100].

The improved coherence properties of the gated structures were also shown by the improved quality of the signal detected in resonant transmission measurements, where we managed to measure near-lifetime-limited transitions from a QD embedded in a NBW [33]. This effects were always affected by large spectral diffusion in previous samples fabricated without gates [96].

Finally, the deposited ohmic contacts, in combination with a properly engineered heterostructure [31], have shown to permit the control of the QD spin-state to the single-electron level with fidelity as high as 96% and hence facilitated the production of efficient spin-photon interfaces [98].

The fabricated devices therefore showed to have met all the stringent requirements to perform advanced experiments. In Chap. 6 we will make use of these achievements and show that the developed protocols have also the capabilities to unlock the deterministic control over the emission properties of QDs embedded in photonic crystal waveguides.
Chapter 5

Locating QDs and deterministic fabrication

The different devices presented in the previous chapter are a few examples of the building blocks constituting the quantum photonic platform based on self-assembled QDs embedded in GaAs nanostructures. The achieved exciting results testify that they are promising candidates for the development of next-generation quantum photonic applications. Nevertheless, the lack of a priori knowledge of the spatial position and spectral properties of Stranski-Krastanov QDs has forced many experiments based on this type of emitters to rely on the fabrication of multiple devices at once and the subsequent post-selection of the few successful structures with good spatial and spectral coupling between emitters and structures. Whilst interesting results can still be achieved using this approach, it clearly limits the possibility of building complex chips and large-scale experiments.

Two main strategies have been proposed to solve this scalability issue: the first one involves the growth of QDs at pre-defined sites. This method exploits the tendency of InAs dots to nucleate in the proximity of superficial structural defects. The employed substrates are therefore prepared by fabricating regular patterns of holes etched into the material that act as seeds for the QD growth [101]. Nanostructures are subsequently fabricated at the same pre-defined positions [102, 103]. QDs grown by this method have shown emission of single and indistinguishable photons [104, 105], but the initial fabrication steps necessary for the substrate preparation introduce defects and impurities in the material that lower the quantum efficiency of the emitters and cause a broadening of the exciton linewidth, which ranges between 10 and few hundreds of $\mu$eV [101, 104, 106].

The second strategy uses a different approach, i.e. the emitters are first grown by the usual Stranski-Krastanov method and then located using localisation techniques. The nanostructures are subsequently fabricated about their positions. This approach does not affect the good optical properties of self-assembled QDs, but requires the use of procedures that detect the locations of QDs with nanometer precision; this is the approach we decided to follow in this PhD project. In this chapter a description of the method we developed will be given and we will show that not only we locate self-assembled QDs with high precision, but we also exploit this knowledge to fabricate nanostructures at the desired positions with accuracy errors lower than 50 nm.
Chapter 5. Locating QDs and deterministic fabrication

5.1 Literature review of localisation techniques

A variety of localisation techniques have been developed in order to address the challenge posed by the random QD positions. In this section, we present an overview of the principal methods, where we will describe the main concepts of each approach together with the final precision and accuracy that can be achieved. We will furthermore address the strong and weak points with regard to the type of the sample we are interested in, i.e. planar structures with nanometer-size features.

5.1.1 Detection by scanning electron microscope inspection

During the growth of self-assembled QDs, the InAs islands are capped by a layer of GaAs in order to ensure the necessary 3D confinement. The strain that such formations introduce in the material produces a small stacking defect in the crystalline structure of the capping layer, which propagates up to the surface of the grown wafer and results in a small bump (Fig. 5.1a). If this feature is large enough, then it can be spotted by inspecting the sample by means of a scanning electron microscope. This technique was first reported by Badolato et al. in [107], where they mapped the position of QDs with respect to a pre-fabricated matrix of gold markers that was used as a reference frame. In order to enhance the signal from the bump, the authors used stacked QDs, i.e. growth in sequence on top of each other, since they produced large surface bumps. They then fabricated a photonic crystal cavity aiming to position the emitter within 25 nm from one of the four electric-field maxima of the cavity defect, as illustrated in Fig. 5.1b. Although a statistical analysis of the final fabrication accuracy was not performed, the authors reported that one device showed emission properties that are in good agreement with the expected theoretical behaviours.

A similar approach was employed by Kuruma et al. in more recent years [108], but using a thin GaAs membrane containing only single QDs. The use of very low acceleration voltage (1 kV) in combination with an angled secondary electron detector enabled the detection of the shallow surface bumps (Fig. 5.1c). The final location precision was evaluated from comparing the optical coupling strengths calculated by using the positions detected by SEM and the values obtained from micro-photoluminescence (µPL) measurements for about 30 devices. The authors reported a final spatial error of about 5 nm. It is however worth mentioning that Kuruma and co-workers used the described technique as a characterisation tool to inspect the devices only after fabrication,

Figure 5.1: Detection of QDs by SEM inspection. (a) Schematic cross-section of the investigated sample with a single QD. (b) SEM image of a fabricated photonic crystal cavity, where the emitter (indicated by the bright spot) is positioned at the desired position inside the cavity defect. (c) SEM image of the fabricated photonic crystal cavities. The white arrow shows the located surface bumps. (a) and (c) adapted from [108], (b) reproduced from [107].
with the main intent of selecting only the nanostructures showing surface bumps located inside the cavities. Nonetheless, the main experimental ideas behind the presented approach may be valuable for finding the QDs positions before the fabrication of nanostructures.

In conclusion, SEM inspection can be used to locate QDs and to map them relative to the position of pre-deposited gold markers. Since a scanning electron microscope is the only necessary tool, no demanding requirements are needed and high location precision can still be achieved. On the other hand, however, the surface bumps may not be spotted with ease, especially when the sample contains non-stacked QDs and if the signal-to-noise ratio of the employed microscope is low. Finally, no spectral information can be acquired in this system and an additional characterisation step is therefore required.

5.1.2 Detection by raster-scan techniques

Reference alignment markers are also used in techniques that are based on the collection of raster images. For example, in the works by Thon et al. [109] and by Coles et al. [110], samples with pre-fabricated gold structures (see inset of Fig. 5.2a) were mounted in cryostats and µPL setups were employed to collect the emission signals while scanning piezoelectric stages to move the microscope objective. The photons collected at each position were then sent to avalanche photodiodes, which allowed the authors to construct image scans like the ones shown in Figs. 5.2a and b, where the detected counts are plotted as a function of the stage position for each scan. The center of the QD was then found by fitting the recorded signal with a Gaussian function (Figs. 5.2a). Two different approaches were used in the presented works for the location of the alignment structures: Thon and co-workers monitored the emission from the GaAs bandgap and detected a dip when scanning across the gold markers, which blocked the luminescence signal from the substrate (as shown in Fig. 5.2b). Coles and co-authors, on the other hand, collected the reflection of the laser from the metallic structures (plot not reported here). In both cases, however, the statistical analysis built by multiple scans enabled the mapping of the QDs with respect to the markers with errors of about 5 nm [109], which was reduced by an order of magnitude when a solid immersion lens was used [110]. Furthermore, in both works planar nanostructures were fabricated about the desired positions and subsequent optical measurements resulted in a final accuracy of ≈ 50 nm. In the work of Thon et al. the success yield was reported to be 70%.

A second method to acquire raster images is by means of an atomic force microscopy (AFM), as reported by Sapienza et al. [111]. In this case, the surface morphology of the sample was investigated by scanning an AFM tip, which could detect the profile of both the shallow surface bumps caused by the QDs (Fig. 5.2c) and the fabricated markers (Fig. 5.2d). After fitting the raster images, the authors were able to correlate the positions of markers and QDs and estimated their relative locations with an error of 13 nm. No nanostructures were fabricated in the reported work.

In conclusion, localisation of self-assembled QDs has been achieved with high precision by means of raster-scanning techniques. Specifically, position errors of 13 nm were obtained when AFM scans were employed [111], while the implementation of statistical analysis has enabled reduction of that value to below 5 nm in photoluminescence experiments [109, 110]. Moreover, in the latter experiments, planar nanostructures were successfully fabricated, with an extrapolated accuracy of approximately 50 nm. It is worth noting that optical setups used for raster-scans may also facilitate the spectral characterisation of the investigated emitters, as they can be easily modified to collect the spectrum of the light emitted from the QDs. The techniques discussed in this subsection are quite time-consuming: not only are raster-scans performed slowly to avoid losing resolution, but several of them are required for each QD in order to decrease the final location error and acquisition times as long as a few hours per image are common. This may be
Localisation by photoluminescence imaging

A third option in literature that exploits pre-fabricated reference markers to map the position of self-assembled QDs is based on photoluminescence imaging of the investigated sample. This method was first proposed by Kojima et al. [112] and then improved and developed in several other works [63, 111, 113–117]. The general steps of this technique are the following: after the deposition of a reference frame of gold markers, the sample is mounted in a cryostat and aligned to an imaging setup. Large regions of the sample are illuminated by two light sources (typically LEDs) with different wavelengths. One of these sources provides an above-band excitation for the QDs, whereas the second one uses a broadband spectrum to light up the metallic markers, as they reflect the radiation back. The two sources are kept ON at the same time and a charge coupled device (CCD) camera is used to collect images like the one reported in Fig. 5.3a, where both the reflection from the reference structures and the photoluminescence emitted by the QDs are visible at once. Long-pass filters (LPF) – or other combinations of filters [115] – are used in front of the camera to block any unwanted signal from the illumination sources. The recorded images finally undergo an image analysis procedure that allows for the detection of the centers of both the markers and the QDs. The choice of the employed algorithm seems to be the main factor for the final localisation precision, as the locations of the emitters relative to the reference markers have been found with errors ranging from about 50 nm [112] down to below 5 nm when advanced high-resolution techniques have been used [114]. In terms of final accuracy in fabricating nanostructures at the desired positions, alignment errors as low as 40-50 nm have been inferred from the optical measurements performed on the fabricated devices [112, 113, 116]. An additional laser and a
5.1.4 In-situ photolithography

Localisation techniques based on in-situ lithography present an approach that is completely different from the ones described so far, as the detection setup is used not only to locate the emitters and characterise their spectral properties, but also to pattern the structures aligned to them. In the case of in-situ photolithography, the experimental procedure is carried out by focusing two different lasers on the surface of a sample mounted inside a cryostat and coated by a layer of photosensitive negative-tone resist (Fig. 5.3b). The QDs are then excited by the first, above-band laser and the emission signal is monitored as the sample is scanned by piezoelectric stages with few-nm resolution. The investigated QD is aligned to the excitation optical path when the maximal intensity is detected. The second, green laser is then directed on the same spot in order to expose the resist and thus prepare a lithographic mask covering the surface above the chosen QD. The sample is then removed from the optical setup and processed through the remaining fabrication steps. When first proposed [118, 119], the described technique allowed the authors to fabricate only circularly-symmetric micro-pillars (Fig. 5.3c), but it has been improved since then and more complex patterns can now routinely be prepared [47, 120, 121].

The ability to locate QDs without the need for alignment markers enables high levels of localisation precision and values of uncertainties as low as 2 nm have been reported [121]. However, the use of photolithography limits the final size of the exposed features to a few µm due to the diffraction limit (see Sec. 3.1) and it is therefore not suitable for the fabrication of nanodevices. Furthermore, planar geometries prepared by means of in-situ photolithography are yet to be reported.
5.1.5 In-situ cathodoluminescence lithography (CLL)

The resolution limit of photolithography can be overcome by using an electron-beam instead. In this case, the in-situ technique is based on cathodoluminescence (CL), i.e. the luminescence process where emitters are excited by electrons. One of the first experiments where this technique was employed for fabricating photonic devices was reported by Gschrey et al. in 2013 [122], where the authors used a modified SEM equipped with a liquid-He cryostat and connected to a spectrometer. As clearly shown by the work flow illustrated in Fig. 5.4, the main difference in the experimental procedure between in-situ photolithography and CLL is the use of an electron-beam for both mapping and exposing the sample. The achieved localisation errors are comparable to the method presented in the previous section, with values between 20 and 30 nm being reported [123–125]. More interestingly, a statistical analysis on the final alignment between QDs and fabricated structures has been reported by Kaganskiy et al. in ref. [126], where accuracy levels as low as 34 nm have been demonstrated.

One of the key elements of CLL is the use of different doses for the two steps of the procedure [122]. Low dose is used for the CL mapping in order to excite the QDs without exposing the resist, whereas higher deposited energy is used for the e-beam writing to activate the cross-linking process that produces the negative resist mask. As described in Chap. 3, proximity effects cause reduced resolution of the lithographic process and fine optical structures may result heavily distorted, especially when high electron doses are used. Multiple exposures of an electron-beam on the same area as used for this technique can only accentuate these detrimental effects. As reported by Schnauber and co-workers [127], a thorough calibration process of the experimental parameters helps to achieve some level of proximity correction, but deviations from the designed geometry may still occur and affect the final performances of the fabricated devices.

In conclusion, several techniques exist to locate the positions of self-assembled QDs and fabricate photonic structures at the desired locations. Some of them also offer the possibility to spectrally characterise the emitters, thus enabling the fabrication of tailored devices that show improved optical coupling. Table 5.1 presents a summary of the reported state-of-the-art values of the final uncertainties in detecting the QD positions, along with the alignment error in fabricating devices at the desired locations. Noticeably, Table 5.1 shows that high localisation precision does not always correspond to similar high levels of alignment accuracy between emitters and fabricated structures. Possible causes of this difference may be found in systematic errors introduced during the fabrication process or even in intrinsic limitations of the chosen detection technique. The final alignment accuracy is therefore the relevant figure-of-merit and gives a better comparison between
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<table>
<thead>
<tr>
<th>Technique</th>
<th>Ref.</th>
<th>QD detection uncertainty</th>
<th>Final alignment error</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEM with markers</td>
<td>[107]</td>
<td>n.a.</td>
<td>25 nm (inferred from experiment results)</td>
</tr>
<tr>
<td>SEM inspection</td>
<td>[108]</td>
<td>∼ 5 nm (post-fabrication)</td>
<td>n.a.</td>
</tr>
<tr>
<td>PL raster-scan</td>
<td>[109, 110]</td>
<td>&lt; 5 nm (&lt; 0.5 nm with SIL)</td>
<td>∼ 50 nm (inferred from experiment results)</td>
</tr>
<tr>
<td>AFM scan</td>
<td>[111]</td>
<td>13 nm</td>
<td>n.a.</td>
</tr>
<tr>
<td>PL imaging</td>
<td>[63, 111–117]</td>
<td>∼ 4.5 nm</td>
<td>&lt; 50 nm (inferred from experiment results)</td>
</tr>
<tr>
<td>in-situ photolithography</td>
<td>[47, 118–121]</td>
<td>2 nm</td>
<td>&gt; 200 nm (inferred from experiment results)</td>
</tr>
<tr>
<td>in-situ CLL</td>
<td>[122–127]</td>
<td>20-30 nm</td>
<td>∼ 34 nm (measured)</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of the reported state-of-the-art values of QD position uncertainties and alignment accuracy of the fabricated devices. We note that the value of the final alignment error has been usually inferred from the results of optical experiments performed on the fabricated sample and directly measured only in [123].

the different proposed methods.

5.2 Our approach: modified PL imaging

5.2.1 The developed protocol

For the work presented here, we decided to follow the approach based on photoluminescence imaging [113, 114], since it is a method compatible with our fabrication processes. Also, it can achieve low alignment errors without time-consuming raster-scans and it employs relatively simple optical systems. The workflow we followed is illustrated in Fig. 5.5 and consists of four main steps: first, we prepare a reference frame formed by a regular matrix of metallic crosses, fabricated by means of electron-beam lithography, followed by the deposition of 10 nm of Ti and 90 nm of Au. Fig. 5.6a shows an optical microscope image (in dark-field mode) of the final sample, where two sets of reference markers are visible: the central grid (green box) defines the area investigated for locating QDs, whereas the four large structures that are situated at the corners (orange boxes) are the registration markers needed for aligning the lithographic layers necessary for the fabrication of nanostructures. A close-up view of each of the squares forming the central grid is in the SEM image in Fig. 5.6b, where the reference crosses are visible, along with their

Fabrication of reference frame → Image acquisition I: reference markers → Image acquisition II: QD emission → Image analysis

Figure 5.5: Workflow of the localisation technique developed in this work.
Figure 5.6: Reference frame for the µPL method developed during the work for this PhD project. (a) Optical microscope image, acquired in dark-field configuration, of a typical sample prepared for the localisation technique. The macroscopic features constituting the fabricated mask are visible: the grid of reference markers in the center (green box), the structures used for aligning different layers during e-beam lithography and placed at the corners of the image (orange boxes) and the regular grids used to study the distortion level of the acquired images (light blue boxes). (b) SEM image of one of the areas investigated to locate the QDs. The four reference crosses are visible, together with the binary code used for labelling the square. The dimension of the reference markers are also reported.

The sample is then mounted in a µPL setup (sketched in Fig. 5.7a), which consists of a closed-cycle cryostat (Montana Instrument Cryostation) that contains three piezo-stages (Attocube Systems AG) and a microscope objective (Olympus LCPLN100XIR) inside the vacuum space. The temperature is kept at $T \approx 10\,\text{K}$ in every step of the image acquisition. A 780-nm diode laser (Thorlabs) is coupled to the objective through a 10:90 (reflection:transmission) beam-splitter (BS) and provides the light to illuminate the sample surface. After moving the sample into focus, the collected signal is sent to a CCD camera (Andor iKon-M, with a 13.3 x 13.3 mm$^2$ sensor formed by 1024 x 1024 active pixels), positioned such that a surface area of about 60 µm x 60 µm is visible, i.e. each pixel corresponds to a region on the sample of about 59 nm in size. Furthermore, a wide-field (WF) lens is used in the excitation path in order to focus the laser onto the back focal plane of the objective and thus achieve a large illumination area covering the whole square shown in Fig. 5.6b.

The acquisition procedure we developed consists of two steps, which are summarised in Fig. 5.7: first, the reference crosses are imaged and pictures like the one in Fig. 5.7b are collected. Then (Fig. 5.7c), a narrow bandpass filter (BP, FWHM = 935 nm ± 0.5 nm) is placed in the collection path to block the signals from both the GaAs ($\lambda_{\text{GaAs}} \approx 820\,\text{nm}$) and the wetting layer emission ($\lambda_{\text{WL}} \approx 860 - 880\,\text{nm}$, [128]), while letting the light from the QDs through, as depicted in Fig. 5.7d. In fact, the narrow bandwidth of the filter has also the advantage of stopping most of the inhomogeneous emission typical for this type of emitters (see Chap. 2) and hence is used to select just a small part of the full QD ensemble.
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Image analysis algorithms are then used on each image to locate the centers of the markers and of the QDs, respectively. The final positions are finally correlated to find the coordinates of the emitters with respect to the reference frame, an operation made possible by the fact that the stage was not moved in between the acquisition of the two images and the employed integration time was short enough to prevent any relevant drift of the system (typically 1 s for the reference frame and 1 to 10 s for the QDs image). Since the relative distance between the e-beam registration markers and reference crosses is defined by the lithography, the locations of the emitters detected in each square can be rigidly translated into absolute coordinates that can be used for the deterministic fabrication of the photonic nanostructures at the QD positions.

The proposed method is in many aspects similar to the typical procedures based on PL imaging reported in literature, but it presents one very important difference: we use photoluminescence, and not reflection, to image the alignment markers. The reason behind this choice is sketched in Fig 5.8 and is related to the fact that the angle at which light is reflected from the golden reference crosses is dependent on the angle of the incoming light. As small misalignment angles are unavoidable, the position of the markers detected on the image plane will likely be misplaced with respect to the real one, thus introducing a detection error that eventually lowers the final alignment accuracy. We tested this by monitoring the positions of 4 QDs over time and after purposely misaligning the LED light source [129]. The results of these tests are presented in Fig. 5.8 and show that offsets of up to ≈150 nm can be detected, especially when the optical setup is aligned again after exchanging the investigated sample (cf. QDs number 3 and 4). In order to avoid such large errors, we implemented an illumination protocol based on the photoluminescence from the substate, corresponding mainly to the emission from the GaAs bandgap. This new illumination method is operationally achieved by placing a 800-nm long-pass filter (LPF) in the collection path, which blocks the reflected radiation from the above-band excitation laser but lets the fluorescence signal from the sample pass through. As sketched in Fig. 5.8b, in this configuration the emission originates from the material, resulting in an illumination that is independent from the angle of the incoming excitation light and, most importantly, always normal to the sample surface. This new implementation therefore ensures that the detected images always coincide with the real positions of the reference markers, which are now formed by dark crosses on a bright background since the metal blocks the GaAs emission (as shown in Fig. 5.7b).

5.2.2 Further considerations on setup and sample designs

Whilst the different choice on the light source is the main distinction and improvement compared to other localisation methods based on PL imaging, other aspects of the employed optical setup and designed samples have been analysed and optimised. The resulting considerations will be discussed in the following pages.

Design of the reference grid

The design of the reference markers is an important part for the correct detection of their position. In terms of shape, the markers have to be easily recognisable in the acquired images and yet present simple geometries to facilitate the analysis algorithm. Furthermore, the size of their features have to be well-above the value $d_{DL}$ set by the diffraction limit

$$d_{DL} = \frac{\lambda}{2 \cdot NA}$$

(5.1)

The contributions from wetting layer and QDs are of course also present, but hidden by the much more intense emission from the GaAs bandgap.
Figure 5.7: Schematic representation of the optical setup and the operational steps of the developed location technique. (a) After fabrication of reference markers, the sample is mounted in a close-cycle cryostat customised with three piezo-stages and a microscope objective mounted inside the vacuum chamber. An above-band excitation laser is coupled via a 10:90 beam-splitter (BS) to the objective, while a wide-field lens (WF) focus the beam onto its back focal plane in order to illuminate a wide area of the sample. The fluorescence from the substrate is then collected into a CCD camera, after passing through a long-pass filter (LPF) that blocks the reflected radiation of the excitation laser. (b) The acquired images of the reference markers, consisting in four dark crosses and a bright background. (c) The imaging of the QDs is performed by placing a narrow band-pass filter (BP) in the collection path, which blocks all the fluorescence signal from the GaAs bandgap while letting through the light emitted from the QDs. (d) In the collected images, the QDs are visible as bright spots on a dark background.

where NA is the numerical aperture of the collection lens. In our experiments, where we used a microscope objective with $NA = 0.85$ and wavelengths ranging between $820 \text{ nm}$ and $950 \text{ nm}$, eq. (5.1) gives values in the range $d_{DL} \approx [482;559] \text{ nm}$, which corresponds to about 9 pixels of the field-of-view (FoV). Different designs have been tested, but the simple four-armed crosses shown in Fig. 5.6b resulted in the best choice to easily fulfil the aforementioned requirements. Furthermore, the chosen dimensions (line width = 1.5 $\mu$m and total length = 10 $\mu$m) offer a good compromise between resolvable features and leaving enough space available for the fabrication of
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(a) Imaging method via reflection

Real position ← Detection error ← Detected position

Image plane

(b) Imaging method via substrate photoluminescence

Real position ← Detected position

Image plane

Figure 5.8: Effects of the illumination method on the detected positions. (a) When the acquired image is generated by reflecting the excitation light, small angles $\theta$ in the incoming radiation cause a shift in the position of the detected features. (b) In the case when the substrate photoluminescence is used as light source, no detection error is present because the illumination is always normal to the surface of the sample. Change in the (c) x- and (d) y-coordinates of QD locations measured relative to markers for different positions of the light source. (c) and (d) adapted from [129].

nanostructures, especially for the large ones, such as photonic crystal waveguides.

Fig. 5.6a shows an example of the typical grid of reference markers investigated throughout this project, which consists of 13 rows by 13 columns, i.e. 169 squares to analyse for locating QDs. It is therefore important to use labels to avoid mistakes in identifying the area under study at any given time. The considerations for the marker design are of course also valid for the labels. Instead of the alphanumeric name typically used [113–116], we decided to use a binary code to identify the row and column number. An example of the employed labels is visible in Fig. 5.6b and it is formed by a series of golden boxes with dimensions 0.5 µm x 1 µm and oriented along different directions: the rectangles extending horizontally identify the character "0", while the vertical ones correspond to "1". Following these rules, for example, the square shown in Fig. 5.6b is labeled "00001, 00011", corresponding to "Row 01 (upper line of the label), Column 03 (lower line)". Once again, the choice of location and size makes these structures large enough to be easily detectable and identifiable in each acquired image (cf. Fig. 5.7b), without using up too much space on the surface of the sample.
Figure 5.9: Structures used for distortion analysis. (a) Overview of the four different fabricated patterns: structures 1 and 2 consist of regular grid of straight lines, whereas structures 3 and 4 are regular matrices of crosses. The redundancy present in the mask enables the distortion analysis also in presence of debris left from the fabrication process. (b) Analysed image of structure 2. Each intersection between lines has been detected and marked with a red dot. Yellow dotted lines represent linear fits of each row and column of the grid. Inset: Coloured map of the calculated local deviations of the distance $\Delta x$ from the average value.

### Distortions and aberrations

As already mentioned in Sec. 5.1.3, the main source of errors for the type of detection procedure presented in this work consists of the distortions produced by the optical aberrations affecting the optical system. Small surface imperfections in the components of the imaging setup are the main origins of such anomalies, which therefore cannot be completely removed. However, the distortions they cause on the recorded images can be corrected if the real geometry of the depicted structure is known. In order to analyse these effects in our setup, we implemented a series of grids of different shapes, of which four copies were always fabricated on the sample along with the reference grid (light blue boxes in Fig. 5.6a). Fig. 5.9a shows an SEM image of the chosen geometries, which consist of a couple of grids of solid lines (structures 1 and 2) and two regular matrices of crosses (3 and 4). Despite the different constituting elements, each structure can be inscribed in a square with an edge of 80 µm, thus ensuring that they fill completely the FoV of our CCD camera and allowing for a thorough study of the entire imaged area. Moreover, even though we focused on only one of these grids in each investigation, the presence of many copies makes sure that the distortion analysis can also be performed in the presence of imperfections introduced by the fabrication process, like the debris left by a defective lift-off shown in Fig. 5.9a.

The most commonly used grid is that identified by number 2 in Fig. 5.9a. It is formed by lines with a width of 1 µm and separated by 5 µm. The resulting distance between the centers of consecutive lines is $\Delta x = \Delta y = 6\mu$m, for both columns and rows respectively. The presence of any distortion in the recorded image can then be detected by locating the center of each intersection to
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Figure 5.10: Histogram of the calculated distances between consecutive intersections of the lines constituting the grid for distortion analysis. The fitted normal distributions along with the calculated mean values and standard deviations are also shown.

calculate the values of $\Delta x$ and $\Delta y$ and compare them with the designed one. Fig. 5.9b shows an example of an image we typically acquire for this study, where each intersection has been located\(^b\) and marked by a red dot. The inset in Fig. 5.9b reports a coloured map of the resulting $\Delta x$ residuals, i.e. the difference between the average line separation $\bar{\Delta x}$ and each calculated $\Delta x$ (similar maps can be built for $\Delta y$). The plot shows that large deviations from $\bar{\Delta x}$ are mainly found at the edges of the FoV, suggesting that the reference crosses should be positioned towards the central area of the image to ensure higher accuracy. Based on similar findings from other investigated samples, we designed the reference grid with crosses that are 40 $\mu$m apart (distance center-to-center), i.e. about 10 $\mu$m from each edge of the FoV. We further investigated the effects of aberrations by calculating the mean values and the standard deviation of the calculated values of $\Delta x$ and $\Delta y$. As shown by the histogram plotted in Fig. 5.10, $\bar{\Delta x}$ and $\bar{\Delta y}$ well overlap within the errors and hence we can safely assume that no large spatial distortions can be measured in the images we proceed to acquire for QD localisation purposes.

**Effects of the band-pass filter**

In the presented localisation method, the acquisition of the two different types of images (i.e. QDs and reference markers) is made possible by flipping a narrow band-pass filter in and out of the collection path. Such a movable component may introduce an offset in the collection path and hence introduce a systematic displacement between the detected position of markers versus emitters. We therefore set out to characterise the effects of the BP filter and we did so by comparing positions of QDs located with and without the optical element placed in the collection path (for this test, a 900-nm long-pass filter was used instead of the 800-nm one in order to block out the intense emission from GaAs bandgap and wetting layer [129]). The histograms of the changes in both x- and y-coordinates of the detected QD positions are shown in Figs. 5.11a and b, respectively, and mean values and standard deviations were extrapolated by fitting a Gaussian distribution to both datasets. As presented in Fig. 5.11, the measured offsets are randomly distributed around zero, with mean values of 0.09 pixels (corresponding to $\approx 5.4$ nm) and -0.02 pixels ($\approx -1.2$ nm) for x- and y-coordinates, respectively. The standard deviations were found to be just below 30 nm (i.e.

\(^{b}\)We located the center of each intersection by employing the same algorithm that was used to identify the center of the reference markers. We refer the reader to the next section for a detailed description of it.
about 0.5 pixels) for both datasets, which is a value smaller than the alignment errors presented in Table 5.1 and which can therefore be deemed acceptable for our application.

To further improve the final accuracy, we developed another localisation protocol that makes use of the ability to electrically control the photoluminescence of QDs. When embedded in a p-i-n diode, in fact, the QD emission can be "switched ON and OFF" by applying a voltage across the sample. Such an effect is caused by the built-in field across the structure (cf. Chap. 2) that results in high probability for the photo-generated carriers to tunnel out from the QDs, which then produce no emission. By applying a bias voltage to the sample, however, the energy bands can be tilted and the tunnelling rates reduced, thus increasing the radiative recombination probability of the carriers [130]. We exploited this effect to image the references crosses and the QDs independently, without the use of the band-pass filter. The improved protocol is based on the same two-step imaging procedure previously described. A 900-nm long-pass filter is placed in the collection path to block the strong emission from the GaAs bandgap and hence the illumination for the images with reference markers is now provided by the emission from the wetting layer, which presents a tail end at wavelengths longer than the filter cut-off. The switch between the two types of collected images is performed by tuning the applied voltage \( V \), with the reference markers imaged at \( V = 0 \) V and the QDs becoming visible at \( V = 0.5 \) V. No changes are necessary in the image analysis algorithm. Even though the images collected with the new modified protocol present a slightly lower signal-to-noise ratio that causes a small decrease in the overall detection precision (as we will present in the following pages), the final alignment accuracy may benefit from the removal of a moveable optical element that causes a systematic shift.

5.3 Image analysis procedure

Along with the imaging setup, the core of the localisation protocol developed during this PhD project consists of the algorithm used to perform the image analysis and detect the centers of reference markers and QDs. The code that is at the heart of the localisation method has been written in MATLAB and built in such a way that it can be run to automatically analyse batches of images. Any type of sample can be investigated, given that the requirements previously discussed have been fulfilled. In this section the main parts of the procedure will be described and the final results for the achieved detection precision will be presented for two different samples, one having QDs growth at the center of a membrane of intrinsic GaAs and one with the emitters embedded.

Figure 5.11: Detected change of (a) x- and (b) y-coordinates caused by the presence of the band-pass filter placed in the collection path. The fitting normal distributions along with the calculated mean values and standard deviation are also shown. Adapted from [129].
in a p-i-n diode (hereafter, these two samples will be denominated undoped and doped sample, respectively).

**Step 1: Background and image correction**

The first step of the analysis algorithm consists of applying corrections to the acquired images in order to prepare them for the subsequent analysis. Distortion correction is performed at this stage in order to remove any possible artefacts from the images. The analysis on the effects of aberrations in our imaging system has shown that advanced procedures are not necessary, but we can still improve the quality of the images by performing the following steps.

Fig. 5.12a shows a typical example of a camera image of the reference markers. Two main features are noticeable: (i) the spatial non-uniformity of the background intensity and (ii) the wrong orientation of the reference grid, as indicated by the position of the binary label (cf. Fig. 5.6b). Both effects are ascribed to the optical elements in our setup; the Gaussian profile of the excitation

---

**Figure 5.12:** Schematic representation of the first step of the analysis algorithm. The acquired raw image (a) presents a background with a non-uniform intensity distribution, which can be corrected for by subtracting the average over 5 images of the sample surface with no visible structures (b). (c) Final intensity map of the square under investigation, after rotation correction and image inversion. If necessary, image filtering can also be performed.
beam results in a Gaussian distribution of photoluminescence intensity of the substrate and the lenses and mirrors placed in the setup flip and rotate the final image collected at the CCD camera. We solve these issues by implementing two different steps in the developed code: first, the background correction is performed by subtracting a background image, obtained by averaging over 4-5 images of different areas of the sample where no fabricated structures are visible (cf. Fig. 5.12b). To achieve the best results, it is important that these reference images are acquired by using the same parameters (e.g. excitation power and integration time) as the ones used for the crosses. The background-corrected images are then mirrored and rotated in order to obtain the real orientation of the reference square. The analysis of the distortion grids provides an estimate of the rotation angle, which is obtained by a linear fit of the detected intersection centers for both rows and columns (indicated as yellow dotted lines in Fig. 5.9b). Finally, the colours of the rotated image are inverted to generate an intensity map with bright features on a darker background, which facilitates the image analysis. The final result of this first main step is shown in Fig. 5.12c. From our experience, a signal-to-background ratio of about 500 is already enough for obtaining nm-level precision in the final detection of the QD locations.

**Step 2: Analysis of reference crosses**

The corrected image (reproduced again in Fig. 5.13a) is now ready for the analysis to locate the center of the reference markers. Each cross is then cropped from the image and studied independently by following the procedure schematically illustrated in Fig. 5.13. The considerations behind the developed algorithm are similar to the ones used in raster-scanning techniques, i.e. higher final detection precision is possible by performing multiple scans of the same object. This is implemented in the present procedure by fitting multiple cross-sections of each arm of the marker. By doing so, their central axis can be found and therefore also the center of the cross \((x_{c}, y_{c})\), calculated as the intersection of each arm.

Fig. 5.13c plots the values of collected intensity along the red line marked in the cropped image shown in Fig. 5.13b and is a typical cross-section for any of the rows or columns. Even though the background correction causes some fluctuations at both ends of the cross-section, the signal corresponding to the arm of the cross is clearly visible as a central wide peak and can be fitted with the function [131]

\[
y(x) = A \cdot \frac{\text{erf} \left( \frac{1}{\sqrt{2}\sigma} \left( x_{c,i} - \frac{d}{2} - x \right) \right) - \text{erf} \left( \frac{1}{\sqrt{2}\sigma} \left( x_{c,i} + \frac{d}{2} - x \right) \right)}{\text{erf} \left( \frac{1}{\sqrt{2}\sigma} \left( -\frac{d}{2} \right) \right) - \text{erf} \left( \frac{1}{\sqrt{2}\sigma} \left( \frac{d}{2} \right) \right)} + B \cdot x + C. \tag{5.2}
\]

The fitting function in eq. (5.2) is the result of the convolution between a one-dimensional Gaussian \(g(x) = \exp(-x^2/2\sigma)\) and the rectangular function \(\Pi(x)\)

\[
\Pi(x) = \begin{cases} 
1, & -\frac{d}{2} \leq x \leq \frac{d}{2} \\
0, & x > \frac{d}{2} 
\end{cases}, \tag{5.3}
\]

with \(d\) the designed value of the arm width. Furthermore, in eq. (5.2), \(\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^2} dt\) is the error function, the parameter \(A\) is the amplitude of the fitting function, while the linear term \(B \cdot x\) and the constant \(C\) account for any spatial-dependent background contribution that was not completely removed during the first step of the analysis procedure. The central position of the arm in the \(i\)th cross-section \(x_{c,i}\) is evaluated as one of the fit parameters in eq. (5.2) and its uncertainty is calculated as half of the 95.4% confidence interval (i.e. 2 standard deviations) calculated from the fit.
Figure 5.13: Schematic illustration of the procedure to detect the center of the reference markers. (a) Corrected image, starting point of the analysis. (b) Cropped area around one of the reference crosses. The red line marks one of the horizontal cross-sections fitted to find the x-coordinate of the center of the marker. (c) Plot of the detected counts along the pixels marked by a red line in (b). The blue dots show the data, while the red curve indicates the result of the fit performed to extrapolate the value of center $x_{c,i}$ (indicated by the black dashed line). (d) The coordinates $(x_{Xc}, y_{Xc})$ of the marker center (red dot) are evaluated by linearly-fitting all the values of $x_{c,i}$.

The fitting routine is looped for each cross-section in the selected regions of the cropped image, resulting in a series of different values for $x_{c,i}$. The final coordinates $x_{Xc}$ and $y_{Xc}$ are then obtained from the weighted average of the evaluated $x_{c,i}$, calculated over the analysed rows and columns respectively. Thanks to the initial rotation correction of the image, the reference cross is aligned to the axes of the intensity map and therefore averaging over all the relevant cuts correspond to a linear fit of each of the marker’s arm (Fig. 5.13d).

Repeating the full fitting procedure for each of the four markers allows one to find the coordinates of their centers, expressed in terms of pixels of the image. This unit is however not useful for the alignment of different lithographic steps and it is therefore converted into µm, a trivial operation as both designed and imaged values of the markers locations are now known. In the same step, moreover, the origin of the reference frame is translated to the center of the lower-left cross in order to give a more realistic view to each map. The final result for the analysis of the reference crosses is shown in Fig. 5.14a, where the red dot marks the detected center position of the marker, expressed in real units of length.
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Figure 5.14: Results of the procedure to locate the reference markers. (a) Analysed intensity map with the detected positions of the crosses marked by red dots. (b) Histograms of the evaluated uncertainties of the x- and y-coordinates of the markers positions on the undoped sample. The fitted normal distributions and evaluated mean values are also reported. (c) As in (b), but for the doped sample.

The final uncertainties on the detected positions ($\delta x$ and $\delta y$) are calculated by propagating the values obtained from the cross-section fits. The histograms in Fig. 5.14b and Fig. 5.14c report the distributions we obtained on the two types of sample under investigation. Markers on the undoped sample (Figs. 5.14b) have been located with uncertainties $\leq 3$ nm for both x- and y-coordinates, whereas the locations found on the doped sample (Figs. 5.14c) present a slightly lower level of precision. This difference is probably caused by the different illumination method used in the latter case, which results in a lower signal-to-background ratio. Nonetheless, the values of the final detection errors are still comparable with state-of-the-art PL imaging techniques [114].

**Step 3: Analysis of QDs**

The third main part of the analysis algorithm concerns the QD positions and starts with the correction of any rotation (and, if necessary, also distortion) in the second type of acquired images (Fig. 5.7d). It is important to use the same operations as performed for the analysed image of the corresponding reference markers, in order to maintain spatial overlap between the two maps. No
background correction is necessary as it is already blocked by the LPF, as visible in the intensity map shown in Fig. 5.15a. The image under analysis is then thresholded\(^5\) and filtered in order to remove QDs that are too dim and too close to the edges of the FoV. A selection of the regions-of-interest (ROIs) is performed to limit the detection analysis to only bright spots that are well separated and have reasonable dimensions when compared to the diffraction limit expressed in pixels (usually, between 10 and 20 pixels in diameter). Each ROI is centred at the centroid of the selected spot.

Fig. 5.15b shows an example of the intensity distribution of the QD luminescence in each ROI. As expected from emitters with dimensions smaller than the diffraction limit, the pattern of the detected emission can be described by an Airy disk and, in the cases of in-plane dipoles parallel to image plane, the location of the point source correspond to the position of the detected maximum [133]. Since these requirements are fulfilled by the QDs in our samples, the coordinates of their location \((x_{\text{QD}}, y_{\text{QD}})\) can be found by fitting each ROI with a two-dimensional Gaussian, which approximates the Airy pattern fairly well and has the functional form

\[
g_{2D}(x, y) = A \cdot \exp \left( - \left( \frac{(x - x_{\text{QD}})^2}{2\sigma_x^2} + \frac{(y - y_{\text{QD}})^2}{2\sigma_y^2} \right) \right) + B \cdot x + C \cdot y + D, \tag{5.4}
\]

where \(A\) corresponds to the maximum intensity in the ROI and the two linear terms \(B \cdot x\) and \(C \cdot y\) and the constant \(D\) account for the background. The parameters \(\sigma_x^2\) and \(\sigma_y^2\) are the standard deviations of the 2D Gaussian along the \(x\)- and \(y\)-direction respectively, and are in general considered not equal as small asymmetries may be present.

The uncertainty on the detected location of the QD center can be estimated more precisely than by just halving the confidence interval calculated from the fit, if the point spread function describing the fitted intensity distribution and the pixel width are known, as discussed in [133]. In the reported work, the authors proposed a more reliable formula for the variance of the detected

\(^5\)Thresholding is an operation used in digital image processing where pixels below (above) a set threshold value of intensity are replaced by black (white) pixel [132].
positions of single-molecules, which reads

\[
\sigma_{\text{tot},x}^2 = \frac{\sigma_{\text{tot}}^2}{N} \left( \frac{16}{9} + \frac{8\pi \sigma_{\text{tot}}^2 b^2}{Na^2} \right),
\]  

(5.5)

where the subscript \(x\) indicates that it is calculated for the \(x\)-coordinate, but the same functional form can be used for the \(y\)-coordinate as well. In eq. (5.5), \(\sigma_{\text{tot}}^2 = \sigma_x^2 + a^2/12\), where \(a^2\) is the pixel area. Since the investigated intensity distribution is written in terms of pixels, we set \(a^2 = 1\). The parameter \(N\) describes the total number of photons emitted by the QD and corresponds to the volume under the 2D Gaussian, i.e. \(N = 2\pi A\sigma_x\sigma_y\). Finally, the variable \(b^2\) indicates the background level of the analysed region, which can be set to \(b^2 \approx D\) as the linear terms of the fit are usually much smaller than the constant value. As all the parameters in eq. (5.5) are known, the uncertainty on the detected QD location can be calculated as \(\delta x = \sqrt{\sigma_{\text{tot},x}^2}\).

The two-dimensional fitting routine is repeated for all the selected ROIs and the coordinates of all the QD centers are thus found and marked on the analysed image, as shown in Fig. 5.16a,

Figure 5.16: Results of the procedure to locate the QDs. (a) Analysed intensity map with the detected QD locations marked with red crosses. The emitters are also numbered from the brightest to the dimmest. (b) Histograms of the evaluated uncertainties of the \(x\)- and \(y\)-coordinates of the QD locations on the undoped sample. The fitted normal distributions and evaluated mean values are also reported. (c) As in (b), but for the doped sample.

\[
\delta x = 0.5 \text{ nm} \quad \delta y = 0.5 \text{ nm}
\]

\[
\delta x = 0.7 \text{ nm} \quad \delta y = 0.7 \text{ nm}
\]
Figure 5.17: Schematic illustration of the effect of rotation angles between the image and the real reference frame. (a) The coordinates of the QD locations evaluated from the 2D Gaussian fits are based on the reference frame of the image (blue). If the real frame formed by the crosses (red) is not aligned to the image, the true coordinates differ from the detected one. (b) The erroneous set of coordinates found from the image analysis leads to the fabrication of the devices at the wrong position. In both images, the labels of the crosses help to identify them: LL = lower-left, LR = lower-right, UL = upper-left and UR = upper-right.

where the located emitters are also numbered from the brightest to the dimmest. A statistical analysis of all the calculated uncertainties shows that the average value is $\leq 0.7\, \text{nm}$ for both doped and undoped samples, as illustrated in Figs. 5.16b and c. Such low error is an order of magnitude smaller than the value reported in current state-of-the-art techniques [114], which can be achieved thanks to the higher signal-to-background ratio possible with the 2-steps acquisition approach we developed.

**Step 4: Correlating QD image to reference markers**

The coordinates of the QD positions resulting from the fitting routine performed in the previous step are defined in terms of pixels and with respect to the lower-left corner of the FoV. Similar to the markers, a conversion of units is required in order to use the QD locations for the deterministic fabrication of photonic nanostructures. Therefore, the coordinates of the QD centers calculated in the reference frame of the image ($x_{QD,\text{image}}, y_{QD,\text{image}}$) must be translated into the real reference frame of the sample ($x_{QD,\text{real}}, y_{QD,\text{real}}$). Such transformation has to be cautiously performed to avoid any introduction of systematic errors that will lower the final alignment accuracy. In general, simple rigid translations along the x- or y-direction are not enough because small rotation angles may exist that could cause a large final misalignment, as illustrated in Fig. 5.17. In fact, when the two reference systems are rotated by an angle $\theta$, the coordinates found from the fitting routine (in blue in Fig. 5.17a) do not correspond to the ones measured in the frame of the crosses (in red), even when the origins of the two sets of axes overlap. During the preparation of the subsequent lithographic layers (Fig. 5.17b), the erroneously detected locations of the emitters will cause alignment errors with respect to the fabricated devices. For example, with $\theta = 1^\circ$, a QD detected at $x_{QD,\text{image}} = 5\, \mu\text{m}$ is actually located at $x_{QD,\text{real}} \approx 4.913\, \mu\text{m}$ with respect to the reference cross, an error along the x-direction of $\approx 87\, \text{nm}$.

A rotation correction in the investigated images is already implemented as one of the first steps of the analysis algorithm, but it provides only a coarse adjustment as its main purpose is to
align the arms of the crosses to the axes of the intensity map. A finer correction is subsequently implemented when the coordinates of the QDs are mapped to the fabricated markers and it is operationally achieved by performing the following geometrical transformation

\[
\begin{pmatrix}
    x_{QD,\text{real}} \\
    y_{QD,\text{real}}
\end{pmatrix} = R_{\theta} \begin{pmatrix}
    x_{QD,\text{image}} - x_{\text{LL}}^{UL} \\
    y_{QD,\text{image}} - y_{\text{LL}}^{UL}
\end{pmatrix},
\]

where \( R_{\theta} \) is the rotation matrix and the coordinates \((x_{\text{LL}}^{UL}, y_{\text{LL}}^{UL})\) are the coordinates (in pixels) of the lower-left reference marker, labelled LL in Fig. 5.17. Eq. (5.6) describes an initial translation of the origin of the reference frame to the coordinates of LL, followed by a rotation of all the points by an angle \( \theta \). The cosine and sine of rotation angle \( \theta \) can be calculated as

\[
\begin{align*}
\cos \theta &= \frac{y_{\text{UL}}^{UL} - y_{\text{LL}}^{UL}}{\sqrt{(x_{\text{UL}}^{UL} - x_{\text{LL}}^{UL})^2 + (y_{\text{UL}}^{UL} - y_{\text{LL}}^{UL})^2}}, \\
\sin \theta &= \frac{x_{\text{UL}}^{UL} - x_{\text{LL}}^{UL}}{\sqrt{(x_{\text{UL}}^{UL} - x_{\text{LL}}^{UL})^2 + (y_{\text{UL}}^{UL} - y_{\text{LL}}^{UL})^2}},
\end{align*}
\]

with \((x_{\text{UL}}^{UL}, y_{\text{UL}}^{UL})\) the coordinates of the center of the upper-left cross (UL in Fig. 5.17). Combining eqs. (5.7) and eq. (5.6) results in a system of equations formed only by values detected from the previous steps of the algorithm and, when solved, provides the correct location of the detected QDs with respect to the fabricated reference frame. Finally, the unit conversion from pixel to \( \mu \text{m} \) is used to obtain the coordinates in real-world units. Fig. 5.18a depicts the final result of the localisation algorithm, where the detected locations of the QDs are marked and overlapped with the found positions of the reference markers.

The overall final detection precision is calculated by propagating the uncertainties of all the parameters that appear in eq. (5.6). Although several variables with errors are involved, the initial low uncertainty levels obtained from the detections of crosses and QDs result in an overall high precision, as shown in Figs. 5.18b and c: the average uncertainty obtained for the undoped sample is \( \delta = 4.9 \text{ nm} \), whereas \( \delta = 9.2 \text{ nm} \) for the doped one.
5.4 Final characterisation of the alignment accuracy

The uncertainties of the QD locations found via the algorithm developed during this PhD project are comparable to those obtained by current state-of-the-art techniques, as reported in Table 5.1. However, the truly relevant figure-of-merit for the deterministic fabrication of photonic nanostructures about the positions of the QDs is the final alignment accuracy. In order to characterise this parameter for the method we proposed, we fabricated nanobeam waveguides (NBWs) on both undoped and doped samples, centred at pre-selected locations of the emitters and oriented along the x- and the y-direction of the reference grid (as shown in Fig. 5.19a and b). The nanostructures have a rectangular cross-section with widths ranging from 288 nm to 631 nm on the undoped sample and of 300 nm on the doped one. Photonics crystal waveguides (PhCWs) (Fig. 5.19c) were also fabricated on the same chips, by removing one row of holes from photonic crystals with a triangular lattice, hole radii ranging from 71 nm to 76 nm and lattice constants from 233 nm to 247 nm. In this case, however, the devices were placed in such a way that the emitters would sit at different positions within the unit cell and hence at different distances from the nearest surface.
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Using µPL measurements we confirmed that 46 out of 48 NBWs fabricated on the undoped sample contained the pre-selected emitter and thus resulting in a yield of about 96%. The same investigation performed on the doped sample showed 27 successfully fabricated NBWs out of 29 (a yield of 93%). This initial characterisation was also performed on the PhCWs, while also monitoring the distance QD-to-vertical surface to study possible effects due to the higher complexity of the geometry. The results of this investigation are shown in Fig. 5.20 and summarised in Table 5.2. Whilst no QDs were found in only 4 PhCWs (1 on the undoped sample and 3 on the doped one) out of all the structures designed to have one emitter at different positions along the axis parallel to the propagation direction (Fig. 5.20a), some correlation between QD positions in the unit cell and yield appears in Fig. 5.20b. The plot shows that less emitters could be detected in areas close to the holes of the photonic crystal; more specifically, when located closer than 100 nm to the nearest vertical surface, especially on the doped sample (Table 5.2). Such behaviour can be explained by the detrimental effects caused by surface states, which lower the quantum efficiency of the emitters, as discussed in previous chapters. In particular, on the doped sample the presence of a surface potential generates a local depletion of free charges that results in a reduction of the electrical conductivity [134]. The applied voltage is therefore less effective in reducing the built-in field and the radiative recombination stays low [130]. In contrast, no built-in field is present in the
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Figure 5.20: Dependence of the fabrication yield on the designed QD position in the unit cell of the PhCWs: (a) along and (b) perpendicular to the propagation direction, as shown in the respective panels on the right. The distance to the nearest hole, calculated for average values of lattice constants and hole radii used, is also shown.

<table>
<thead>
<tr>
<th>Distance QD vs. nearest surface</th>
<th>Yield undoped sample (successful/total)</th>
<th>Yield doped sample (successful/total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 100 nm</td>
<td>97% (34/35)</td>
<td>94% (47/50)</td>
</tr>
<tr>
<td>≤ 100 nm</td>
<td>80% (12/25)</td>
<td>44% (15/34)</td>
</tr>
</tbody>
</table>

Table 5.2: Results of the first characterisation of the deterministic positioning technique. Lower yield is measured for QDs located at less that 100 nm from the nearest surface, especially on the doped sample.

Undoped wafer and the embedded QDs are ‘always ON’ as they do not necessitate any bias, thus explaining the different yields measured in the two types of investigated sample.

A more quantitative characterisation of the alignment error between the QDs and nanostructures was performed by imaging the luminescence generated from the nanobeam waveguides, as shown in Fig. 5.21. We followed the same two-step approach described above and acquired one set of images for the detection of reference markers and centers of the NBWs and another one
Figure 5.21: Schematic description of the characterisation of the deterministic fabrication of nanostructures. (a) Example of the intensity map analysed for the characterisation of the technique. The positions of the reference markers are detected by following the same localisation steps used before. (b) Cross-section on one of the NBWs displayed in (a), taken along the red line. Only cross-sections in the red-shaded areas marked in (a) are investigated. In the plot, the blue dots are the counts detected at each pixel of the CCD camera, whereas the red curve is the result of the fit. The center of the waveguide Wg is marked by the green dashed line. (c) ROI about the QD embedded in the NBWs. The right and low panels present 1D cut along the coordinates of the located center, marked by the red dot in the 2D map. The inset on the lower right corner shows a 2D plot of the calculated residuals. (d) False-color µPL image of the NBW and embedded QD. The edges and center of the nanobeam Wg are marked by dashed lines (black and green, respectively), whereas the QD emission is shown in blue, with the center marked by the red dot and the relative misalignment indicated by Δ.

for the central position of the QDs. Although the widths of the nanostructures are smaller than the diffraction limit of our optical setup and they appear blurred in the intensity map, they still present a fairly visible Gaussian profile as shown by the central peak in Fig. 5.21b. The two side peaks are caused by the light scattered from the external edges of the trenches next to the suspended nanobeam. As for the markers analysis, a selection of cross-sections (red-shaded areas
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Figure 5.22: Final results of the evaluated alignment accuracy. (a) Measured misalignment distribution between the QDs and the center of a nanobeam waveguide for the undoped sample. The mean and standard deviation are also shown. (b) The same as in (a), but for the doped sample.

in Fig. 5.21a) were fitted with the sum of three Gaussians in order to extrapolate the position of the central peak $W_g$, with the uncertainties calculated as half of the 95.4% confidence interval from the fit. The weighted average of each position was finally calculated to find the center of the investigated nanostructure. Specifically, only x-coordinates (y-coordinates) were considered for NBWs aligned along the y-direction (x-direction) due to the corresponding orientation of the fitted cross-sections.

The location of the QD centers were found by fitting the intensity distribution of the photoluminescence from a small area around the emitter. A skewed two-dimensional Airy function was used to account for the shape of the emission pattern, which appears somewhat elongated due to the geometry of the hosting nanostructure. An example of the analysed area is reported in Fig.5.21c, where the plot of the residuals confirms that the fitting function describes fairly well the analysed pattern.

The final misalignment $\Delta$ between the central axis of the NBWs and the center of the QDs (marked as a red dot in Fig. 5.21d) can then be quantified by subtracting the values of analogous coordinates. Histograms of the obtained $\Delta$, calculated both for undoped and doped sample, are plotted in Fig. 5.22, along with the fitted normal distribution. For the devices fabricated on the undoped sample, we found an average systematic alignment error of 9 nm that we attribute to a rigid shift introduced during the fabrication procedure. We note, however, that this value is well below the overlay alignment accuracy that the employed electron-beam lithography system can achieve (i.e. 15 nm, from specifications). The standard deviation of the distribution represents a more valuable quantity, as it describes the random errors related to the deterministic positioning technique we developed. The value we found for the undoped sample is 46 nm and is comparable with the accuracies reported in Table 5.1. The results of the analysis of the devices fabricated on the doped sample are shown in Fig. 5.22b and reveal a vanishing average systematic shift. More excitingly, the random alignment error obtained on the doped sample is 33 nm, more than 10 nm smaller than what was measured on the other sample. Such result confirms that the absence of the moving band-pass filter improves the final accuracy of the developed method, to a level smaller than what reported in several other works (cf. Table 5.1) and thus proving the effectiveness of the localisation technique developed during this PhD project.
5.5 Conclusions

In the present chapter, the localisation technique developed during the work of this PhD project has been described. It is based on a modified photoluminescence imaging approach that exploits the substrate emission, instead of the reflection of the illumination light, to collect images of the reference markers. The different approach prevents any systematic errors in the detection of the features on the investigated chip. A second image is then acquired, depicting the photoluminescence emission from the QDs as circular bright spots on a dark background. An image analysis algorithm has then been developed for locating the centers of markers and emitters and to correlate them to find the positions of the QDs in the reference frame used for the fabrication of further e-beam lithographic layers. We presented a statistical analysis on the detection precision, where location uncertainties as low as ≈ 5 nm have been reported. Most importantly, we performed the characterisation of the deterministic positioning of nanostructures about the pre-located QD positions and we discussed the results in this chapter. Excitingly, the statistical analysis of the alignment accuracy of the fabricated devices have shown random errors smaller than 50 nm, which demonstrates that the developed approach enables a reliable and deterministic fabrication of nanophotonic devices based of self-assembled QDs, which is a necessary step towards the integration of advanced quantum optics experiments on solid-state systems.
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First applications of the localisation technique

The two-step photoluminescence protocol we developed allows for precise mapping of the locations of self-assembled QDs onto a reference frame. More importantly, we were able to fabricate photonic nanostructures about pre-selected locations with alignment errors smaller than 50 nm. These results prove we now have the tools to overcome the issue of random growth that affects Stranski-Krastanov QDs and to finally enable a more deterministic implementation of this type of emitters. The newly acquired knowledge over the spatial position, for example, can be exploited to reliably address single QDs and systematically investigate their spectral properties. The ability to collect such information before the fabrication of any device facilitate the fabrication of photonic nanostructures that are spectrally well-coupled to the embedded emitters. In this chapter, we present two studies that constitute our first attempts to make use of these new possibilities: we first monitored how the fabrication procedure affects the spectral properties of QDs (Sec. 6.1) and then we integrate the emitters in PhCWs to deterministically control the light-matter interaction (Sec. 6.2).

6.1 Characterisation of spectral changes due to fabrication

As already discussed in previous chapters, the solid-state nature of self-assembled QDs makes them very sensitive to their immediate environment; their spectral properties for example are strongly affected by the presence of charges or structural defects. The fabrication of nanostructures heavily modifies the region around the emitters, as the etching into the sample produces new surfaces that influence the properties of the QDs. Characterising such effects is therefore necessary in order to design nanostructures that show optimal spectral coupling to the embedded emitters.

Thorough studies of the fabrication-induced effects are usually difficult to perform, because the knowledge of the spatial position of the QD is necessary to reliably address the same emitter both before and after its integration into a photonic nanostructure. To the best of our knowledge, only two works have reported this type of investigation: (i) by means of cathodoluminescence, Kaganskiy and co-workers [126] monitored the emission energy, the fine-structure splitting and the decay times of QDs before and after the fabrication of circular mesa structures with diameter of 2 µm around them; (ii) more recently, Liu et al. made use of a luminescence-based imaging technique to investigate the effects of nanofabrication on the linewidth of QDs that were integrated in micropillar cavities [116]. We note that both reported studies focused on µm-size monolithic structures and no investigation on individual QDs in suspended nanostructures has been reported.
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Figure 6.1: Example of the emission spectra collected for a QD before (bulk sample, black) and after (NBW, red) fabrication of photonic nanostructures. The spectral shift $\Delta \lambda$ is marked. The different peaks in each spectrum correspond to different excitonic states, likely $X^0$ and $X^+$ as described in the main text.

We set out to characterise the spectral changes induced by the fabrication of suspended nanobeam and photonic crystal waveguides on pre-selected QDs. To do so, we collected photoluminescence spectra from pre-selected QDs both before and after the fabrication of nanostructures on both samples presented in the previous chapter, i.e. doped and undoped (cf. Chap. 5). An advantage of our µPL imaging approach is that spectral information of the located emitters can be easily acquired in the same optical setup. After the collection of images of the reference crosses and QDs and the selection of the brightest emitters in each square, we switched the imaging system to a confocal configuration by removing the wide-field lens placed in the excitation path. The laser was thus focused to a spot on the sample of $1.5 \mu m$ in diameter. The collected signal was guided via a free-space path to a spectrometer (Andor Shamrock 750), where it was dispersed by a grating with 1200 lines/mm and spectral resolution of 0.03 nm and subsequently collected by a CCD camera (Andor Newton 940). The emitters were excited by the same diode laser employed for the imaging process, which was set to a power well below saturation of the QDs. Finally, for the doped sample, a voltage source (Keithley 2450) was used to apply a constant bias of 0.3 V both before and after nanofabrication.

An example of the collected spectra is shown in Fig. 6.1, where photoluminescence signals are reported for a QD before (black) and after (red) its integration in a suspended nanobeam waveguide (see Fig. 5.19b) on the doped sample. A clear spectral shift $\Delta \lambda \approx -0.3 nm$ is visible. The results of a systematic investigation of such effect performed on both samples and for both types of nanostructures are reported in Fig. 6.2 and show that non-zero shifts have been found in every fabricated sample, although with different magnitude and directions. Specifically, on the undoped sample we calculated a mean shift $\Delta \lambda = 0.8 nm$ on NBWs and a mean shift $\Delta \lambda = 0.1 nm$ on PhCWs, with standard deviations of 0.6 nm and 0.7 nm, respectively. A possible explanation for these values can be found in the release of accumulated stress after the selective etching of the sacrificial layer. In fact, the GaAs membrane grown on top of the $Al_{0.75}Ga_{0.25}As$ layer presents a small intrinsic strain generated by the mismatch of lattice constants of the materials, namely $a_{GaAs} = 5.6420 \AA$ and $a_{AlGaAs} = 5.6499 \AA$, for AlGaAs with an aluminium content of 75% [13].
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Figure 6.2: The effect of integration in nanostructures on the spectral properties of QDs. (a) and (b) show histograms of spectral shift measured from QDs in undoped samples embedded in NBWs and PhCWs, respectively. The fitted normal distributions and the evaluated values of mean and standard deviation are also reported. (c) and (d) are the same as in (a) and (b), but for doped samples.

(both values are calculated for T = 10 K). The initial strain then amounts to

$$\frac{(a_{\text{AlGaAs}} - a_{\text{GaAs}})}{a_{\text{GaAs}}} = 1.4\%,$$

where the positive sign indicates a tensile strain. During the HF etching of the samples, the sacrificial AlGaAs layer is dissolved, the membrane thus becomes free-standing and, more importantly, free to release the internal stress by buckling a little. Such effects have already been studied by Nakaoka and co-workers in [135], where they measure spectral shifts on the same order of magnitude in an ensemble of QDs in structures with a geometry similar to the NBWs. The different value of $\Delta \lambda$ extrapolated from the PhCWs may arise from the fact they have a more extensive and "two-dimensional" geometry, which may result in a different strain configuration and therefore a different release mechanism. Finally, the relative large standard deviations found are probably due to the specific response of each QD to the applied stress, which has been shown to depend on the amount of Ga constituting the emitter and is therefore different to each one of them [136].

The analysis performed on the doped sample reveals that the measured spectral shifts are $\Delta \lambda = (-0.2 \pm 0.3) \text{ nm}$ and $(-1.1 \pm 0.6) \text{ nm}$ for QDs integrated in nanobeam and photonic crystal waveguides, respectively. Even though the magnitude of these spectral changes is similar to that of the doped sample, the shifts are now towards the opposite direction on both types of structures. This finding demonstrates that the fabrication process affects QDs that are embedded in homogenous GaAs and in heterostructures differently. We also note that the values measured for QDs integrated in PhCWs on the doped sample are larger than the ones for the NBWs on the same wafer. This may be due to the different geometries and densities of vertical surfaces in the two types of nanostructures. This may affect the applied voltage differently and hence influence the effective amount of electrical tuning corresponding to the value of bias set on the voltage source. A similar effect was noted between the surface potential and local depletion of charges, which influenced the measured yield in Sec. 5.4.

The measured spectral shifts were also analysed as a function of the NBW width $w^a$ and with
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Figure 6.3: Dependence of the measured spectral shift on the width \( w \) of the nanobeam waveguides fabricated on the undoped sample. The dark symbols and error bars are the mean and the standard deviations of \( \Delta \lambda \) found for each value of the width, which are shown as light coloured circles. The inset shows the design of the fabricated devices, where their width is marked.

respect to the designed QD position in the unit cell of the fabricated PhCWs. The result of the former study is presented in Fig. 6.3 and demonstrates that the measured shifts have no clear dependence on \( w \), as all the calculated mean values overlap within the errors. In other words, varying the distance between QDs and vertical surfaces from 144 nm to about 315.5 nm has no clear correlation with the detected spectral changes. Similarly, no clear effects are detectable when the QDs sit at different positions in the unit cell of PhCWs, regardless of whether their locations change along the \( x \)- or the \( y \)-direction (Fig. 6.4a and b, respectively). In this case, the separation between QDs and nearest vertical surface varies between about 29 nm and 171 nm. The absence of any trend in Figs. 6.3 and 6.4 supports the conclusion that the main cause of the spectral shifts is the release of internal strain after the selective dissolution of the sacrificial layer rather than other effects such as the trapping of new charges generated by the fabrication of new vertical walls close to the QDs.

An investigation into the effect of nanofabrication on the electrical tuning of the QDs in the doped sample has also been performed. Exemplary voltage-dependent spectra acquired both before and after the integration in PhCWs are shown in Fig. 6.5. Here, the charge plateaus of the neutral exciton (\( X_0^0 \)) and positive trion (\( X_0^+ \)) are both visible. In particular, the charged exciton has been identified as \( X_0^+ \) based on the fact that it is brighter at larger fields (i.e. lower applied voltages) than the neutral counterpart [30, 32]. As presented already in Fig. 6.2, both excitonic lines blueshift after the fabrication of PhCWs. We also note that part of the fluorescence plateaus show some overlap between the bulk and the PhCWs signals, with amounts that vary among different QDs. For the emitter reported in Fig. 6.5, for example, the bulk emission of \( X_0^+ \) can be recovered for about 0.35 nm by increasing the bias voltage by about 140 mV, whereas the emission peaks of \( X_0^0 \) present a smaller overlap, as 0.15 nm of the initial fluorescence signal could be retrieved over 60 mV. In general, a wide range of bandwidths have been measured for different QDs [137], which is an encouraging result as it shows that the electrical tuning can be employed to correct for the fabrication-induced spectral shifts, especially when using wafers with layer structures engineered to achieve large tuning ranges [37].

We studied the effect of nanofabrication on the emitter dipole by fitting the Stark shifts of the recorded spectra (as indicated by the white dashed line in Fig. 6.5). The quadratic dependence
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Figure 6.4: Dependence of the measured spectral shift on the QD position inside the unit cell of the PhCWs. The coordinates of the QDs varies both along (a) x- and (b) y-direction, as shown in the respective insets.

![Graph](image)

Figure 6.5: Voltage-wavelength PL spectra for a QD located about 129 nm away from the nearest surface in a PhCW. The fluorescence signals of both the neutral ($X^0$) and charged ($X^+$) excitons are seen in the maps and, in this case, both blue shift by about 0.5 nm with applied bias. The Stark shift parameters can be evaluated by a quadratic fit (dashed line), as discussed in the main text.

of the transition energy with respect to the applied field $F$ [35–37], written in terms of emission
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Figure 6.6: Histograms of the fit parameters of the detected Stark shifts for both the neutral exciton $X^0$ and the positively charged trion $X^+$: (a) and (b) emission wavelength at vanishing applied field $\lambda_0$, (c) and (d) permanent dipole of the QD along the growth direction $p_z$, (e) and (f) the polarizability $\alpha$ of the emitter. The fitted normal distributions and the calculated mean values are also shown as solid curves and dashed lines, respectively.

The wavelength $\lambda$, reads

$$\frac{hc}{\lambda} = \frac{hc}{\lambda_0} - p_z F + \alpha F^2,$$

(6.1)

where $\lambda_0$ is the QD emission wavelength at $F = 0 \text{kV/cm}$, $p_z$ is the permanent dipole moment of the QD along the growth direction and parallel to the applied field direction, and $\alpha$ is the polarizability of the emitter. The applied field as a function of the bias voltage $V$ is $F = (V - V_i)/t$, where $t = 70 \text{nm}$ is the nominal thickness of the intrinsic layer surrounding the QDs in the wafer under study and the built-in field $V_i/t$ has been calculated from the difference between the Fermi levels of the p- and n-doped GaAs layers [14], which gives $V_i/t = 224.24 \text{kV/cm}$. Histograms of the fit parameters for all analysed QDs and the evaluated mean values and standard deviations are reported in Fig. 6.6 and Tab. 6.1, respectively. Overall, the quantities obtained by statistical
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>$X^0$</th>
<th>$X^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_0$ [nm]</td>
<td>906 (3)</td>
<td>905 (3)</td>
</tr>
<tr>
<td>$p_z/e$ [nm]</td>
<td>0.42 (6)</td>
<td>0.35 (6)</td>
</tr>
<tr>
<td>$\alpha/e$ [nm$^2$/V]</td>
<td>-19 (3)</td>
<td>-16 (3)</td>
</tr>
</tbody>
</table>

Table 6.1: Summary of the mean values and standard deviations (in parentheses) for the fit parameters calculated from the normal distributions shown in Fig. 6.6.

analysis are comparable with values reported in literature [36, 37, 138, 139].

We analysed the difference between the fit parameters before and after nanofabrication for QDs located at different positions in the PhCW unit cell. The data are presented in Fig. 6.7. No correlation is visible between the Stark-shift parameters and the separation between QD and nearest hole, confirming once again our conclusion that a redistribution of internal strain and stress after the release of the GaAs membrane is responsible for the detected spectral shift, rather than effects due to charges trapped at the surface. We also note that the variations due to integration in nanostructures on the parameters for $X^+$ are generally smaller than the ones on $X^0$. This difference may be related to the smaller extension of the excitonic wavefunction associated with $X^+$ compared to the one describing the neutral exciton [36], which probably makes the former less susceptible to changes in the local environment.

![Figure 6.7](image.png)

Figure 6.7: Fabrication-induced changes to the Stark-shift parameters as a function of the nominal distance from the closest hole: (a) emission wavelength at vanishing applied electric field $\lambda_0$, (b) permanent dipole of the QD along the growth direction $p_z$ and (c) polarizability $\alpha$ of the emitter. Two to four emitters were measured at each position and the error bars represent the calculated standard deviations.
6.2 Deterministic control of the emission properties of QDs integrated in PhCWs

In Chap. 2 we presented how the light-matter interaction in photonic crystal waveguides affects the emission properties of embedded QDs, which experience an enhancement or a suppression of their decay rates when compared to the values in a homogenous material. The Purcell factor $F_p$ is the parameter that quantifies such effects and in a PhCW we showed having the form of eq. 2.18

$$F_p(\omega, \mathbf{r}) = \frac{3\pi a e^2}{\omega^2 \sqrt{\varepsilon(\mathbf{r})}} n_g(\omega) |\hat{e}(\omega, \mathbf{r}) \cdot \hat{e}_d|^2,$$

which explicitly shows its dependence on the emission frequency $\omega$ and the position $\mathbf{r}$ of the emitter. The periodic modulation of the dielectric constant in PhCWs, however, strongly confines the propagating mode, resulting in photonic-coupling efficiencies $\geq 96\%$ possible only if the emitter sits within 50 nm from the field maximum [50]. Furthermore, the dispersion relation of PhCWs strongly depends on the values of the lattice constant and the hole radius that are defined in the mask design, thus locking the frequency of the propagating modes once the devices are fabricated. In fact, a few options exist for tuning such a parameter (e.g. temperature tuning or nitrogen deposition), but changes of only 1-2 nm are possible [112, 140]. The lack of spatial and spectral knowledge that characterises QDs grown by Stranski-Krastanov method clearly hinders an optimal coupling between this type of emitters and PhCWs, forcing most quantum photonics experiments to rely on the fabrication of many devices at once and on the post-selection of the few structures where the QDs are at the desired spatial and spectral locations. The localisation technique we developed allows us to overcome these difficulties and helps unlocking the full power of the PhCWs platform; in the following pages we report on our investigations of such capabilities.

We set out to study the spatial dependence of the radiative decay $\Gamma_{WG.R}$ in a PhCW by fabricating nanostructures with QDs placed at different locations within their unit cell, as shown in Fig 6.8. Furthermore, we exploited the ability to perform spectral characterisation of the QD emission before nanofabrication to design devices with lattice constants and hole radii in such a way that their band edges resulted within 10 nm from the emission of the selected emitter (about 915 nm, on average). The investigated devices were fabricated on the doped sample that was presented in the previous chapter and we therefore refer the reader to Sec. 5.4 for the list of chosen parameters.

The sample was mounted on the optical setup described in Sec. 6.1, where a half-wave plate and a polariser were introduced to the excitation and the collection path, respectively, in order to improve the polarisation control of excitation laser and collected signal. We measured the transmission through each fabricated photonic crystal waveguide by coupling a continuously tunable laser (by TOPTICA Photonics AG) into the nanostructures via a grating coupler and detecting the signal emitted from the second one (cf. Fig. 5.19c). An example of the collected data is reported in Fig. 6.9a, which presents the sharp transmission cut-off typical for PhCWs. In the same plot we report the normalised emission from the QD embedded in the nanostructure, obtained by exciting the emitter from the top and collecting the generated photoluminescence from one of the out-couplers of the devices. The analysis of spectra similar to those shown in Fig. 6.9a allowed us to calculate the detuning $\Delta \lambda_{be}$ from the band edge for each QD and build the histogram in Fig. 6.9b, which demonstrates that we were able to integrate QDs in PhCWs with a cut-off wavelength at about 10 nm from the spectral position of the emitter. The corresponding group index $n_g$ to each $\Delta \lambda_{be}$ was also estimated and reported in the same histogram. These values have been estimated from

\[\text{The data collection and analysis presented in this section have been performed in close collaboration with Dr. Xiao-Liu Chu.}\]
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Figure 6.8: Deterministic fabrication of PhCWs about QDs. (a) A SEM image of the fabricated nanostructures placed at pre-selected QD positions. (b) Map of the simulated spatial dependence of $F_p$ for a dipole oriented perpendicularly to the propagation direction. The selected positions within the unit cell are marked by green crosses. The blue line encloses the area corresponding to twice the standard deviation of the alignment error extrapolated for this sample (see Sec. 5.4).

finite-element (FE) simulations of the band structures for few of the fabricated PhCWs and hence represent only a rough indication of typical values for each $\Delta\lambda_{be}$, as the exact relationship between group index and distance from the bandedge depends on the exact geometry of each nanostructure.

Time-resolved measurements on the neutral exciton of 13 different QDs not embedded in nanostructures were performed in order to estimate the radiative decay rate in a homogeneous medium $\Gamma_B$ for the emitters grown on the wafer under investigation. The lifetime measurements were performed by exciting the QDs with a pulsed Ti:sapphire laser (Tsunami, by Spectra-Physics), set to a wavelength of 860 nm and generating pulses of about 10 ps with a rate of 80 MHz. The collected signal was sent to the spectrometer for spectral filtering and detected by silicon avalanche photodiode with time resolution lower than 50 ps and detection efficiency of about 5% at 900 nm (by Micro Photon Devices). The decay curves were constructed by building histograms of the arrival times of single-photon detection events by means of a time tagging module (PicoQuant PicoHarp300), with 4 ps resolution and triggered by the signal of a photodiode (PicoQuant TDA200) that collects part of the beam from the excitation laser. Every lifetime was fitted with a single exponential and a histogram of the fitted rates is presented in Fig. 6.9c. By fitting a normal distribution to the data we obtain a mean decay rate of 3.9 ns$^{-1}$ and a standard deviation of 0.7 ns$^{-1}$, which is a quite large value if compared to the rates usually measured for this type of emitter [8, 40]. We explain such a discrepancy by assuming that the decay dynamics of the QDs under study is heavily affected by a non-radiative component $\gamma_{B,nr}$, as suggested also by the single-exponential nature of the collected decay curves. In fact, when $\gamma_{B,nr}$ is large, the square-root term in the fast and slow decay rates presented in Chap. 2 is small compared to the other parts and the
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Quantum efficiency

<table>
<thead>
<tr>
<th>Number of occurrences</th>
<th>Total decay rate $\Gamma_B$ (ns$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>0.6</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>1.67</td>
</tr>
<tr>
<td>9</td>
<td>2.5</td>
</tr>
<tr>
<td>10</td>
<td>3.3</td>
</tr>
<tr>
<td>11</td>
<td>2.5</td>
</tr>
<tr>
<td>12</td>
<td>1.67</td>
</tr>
<tr>
<td>13</td>
<td>0.6</td>
</tr>
<tr>
<td>14</td>
<td>0.4</td>
</tr>
<tr>
<td>15</td>
<td>0.3</td>
</tr>
<tr>
<td>16</td>
<td>0.2</td>
</tr>
<tr>
<td>17</td>
<td>0.1</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Figure 6.9: Initial characterisation of the fabricated sample. (a) Example of transmission (blue curve) and QD emission (red curve) spectra collected from the fabricated PhCWs, from which we obtain the difference between QD emission peak and the band edge $\Delta \lambda_{be}$. The grey area marked the uncertainty in the position of the band edge. (b) Histogram of the calculated $\Delta \lambda_{be}$. Typical values of the group index corresponding to reported detunings are also indicated. (c) Histogram of the total decay rate $\Gamma_B$ of 13 QDs embedded in an area without nanostructures. The fitted normal distribution and the calculated mean value are also shown. The top x-axis reports the corresponding quantum efficiencies.

total decay rate therefore reads

$$\Gamma_B = \gamma_{B,r} + \gamma_{B,\text{nr}}, \quad (6.2)$$

where $\gamma_{B,r}$ identifies the radiative component in bulk. Our assumption is also confirmed by the low quantum efficiencies $Q\bar{E}_B$ calculated from the values reported in Fig. 6.9c, where we assumed $\gamma_{B,r} \approx 1$ ns$^{-1}$.

The total decay rate $\Gamma_{ wg }$ of QDs embedded in PhCWs can be written as

$$\Gamma_{ wg } (\omega, \mathbf{r}) = \gamma_{ wg,r } (\omega, \mathbf{r}) + \gamma_{ wg,\text{nr}}$$

$$= F_p (\omega, \mathbf{r}) \cdot \gamma_{B,r} + \gamma_{ wg,\text{nr}} \approx A (\mathbf{r}) \cdot n_g (\omega) \cdot \gamma_{B,r} + \gamma_{ wg,\text{nr}}, \quad (6.3)$$

where we assume that the non-radiative component $\gamma_{ wg,\text{nr}}$ is independent of the emission frequency $\omega$ of the emitter. In the second line of eq. (6.3) the radiative component $\gamma_{ wg,r }$ has been rewritten in terms of Purcell factor $F_p$, which is subsequently decomposed into two factors: (i) the frequency-dependent group index $n_g (\omega)$ and (ii) a term $A (\mathbf{r})$ that is assumed only weakly affected by $\omega$ since determined by the pre-factor in eq. (2.18) and by the overlap between propagating mode and dipole. Such assumption arises from the minor changes of the mode field profile for different
Deterministic control of the emission properties of QDs integrated in PhCWs

Figure 6.10: Decay rate enhancement when approaching the PhCW band edge. (a) Evaluated decay rates $\Gamma_{wg}$ as a function of detuning $\Delta \lambda_{be}$ from the measured band edge. Datasets for two QDs placed at different position in the unit cell are shown: QD1 (light blue symbols) is at $(0.2a,0)$, whereas the coordinates of QD2 (orange) are $(0.4a,0)$. Both dataset are well fitted by eq. (6.3) (solid curves). (b) Examples of the acquired lifetimes, with the respective fits and background level (black solid and dashed lines, respectively). The curves correspond to the data points marked in (a). The extrapolated quantum efficiencies $QE$ are also shown.

We first studied the influence of $\Delta \lambda_{be}$ on the total decay rate $\Gamma_{wg}$ and to do so we focused on 2 QDs that were situated spectrally closed to the photonic band gap, where we expected a large enhancement of the decay rate due to the high value of $n_g$. The emitters, denoted QD1 and QD2, were respectively located at $(0.2a,0)$ and $(0.4a,0)$ in the unit cell of PhCWs (cf. Fig. 6.8b) and showed $\Delta \lambda_{be} \approx -2\text{nm}$ at bias voltage $V = 0.3\text{V}$. Via electrical tuning, we modified the value of $\Delta \lambda_{be}$ for each QD and measured the decay rate at each spectral position; the measured values of $\Gamma_{wg}$ are shown in Fig. 6.10a, whereas Fig. 6.10b reports the slowest (dark blue dataset) and the fastest (dark red) decay rates that were measured, indicated by numbers 1 and 2 in Fig. 6.10a, respectively. The plotted data clearly show a significant increase of $\Gamma_{wg}$ when the detuning is reduced, as expected from the corresponding increase of $n_g$.

The behaviour of QD1 and QD2 reported in Fig. 6.10a presents some differences when related to the values of $\Gamma_B$ measured in bulk (shown as a light green area in the same figure). In fact, although both emitters show similar trends, only QD2 demonstrates decay rates always faster than the values measured in bulk, whereas the measured lifetimes of QD1 move from being suppressed to slightly enhanced when the detuning is reduced. This difference can be explained by the spatial dependence of $F_p$ depicted in Fig. 6.8b: QD1 is placed in a region of the unit cell where the Purcell factor is expected to be $F_p \leq 1$ and therefore causing a slight suppression. This is not the case for QD2, which sits close to a maximum of the mode profile and therefore always experiences an enhancement of the decay rate due to a better overlap between propagating field and emitter. Furthermore, the data can be fitted with eq. (6.3) (solid lines in Fig. 6.10a) and the values of radiative and non-radiative rates can be extracted, from which we can calculate the quantum efficiencies $QE_{wg}$ for the QDs integrated in the nanostructures. As expected from the behaviour of $\Gamma_{wg}$ vs. detuning, QD1 shows $QE_{wg,1} = 0.54$ when located at $\Delta \lambda_{be} \approx -2\text{nm}$, which increases to $QE_{wg,1} = 0.76$ for smaller detuning. Similarly, the quantum efficiency for QD2 changes from
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Figure 6.11: Normalised decay rate $\Gamma_{wg}/(\Gamma_{B}n_g)$ for QDs located at different positions in the PhCW unit cell. The QDs location varies (a) along the x-direction, at $y/a = 0$, or (b) along the y-direction, at $x/a = 0.5$ (cf. Fig. 6.8). The evaluated decay rates for each QD are shown as red circles, whereas the corresponding mean values and standard deviations (when possible to calculate) are depicted as black squares and error bars, respectively. The shaded regions indicate the values obtained from simulations (with $n_g = 20$) of the normalised $\Gamma_{wg}/(\Gamma_{B}n_g)$, for both $\hat{y}$-oriented (bright red) and $\hat{x}$-oriented (bright blue), and they are calculated for an area that represents twice the standard deviation of the alignment error of our localisation protocol. The calculated branching ratio $\Gamma_{Y/wg}/\Gamma_{X/wg}$ is also shown (green curve, right axis).

$QE_{wg,2} = 0.78$ to $QE_{wg,2} = 0.86$ for $\Delta\lambda_{be} \rightarrow 0$nm. These results agree well with our model and demonstrate that electrical tuning of the QD emission can be used to successfully overcome the suppression caused by the spatial position and, more importantly, to improve the $QE_{wg}$ of the emitters.

The spatial dependence of the QD emission properties is presented in Fig. 6.11, where the data are grouped by the position of the emitter within the unit cell, both along the x- and y-direction (Fig. 6.11a and b, respectively). Here, the evaluated decay rates $\Gamma_{wg}$ are normalised by the mean rate obtained for QDs in bulk $\Gamma_{B}$ and the value of $n_g$ that each QD experiences. The individual measurements are depicted as red circles, whereas the mean and standard deviations calculated at each positions are shown as black squares and error bars, respectively. For comparison, we present in the same plots also the calculated values of the normalised $\Gamma_{wg}/(\Gamma_{B}n_g)$ (with $n_g = 20$) obtained from FE simulations of the structures under study [50]. Both the transverse ($\hat{y}$-oriented, bright red) and longitudinal ($\hat{x}$-oriented, bright blue) dipoles are shown and they are depicted as shaded areas containing all the values measured in a region delimited by 2 standard deviations of the alignment error measured for this sample (see Sec. 5.4). The plots demonstrate a qualitative agreement
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Figure 6.12: Decay rates as a function of detuning for QDs placed at locations of (a) minimum and (b) maximum of $F_p$. The corresponding values of group index $n_g$ are also shown (top axis). The data of each plot is fitted by eq. (6.3) where the ratio $\Gamma_{wg}/n_g$ is kept constant while varying $\gamma_{wg,nr}$. The range of values for $\gamma_{wg,nr}$ are indicated by the colour-coded curves in each plot. The fitting parameters are used to calculated the value of $QE$, revealing QDs with decay rates that are suppressed (red), enhanced (green) or comparable to the values measured in bulk (orange).

between the theory and the measured decay rates, with values increasing as the QDs move to the edge of the unit cell along the x-direction (Fig. 6.11a) and decreasing when the y-coordinate increases (Fig. 6.11b). The calculated branching ratio $\Gamma_{wg}^Y/\Gamma_{wg}^X$ is also reported in Fig. 6.11 (green curve, right axis) and its high values suggest that the detected signal is dominantly emitted by the transverse Y-dipole at most positions, an assumption that was confirmed by the fact that each collected decay curve was well-fitted by a single exponential.

We ascribe the discrepancy between the theoretical values and those extrapolated from our analysis to the lack of extensive statistic and to the large and variable non-radiative component that characterises the decay rates of the QDs in the investigated wafer. Assuming that QDs placed in the same position have an identical factor $A(r)$, every emitter in the same spatial group can be simultaneously fitted with eq. (6.3) and their values of $\gamma_{wg,s}$, $\gamma_{wg,nr}$ and the corresponding quantum...
efficiencies can thus be evaluated. Fig. 6.12 reports the results of such analysis for QDs located at two different positions of the unit cell, namely (0.5a, 0.5a) (Fig. 6.12a) and (0.5a, 0) (Fig. 6.12b), i.e. respectively at the expected minimum and maximum of the simulated $F_p$ (cf. Fig. 6.8b).

Similarly to what we saw already in Fig. 6.10, Fig. 6.12a demonstrates that QDs located spatially in regions where $F_p < 1$ and spectrally far from the band edge have slow radiative decay rates, resulting in low levels of quantum efficiency (red dot, $QE_i = 0.11 \pm 0.01$). Higher values of $QE$ can be obtained by fabricating PhCWs with smaller $\Delta\lambda_{th}$, so that when the group index is around $n_g = 25 - 35$ quantum efficiencies comparable to the quantities measured in bulk can be recovered, even in the case of large non-radiative rates as demonstrated for QDs 2 to 4 in Fig. 6.12a. Positioning the emitters at the maximum of the propagating mode improves the light-matter interaction and bulk $QE_B$ values can be recovered already for $n_g = 15 - 25$, even in the cases of fairly large $\gamma_{wg,fr}$ (cf. QD 2 to 5 in Fig. 6.12b). Further reduction of the detuning from the band edge enables higher enhancement of the radiative component of $\Gamma_{wg}$, unlocking $QE$ values of 0.49 and 0.72 that are well above what we measured in bulk.

### 6.3 Conclusions

In this chapter we have presented two experiments that exploit the capabilities of the localisation protocol developed during this PhD project. In the first investigation, we characterised the nanofabrication-induced effects on the photoluminescence emission from single QDs. We detected a spectral shift in all the studied devices, which we believe being caused by the release of strain initially accumulated inside the GaAs membrane during the wafer growth. Even though the specific magnitude and direction of such shifts is found to be dependent on the fabricated structure and employed wafer, we showed that electrical tuning can be used to correct for these changes, as it allows to partially recover the emission collected before fabrication. Finally, the analysis of the Stark shift parameters as a function of the distance between QDs and the closest vertical surface has shown no clear correlation down to a separation of about 79 nm. In general, the results show that the two-steps imaging method is an efficient tool to systematically investigate fabrication-induced changes on the spectral properties of individual QDs and provide more insight on how self-assembled QDs are affected by nearby surfaces.

In the second reported experiment, we studied the temporal response and the quantum efficiency of QDs deterministically integrated in PhCWs. The small alignment error of our technique allowed us to study the spatial dependence of the measured decay rates over different positions of the unit cell. Furthermore, the spectral characterisation performed before the nanofabrication was employed to tailor the parameters of the designed nanostructures, in order to fabricate PhCWs with a band edge spectrally close to the emission of the integrated QD. The slow-light effect achieved at such small detunings has shown to enhance the radiative decay rate of the emitters and allowed us to overcome the suppression caused by a small overlap between the dipole and the photonic mode. Even though a large non-radiative component in the decay rate of the investigated QDs has hindered an extensive optical study of the fabricated samples, we showed that the localisation technique we developed enables a rigorous analysis of the emission properties of QDs embedded in PhCWs. The knowledge that such a study may provide, in combination with the ability of designing PhCWs with band edges at frequencies arbitrarily close to the emission of the emitters, can be exploited to fabricate efficient light-matter interfaces, which are key components for advanced quantum photonic chips.
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Conclusions and outlook

7.1 Summary of the thesis

In this thesis, our progress on the fabrication of complex quantum-photonic architectures has been reported. In the first part, we presented nanofabrication protocols for the production of some of the building blocks that constitute the quantum-photonic platform. Suspended nanobeam waveguides and photonic crystal waveguides have been prepared by means of an optimised soft-mask process. The low level of structural imperfections and roughness that was achieved enabled the fabrication of nanostructures for coupling photonic chips to optical fibers. Single-photon source efficiencies as high as 15.5% in nanobeam waveguides were measured [94], which is twice as much as what was previously reported for similar structures [99].

A protocol for the deposition of ohmic contacts on thin p-i-n GaAs diodes was also developed. The improved control of the electrical properties of the fabricated nanostructures enabled the successful suppression of the decoherence mechanisms originated by charge noise, and emission of single-photons showing HOM visibility of 94% was reported [32]. Moreover, the reduction of spectral diffusion achieved on gated samples allowed for the detection of near-lifetime-limited transitions from a QD embedded in a nanobeam waveguide [33]. This proves that the procedures presented in this thesis can be employed for the fabrication of complex photonic components with the high level of coherence necessary to detect exotic quantum effects such as single-photon non-linearities [141]. Finally, the electrical contacts have also been shown to provide the control of the QD spin-state to the single-electron level and with a fidelity of 96%. We were therefore able to fabricate nanostructures that could be employed as an efficient spin-photon interface [98], which is a fundamental component for the nodes of quantum networks [45].

In the second part of this thesis, we addressed the challenges posed by the random growth of self-assembled QDs. We presented a localisation method based on a modified photoluminescence imaging approach that allowed for precise detection of the emitter positions with respect to a reference frame fabricated on the sample. We reported final location uncertainties as low as $\approx 5\text{nm}$. Most importantly, the knowledge of the QD locations was exploited to fabricate suspended photonic nanostructures about the emitters. A statistical analysis revealed final alignment errors smaller than 50 nm, demonstrating that the proposed protocol has the capabilities to fabricate nanophotonic devices where the QDs are deterministically placed at pre-selected locations.

We made use of the newly acquired knowledge of the QD positions to investigate for the first time the fabrication-induced effects on the photoluminescence emission of single self-assembled QDs embedded in suspended nanostructures. From all the studied devices we found an averaged spectral shift of $\approx 1\text{nm}$, which we suggested being caused by the redistribution of the strain accu-
mulated in the GaAs membrane after its release from the sacrificial AlGaAs layer. Nonetheless, we showed that electrical tuning can be employed to partially recover the initial emission. Furthermore, the effects of the distance between QDs and nearest vertical surface on the Stark shift parameters have also been investigated, showing that no clear correlation is visible down to a separation of about 79 nm.

Finally, we combined the developed fabrication protocols with the localisation technique to integrate single QDs in gated photonic crystal waveguides. The small accuracy error allowed for the deterministic placing of the emitters at different positions within the unit cell of the nanostructures, whereas the spectral characterisation of the QDs before fabrication facilitated the engineering of the photonic crystals in such a way that their band edge would be within 10 nm from the spectral position of the embedded emitters. We employed time-resolved measurements to investigate the spatial and spectral dependence of the emission properties of these QDs and we reported how the slow-light effect can be exploited to enhance the radiative decay rate of the QDs and hence improve their quantum efficiencies.

7.2 Outlook

The deterministic control of the spatial and spectral positions of QDs embedded in photonic nanostructures reported in this work demonstrates the capability of the developed methods to produce chips for advanced quantum photonic experiments on this platform. The localisation technique could be employed to first map the locations of the emitters on the sample and then cherry-pick only those with properties that better fulfil the requirements for the specific experiment (e.g. high quantum efficiency or narrow linewidth). The list of collected coordinates could then be used to design and position complex nanostructures on the chip, which would be subsequently fabricated with high precision and low level of defects by the protocols reported in this thesis.

The demonstrated versatility of the developed processes facilitates the implementation of a variety of new functionalities: for example, QDs could be precisely placed in photonic nanostructures that are engineered to enhance the chirality of the light-matter interaction, thus improving the emission directionality required for advanced components of photonic circuits such as CNOT gates or quantum optical circulators [97, 142]. Alternatively, additional electrical gates with dif-
Figure 7.2: Photonic nanostructures with multiple emitters. (a) Photoluminescence image of a suspended nanobeam waveguides hosting three QDs coupled to it (indicated by white arrows). The two outermost bright spots correspond to the light emitted from two grating out-couplers. (b) Voltage-wavelength PL spectra for two QDs pre-selected by the developed localisation technique. By controlling the bias applied to each of the emitters, overlap (delimited by the white dashed lines) between the fluorescence signals of excitons generated in the different QDs can be achieved.
Appendix A

Layout of wafers

In this appendix the nominal values for the structure of the wafers used during the work for this thesis are reported.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>81</td>
</tr>
<tr>
<td>InAs QDs</td>
<td></td>
</tr>
<tr>
<td>GaAs</td>
<td>79</td>
</tr>
<tr>
<td>Al_{0.77}Ga_{0.23}As</td>
<td>1371</td>
</tr>
<tr>
<td>GaAs (100)</td>
<td>substrate</td>
</tr>
</tbody>
</table>

Table A.1: Layers structure of the undoped sample.

<table>
<thead>
<tr>
<th>Material</th>
<th>Doping (cm^{-3})</th>
<th>Thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p - GaAs</td>
<td>1x10^{19}</td>
<td>20</td>
</tr>
<tr>
<td>p - GaAs</td>
<td>1x10^{18}</td>
<td>14</td>
</tr>
<tr>
<td>GaAs</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Al_{0.3}Ga_{0.7}As</td>
<td>-</td>
<td>45</td>
</tr>
<tr>
<td>GaAs</td>
<td>-</td>
<td>8</td>
</tr>
<tr>
<td>InAs QDs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GaAs</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Al_{0.3}Ga_{0.7}As</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>GaAs</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>n - GaAs</td>
<td>2x10^{18}</td>
<td>40</td>
</tr>
<tr>
<td>n - GaAs</td>
<td>&gt;2x10^{18}</td>
<td>15</td>
</tr>
<tr>
<td>GaAs</td>
<td>-</td>
<td>14</td>
</tr>
<tr>
<td>Al_{0.75}Ga_{0.25}As</td>
<td>-</td>
<td>1371</td>
</tr>
<tr>
<td>GaAs (100)</td>
<td>-</td>
<td>substrate</td>
</tr>
</tbody>
</table>

Table A.2: Layers structure of the doped sample.
Appendix B

Developed recipes

During the work for this PhD project a number of fabrication recipes have been developed. This appendix reports a summary of them.

B.1 Recipes for the preparation of a mesa

B.1.1 Mesa layer

1. Cleave a chip of about 10 mm x 10 mm.
2. Clean the substrate by flushing it with Acetone and Isopropanol (IPA) and blow it dry with N₂.
3. Spin-coat AZ1505 at 4000 rpm for 45 s.
4. Bake the sample on hot plate at 115 °C for 45 s.
5. UV exposure of mask for mesa layer.
6. Develop in AZ developer:H₂O (1:1) at room temperature for 75 s. Rinse in MQ water and blow dry with N₂.
7. Descum in O₂ plasma (100W, 45 s).
8. RIE etching in BCl₃/Ar (5/10 sccm), RF power 43W, 20 mTorr. Time depends on the etch depth, but in general stop at 10-20 nm above the n-doped layer.
9. Remove the resist in NMP at T = 70°C for 10 min, then NMP at room temperature for 2 min and finally rinse in IPA and N₂ blow dry.

B.1.2 n-type contact

1. Clean the substrate by flushing it with Acetone and Isopropanol and blow it dry with N₂.
2. Dehydrate the sample on a hot plate at T = 185°C for 5 min.
3. Spin-coat negative resist man-N 1440 at 4000 rpm for 45 s.
4. Bake on hot plate at T = 120°C for 3 min.
5. UV exposure of the n-metals layer.

6. Develop in ma-D 533S developer at room temperature for 125 min. Rinse for 1 min in MQ water and blow it dry with \( \text{N}_2 \).

7. Descum in \( \text{O}_2 \) plasma.

8. Flood exposure under mask aligner lamp (Karl Suss MJB-3) for 10 min. Do this right before evaporation.

9. Deoxidation in \( \text{H}_3\text{PO}_4:\text{H}_2\text{O} \) (1:5) for 2 min. Rinse in MQ water for 1 min and \( \text{N}_2 \) blow dry.

10. Evaporate Ni/Ge/Au/Ni/Au (5/40/60/27/150 nm) in e-beam evaporator.

11. Lift-off in hot NMP at \( T = 80^\circ\text{C} \) for 5 min. Then NMP at room temperature for 2 min and finally rinse in IPA and \( \text{N}_2 \) blow dry.

12. Rapid thermal annealing at \( T = 420^\circ\text{C} \) for 10 s.

\[ \text{B.1.3 p-type contact} \]

1. Clean the substrate by flushing it with Acetone and Isopropanol and blow it dry with \( \text{N}_2 \).

2. Dehydrate the sample on a hot plate at \( T = 185^\circ\text{C} \) for 5 min.

3. Spin-coat negative resist man-N 1440 at 4000 rpm for 45 s.

4. Bake on hot plate at \( T = 120^\circ\text{C} \) for 3 min.

5. UV exposure of the p-metals layer.

6. Develop in ma-D 533S developer at room temperature for 125 s. Rinse for 1 min in MQ water and blow it dry with \( \text{N}_2 \). **IMPORTANT:** perform this step in the dark to avoid photochemical corrosion.

7. Descum in \( \text{O}_2 \) plasma.

8. Flood exposure under mask aligner lamp (Karl Suss MJB-3) for 10 min. Do this right before evaporation.

9. Deoxidation in \( \text{H}_3\text{PO}_4:\text{H}_2\text{O} \) (1:20) for 2 min. Rinse in MQ water for 1 min and \( \text{N}_2 \) blow dry. **IMPORTANT:** perform this step in the dark to avoid photochemical corrosion.

10. Evaporate Ti/Au (50/150 nm) in e-beam evaporator.

11. Lift-off in hot NMP at \( T = 80^\circ\text{C} \) for 5 min. Then NMP at room temperature for 2 min and finally rinse in IPA and \( \text{N}_2 \) blow dry.

\[ \text{108} \]
B.1.4 Contact protection

1. Spin-coat resist mr-DWL 5 (6:4 dilution) at 5000 rpm for 60 s.

2. Pre-bake: on hot plate at $T = 60^\circ C$ for 2 min, then set to $T = 75^\circ C$ and finally $T = 90^\circ C$ and wait for 4 min. The final thickness should be about 625 nm.

3. UV exposure of the metal-protection layer.

4. Repeat the same pre-bake procedure.

5. Wait at least 30 min.

6. Develop in mr-DEV 600 developer at room temperature for 90 s, then rinse in IPA for 30 s and finally in MQ water for 30 s. Use a strong agitation throughout the entire process, otherwise some residues might appear. If this happens, develop for 20 s more and repeat the rinsing steps.

7. Hard bake: 90$^\circ$C for 1 min, 100$^\circ$C for 2 min, 110$^\circ$C for 2 min, 120$^\circ$C for 5 min, 130$^\circ$C for 5 min, 140$^\circ$C for 20 min.

B.2 Recipes for fabrication of nanostructures on undoped material

B.2.1 Electron-beam lithography

1. Clean the substrate by flushing it with Acetone and Isopropanol and blow it dry with N$_2$.

2. Bake the substrate at $T = 185^\circ$C for 5 min (dehydration).

3. Clean the substrate in NMP at $T = 60^\circ$C for 5 min and then flush it with IPA.

4. Spin coat the sample with approx. 80µL of the resist ZEP 520A for 60 s. For samples with size of about 10 mm x 10 mm, set the spin rate at 2000 rpm. For samples with size of about 5 mm x 5 mm, set the spin rate at 2400 rpm. Start the spinning after pouring the resist on the sample.

5. Clean any drops of resist from the bottom of the sample by sliding it on a piece of Si until it does not leave any traces (this prevents that the sample sticks to the Si holder after the bake).

6. Bake the sample at $T = 185^\circ$C for 5 min. If the colour of the resist is green, its thickness is correct.

7. Check the actual thickness of the resist: it must be $d \approx 550$ nm.

8. Exposed the pattern with a base dose of $D_0 = 336$ µC/cm$^2$.

9. Develop the sample in n-amylacetate at $T = -5^\circ$C for 60 s and then stop the process in IPA $T = -5^\circ$C for 10 s.

10. Blow it dry with N$_2$.
Cleaning of the resist. To remove the resist from the sample, dip it in NMP at $T = 70\,^\circ C$ for 5 min and then flush it with IPA.

B.2.2 Dry-etching of nanostructures

The ICP system used for the etching is a Plasmlab System 100 ICP65, by Oxford Instruments.

1. Put a small drop of Fomblin oil on the Si carrier. The size of the drop has to be such that it does not come out from under the sample.

2. Load the Si carrier with the sample in the loadlock, evacuate it and start the process. The developed recipe is:
   - gas mixture: $\text{BCl}_3/\text{Cl}_2/\text{Ar}$ with respective flows 3/4/25 sccm
   - chamber pressure: 4.7 mTorr
   - ICP power: 300 W
   - DC bias: $\approx 310$ V
   - table $T = 0\,^\circ C$

3. When the process is over and the loadlock is vented, remove the carrier from the loadlock and remove the sample from the Si wafer.

4. Clean the Si wafer with IPA, blow it dry and put it back in the loadlock.

5. Remove the resist in NMP at $T = 70\,^\circ C$ for 10 min, then NMP at room temperature for 2 min and finally rinse in IPA and $\text{N}_2$ blow dry.

B.2.3 Wet-etching of nanostructures

1. Prepare a solution of HF 10% by adding 5 ml of HF 40% to 15 ml of $\text{H}_2\text{O}$.

2. Dip the sample in the acid solution for the necessary time ($t = 45$ s gives $\approx 2\mu m$ of undercut in photonic crystals). From now on it is important to always keep a drop of liquid on top of the chip while moving from an etchant to the other, in order to prevent any collapse due to capillary forces.

3. Stop the process by dipping the sample in MQ water for 10 min. Prepare multiple beakers with clean water and move the sample from one to another in order to progressively dilute the concentration of HF in the water.

4. Dip the sample in $\text{H}_2\text{O}_2$ 30% w/w for 1 min (due to its high volatility, prepare this solution during the previous step in order to minimize the amount of lost reactant).

5. Stop the process in MQ water for 10 min as after the HF dip.

6. Dip the sample in $\text{H}_3\text{PO}_4:\text{H}_2\text{O}$ (1:10) for 1 min.

7. Stop the process in MQ water for 10 min as before

8. Dip the sample in IPA for 3 min and then move it into the sample holder of the Critical Point Dryer (CPD).

9. Load the sample in the CPD and start the process.
10. When the process is over, unload the sample.

**Note:** In order to prevent any contamination between the used reactant, it is important to change the MQ water after every use.

### B.3 Recipe for fabrication of nanostructures on doped material

The steps for e-beam lithography and dry etching are the same as for undoped samples.

#### B.3.1 Wet-etching of nanostructures

1. Prepare a solution of HF 10% by adding 5 ml of HF 40% to 15 ml of H$_2$O.

2. Dip the sample in the acid solution for the necessary time ($t = 45$ s gives $\sim 2\mu$m of undercut in photonic crystals). From now on it is important to always keep a drop of liquid on top of the chip while moving from an etchant to another, in order to prevent any collapse due to capillary forces.

3. Stop the process by dipping the sample in MQ water for 10 min. Prepare multiple beakers with clean water and move the sample from one to another in order to progressively dilute the concentration of HF in the water.

4. Dip the sample in IPA for 3 min and then move it into the sample holder of the Critical Point Dryer (CPD).

5. Load the sample in the CPD and start the process.

6. When the process is over, unload the sample.

### B.4 Recipe for fabrication of reference frame for localisation technique

#### B.4.1 Electron-beam lithography

1. Clean the substrate by flushing it with Acetone and IPA and blow it dry with N$_2$.

2. Bake the substate at $T = 185^\circ$C for 5 min (dehydration).

3. Clean the substrate in NMP at $T = 60^\circ$C for 5 min and then flush it with IPA.

4. Spin coat the sample with approx. 80µL of the resist ZEP 520A for 60 s. For samples with size of about 10 mm x 10 mm, set the spin rate at 2000 rpm. For samples with size of about 5 mm x 5 mm, set the spin rate at 2400 rpm. Start the spinning right after pouring the resist on the sample.

5. Clean any drops of resist from the bottom of the sample by sliding it on a piece of Si until it does not leave any traces (this prevents that the sample sticks to the Si holder after the bake).

6. Bake the sample at $T = 185^\circ$C for 5 min. If the colour of the resist is green, its thickness is correct.
7. Check the actual thickness of the resist: it must be $d \approx 550 - 570$ nm.

8. Exposed the pattern with a base dose of $D_0 = 336 \mu \text{C/cm}^2$.

9. Develop the sample in n-amylacetate at $T = -5^\circ\text{C}$ for 70 s and then stop the process in IPA $T = -5^\circ\text{C}$ for 10 s.

10. Blow it dry with $\text{N}_2$

**Cleaning of the resist** To remove the resist from the sample, dip it in NMP at $T = 70^\circ\text{C}$ for 5 min and then flush it with IPA.

**B.4.2 Metal deposition**

1. Chemical descum: dip the sample in a solution of HCl:H$_2$O (1:10) for 30 s and then quickly rinse in MQ water. It can be performed in darkness to prevent any corrosion.

2. Load the sample in the e-beam evaporator and run one step of Ar sputtering (100 sccm, 20.5 W) for 60 s.

3. Metal deposition: evaporate Ti/Au (10/90 nm). Alternatively Cr/Au (10/90 nm) works too.

4. Lift-off in hot NMP ($T = 80^\circ\text{C}$) for 10 min. Then move the sample is a beaker with clean NMP and sonicate gently (i.e. plastic beaker, 80 kHz, 30% power). Flush the sample with IPA and then dip it in another beaker with IPA for inspection. If the pattern looks fine, flush with IPA again and blow dry with $\text{N}_2$.

**Note:** This recipe can be used for any metallic pattern with thickness of about 100 nm.
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