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Abstra
tThe variation of the basal melt rate and the lo
ation of the Eemian layer inthe i
e 
olumn are investigated along the i
e divide between the NorthGRIPand the NEEM i
e 
ore drill sites in northern Greenland. At NorthGRIP ani
e 
ore was drilled in the period 1996�2004, and the stable isotope re
ord(δ18O) from this 
ore is used to infer past a

umulation rates at the site.Under the assumption that the present a

umulation rate pattern in thearea has remained un
hanged through the last gla
ial 
y
le, this a

umula-tion history is used to 
al
ulate the a

umulation rates at other sites alongthe line. A Dansgaard-Johnsen model is then used to simulate the i
e �owalong the �ow line from NorthGRIP to NEEM. One- and two-dimensionalapproa
hes are taken. The basal melt rates and other unknown �ow parame-ters are determined using a Monte Carlo method. The Monte Carlo solutionis 
onstrained by iso
hrones revealed in radio-e
ho sounding images of thei
e. The obtained results indi
ate a high spatial variability in the basal meltrate in the area, and values between zero and 25 mm/yr are found. The re-sults indi
ate that there is little or no basal melting at NEEM. The lo
ationof the Eemian layer is determined using the Monte Carlo-determined �owparameters. The results obtained agree with observations at NorthGRIPand predi
t that a full Eemian re
ord will be found at NEEM. The layer isestimated to be 70 m thi
k and lo
ated in the depth range 2230�2300 m,whi
h is 200 m above bedro
k.
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Dansk resuméDen rumlige variation af bundsmelteraten og pla
eringen af is deponeretunder Eemtiden er undersøgt langs isdeleren i området mellem iskernebore-stederne NordGRIP og NEEM i Nordgrønland. Ved NordGRIP blev derboret en iskerne til bunden i årene 1996�2004, og det stabile isotopforhold(δ18O) herfra er brugt til at estimere akkumulationshistorien ved NordGRIP.Ved at antage, at akkumulationsmønsteret i området har været konstantover den sidste istids
yklus, kan man bruge denne akkumulationshistorie tilat beregne nedbørshistorier for andre steder langs isdeleren. Denne akku-mulationsmodel og en Dansgaard-Johnsen model er brugt til at simulereis�ydningen langs med isdeleren i både en og to dimensioner. Smelteraterneved bunden og en række andre �ydeparametre er ubekendte og bestemmesved hjælp af en Monte Carlo metode. Løsningen er bundet af observeredeiso
hroner i isen, som kan ses på radarbilleder af iskappen. Resultaterne viseren stærkt varierende bundsmelterate langs pro�let med værdier mellem 0 og25 mm/yr. Ved NEEM er der fundet lav eller slet ingen smeltning. Pla-
eringen af Eemlaget hen langs linien kan bestemmes ud fra de fundne �yde-parametre. De beregnede dybder stemmer overens med observationerne vedNordGRIP, og ved NEEM forudsiges det, at isen fra hele Eemperioden erbevaret. Laget forudsiges at være 70 m tykt og be�nde sig i dybdeintervallet2230�2300 m, hvilket er 200 m over bunden.

vii
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Chapter 1Motivation and outline
The 
ryosphere plays an important role in the dynami
s of the global 
limate.The 
onsequen
es of re
eding i
e 
over due to in
reasing global temperatureare therefore far rea
hing and 
omplex. One of these 
onsequen
es is sea-level rise. At present global sea level is rising at a rate of 3.0 mm/yr and the
ontribution from the Greenland and Antar
ti
 i
e sheets has been estimatedto 0.35 mm/yr (Shepherd and Wingham, 2007), based on estimated masslosses from Greenland and Antar
ti
a of 100 and 25 Gt/yr, respe
tively. Therelatively low 
ontribution from Antar
ti
a arises be
ause thinning in WestAntar
ti
a is to some degree balan
ed by mass gain in East Antar
ti
a due toin
reased snow a

umulation. Furthermore, re
ent studies indi
ate that thepresent mass loss from the Greenland i
e sheet 
ould be even higher than the100 Gt/yr suggested above (Chen et al., 2006; Rignot and Kanagaratnam,2006).Understanding the present and future 
hanges of the Greenland i
e sheet isthus 
ru
ial in order to assess future 
hanges in global sea level. During thepast de
ade, satellite radar and laser altimetry have been used to monitor
hanges in i
e volume (see Shepherd and Wingham (2007) for an overview).However, the pro
esses determining the mass balan
e of the Greenland i
esheet are 
omplex, and a 
hange in i
e thi
kness 
an not readily be 
onvertedto a mass balan
e estimate, sin
e other pro
esses su
h as density 
hangesand 
hanges in �ow also 
an 
ontribute to the measured thi
kness 
hanges.Therefore, the satellite data need to be 
ombined with i
e sheet models inorder to determine the state of the Greenland i
e sheet. Furthermore, models
ombined with proxy data or predi
ted 
hanges in 
limate 
an be used to gaininformation on the mass balan
e in the past and future, respe
tively. Theyare also a great tool for investigating whi
h pro
esses are most important forthe mass balan
e. 3



4 Motivation and outlineI
e is melting at the base in a large area in northern Greenland (Fahnesto
ket al., 2001a; Dahl-Jensen et al., 2003). Basal melting in northern Green-land was �rst suggested by C. Bull in 1956 (Hamilton et al., 1956). Bullused seismi
 data obtained during the British North Greenland Expedition1952�1954 to 
on
lude that the i
e 
ould be at the melting point at thebase in the 
entral part of north Greenland. This hypothesis was de�nitively
on�rmed in 2003 when the i
e 
ore drill penetrated the i
e sheet at theNorthGRIP site and basal melt water was found. The geometry of observedinternal layers in the i
e indi
ates that the area of basal melting may beas large as 4·105 km2 (Dorthe Dahl-Jensen, personal 
ommuni
ation 2005).The basal melt rate is, however, highly variable over short distan
es, and insome areas it is as high as 5 
m/yr (Dahl-Jensen et al., 2003; Fahnesto
ket al., 2001a). Basal melting thus 
onstitutes a signi�
ant part of the massbalan
e in this area where the surfa
e a

umulation rates 
an be as low as10�15 
m/yr (Ohmura and Reeh, 1991).As basal melting signi�
antly in�uen
es both the mass balan
e and the �owproperties of the i
e, knowledge 
on
erning the amount and spatial variabilityof the basal melting is important for the performan
e of thermo-me
hani
ali
e sheet models used to model the 
hanges of the Greenland i
e sheet. Theaim of this thesis is to map the basal 
onditions along the i
e divide innorthern Greenland between the NorthGRIP and NEEM i
e 
ore drill sites.More spe
i�
ally, simple i
e �ow models and internal layers seen on radio-e
ho sounding images obtained over the i
e sheet will be used to infer basalmelt rates. A se
ond aim of the thesis is to use the derived basal meltrates and the i
e �ow model to 
al
ulate the depth-age relationship alongthe i
e ridge. This 
an be used to estimate where i
e deposited during theEemian intergla
ial 130�115 kyr b2k (before 2000 A.D.) is likely to be found.Obtaining a full unbroken Eemian re
ord is the main obje
tive of the NEEMi
e 
ore drilling proje
t that 
ommen
ed in 2007. The i
e �ow model and thederived basal melt rates will be used to investigate the depth-age relationshipat NEEM and to predi
t the lo
ation and the thi
kness of the Eemian layerhere. The area of study is the i
e ridge between NorthGRIP and NEEM (seeFig. 1.1). The i
e �ows NNW along the i
e ridge, and investigations will bedone with one-dimensional (1D) models at six lo
ations in the area and witha two-dimensional (2D) model along the i
e ridge in the area between thetwo drill sites.The stru
ture of the thesis is outlined below.Chapter 2 presents the radio-e
ho sounding data. In the �rst part of the
hapter, a general introdu
tion to the 
ause and nature of internal re�e
torsin the Greenland i
e sheet is given, while the se
ond part introdu
es the twodata sets used in the present study.
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Figure 1.1: The i
e divide in Greenland. Main i
e 
ore drill sites are marked in red,while green dots show other lo
ations for whi
h investigations have been 
arried out usingthe 1D i
e �ow model. The part of the i
e ridge that has been investigated with the 2Dmodel is shown in green.Chapter 3 gives a des
ription of the Dansgaard-Johnsen i
e �ow modelused to simulate the i
e �ow along the i
e divide in northern Greenland.Both one- and two-dimensional versions of the model are used in the presentstudy. The a

umulation model used to infer past a

umulation rates in thearea is also introdu
ed, and the input data are des
ribed.Chapter 4 introdu
es relevant 
on
epts of inverse Monte Carlo theory andthe random walk used to solve the problem at hand is derived.Chapter 5 presents the results found from the model studies, whileChapter 6 is a general dis
ussion of the main results.Chapter 7 summarizes the main 
on
lusions, and gives suggestions for fu-ture studies in 
ontinuation of the present work.Finally, the thesis also in
ludes two appendi
es:Appendix A 
ontains supplementary �gures illustrating the statisti
al prop-erties of the sets of a

epted model parameter values for the di�erent inverseproblems solved in the thesis.Appendix B 
ontains reprints of three manus
ripts. Two of them are pub-lished and present results from studies similar to those presented in thisthesis. The main results from these papers are brie�y summarized in Se
-



6 Motivation and outlinetion 5.5. The third manus
ript is 
urrently submitted for publi
ation anddeals with surfa
e elevation 
hanges inferred from stable isotopes. The gistof the paper is des
ribed in Se
tion 3.1.4.



Chapter 2Radio-e
ho sounding data
Today, radio-e
ho sounding data play an important role in gla
iology. This
hapter gives a short introdu
tion to the 
auses of radar re�e
tions withinthe i
e sheets and presents the data sets used in the present study.2.1 Internal layers in the i
eThe gla
iologi
al investigation of the great i
e sheets in Greenland andAntar
ti
a using radar started in the early 1960s, but the �rst dis
overiesindi
ating that gla
ier i
e 
ould be transparent to ele
tromagneti
 radiationat radio frequen
ies were made in the 1930s (Gogineni et al., 1998). In 1946,air
raft pilots reported that radio altimeters were unreliable over the Antar
-ti
 i
e. This led to an investigation by U.S. Army resear
hers, and in thelate 1950s it was shown that a radar altimeter 
ould be used to determinethe thi
kness of a gla
ier (Waite, 1959; Waite and S
hmidt, 1962). Duringthe 1960s several radar systems were developed spe
i�
ally for 
arrying outradio-e
ho soundings of polar i
e sheets (Gogineni et al., 1998). Sin
e then,many measurements have been 
arried out with di�erent radar systems, andthe radio-e
ho sounding (RES) data thus obtained have greatly in
reased ourknowledge on smaller gla
iers as well as the i
e sheets. The i
e thi
knessesobtained with radar have been veri�ed against i
e 
ore data and seismi
 andgravity-based methods (Drewry, 1975).In addition to the e
hoes from the i
e surfa
e and the boundary betweeni
e and the underlying material, the RES images reveal internal layers inthe i
e. Individual layers 
an be followed for hundreds of km in the images,and they have proven useful for determining �ow �elds (Weertman, 1976;Parrenin et al., 2006; Leysinger Vieli et al., 2007). In the present study, they7



8 Radio-e
ho sounding datawill be used to infer basal melt rates and a

umulation rate patterns.2.1.1 The basi
 equationsThe internal layers appear on the RES images be
ause their ele
tri
 prop-erties di�er from those of the surrounding i
e. For an i
e layer of thi
kness
l and admittan
e1 Y + ∆Y embedded in i
e of admittan
e Y , the powerre�e
tion 
oe�
ient R is given by Paren and Robin (1975):

R = 4 sin2

(

2πl

λm

)

·








1

2

∆Y

Y









2

, (2.1)where λm is the wavelength of the radio-waves in i
e. Sin
e
Y = iωC0ǫ, (2.2)where i denotes the imaginary unit, ω is the angular frequen
y, C0 is the geo-metri
al 
apa
itan
e, and ǫ is the 
omplex permittivity of the i
e, Eq. (2.1)may be rewritten as

R = 4 sin2

(

2πl

λm

)

·








1

2

∆ǫ

ǫ









2 (2.3)It is seen from Eq. (2.3) that layers of di�erent power re�e
tion 
oe�
ientsmust have di�erent 
omplex permittivities. Thus the studies of the 
omplexpermittivity of the i
e may provide valuable information on the nature ofthe observed layers. I
e is a diele
tri
, and its 
omplex permittivity is givenby
ǫ = ǫ′ + iǫ′′, (2.4)where ǫ′ is the diele
tri
 
onstant and ǫ′′ is the relative loss fa
tor. Theaverage permittivity of the i
e in
reases with depth, but small s
ale strati�edirregularities o

ur (Dowdeswell and Evans, 2004). Eq. (2.4) may also bewritten as

ǫ = ǫ′(1 − i tan δ), (2.5)where
tan δ =

ǫ′′

ǫ′
=

σ

ωǫ0ǫ′
. (2.6)Here δ is the phase angle between the displa
ement 
urrent and the total
urrent in an alternating ele
tri
 �eld, σ is the diele
tri
al 
ondu
tivity (notto be 
onfused with the dire
t 
urrent 
ondu
tivity σd.c., though this 
on-tributes to σ), and ǫ0 is the permittivity of free spa
e. tan δ is known as the�loss tangent� be
ause it des
ribes the absorption of ele
tromagneti
 energyin the i
e. From Eq. (2.5) it is seen that ǫ will be a�e
ted by 
hanges in ei-ther the diele
tri
 
onstant ǫ′ or in the loss tangent (Evans, 1965; Bogorodskyet al., 1985).1Admittan
e is the inverse of impedan
e.



2.1 Internal layers in the i
e 92.1.2 The 
ause of internal re�e
tionsThere has been some dispute as to the 
ause of the 
hanges in ǫ that give riseto radar re�e
tions. Several authors 
on
lude that the most likely 
ause ofthe shallow re�e
tors is 
hanges in ǫ′ due to density 
hanges (Harrison, 1973;Paren and Robin, 1975; Clough, 1977), but Hammer (1980) and Hempelet al. (2000) �nd that 
hanges in loss tangent 
aused by raised impuritylevels from vol
ani
 fallout is the best explanation. In the 
ase of the deepre�e
tors there seems to be a general agreement that density 
hanges alone
annot explain the strength of the observed re�e
tions (Harrison, 1973; Parenand Robin, 1975). Paren and Robin (1975) �nd that 
hanges in loss tangentis the most likely explanation for deep re�e
tors. This is supported by theworks of Hammer (1980), Millar (1981), and Hempel et al. (2000), who �ndthat re�e
tors and layers of in
reased a
idity from major vol
ani
 events arefound at the same depths, and that the resulting 
hanges in loss tangentare su�
ient to explain the observed power re�e
tion 
oe�
ients. However,Harrison (1973) and Fujita and Mae (1994) argue that the primary 
auseof the deep re�e
tors is 
hanges in ǫ′ due to 
hanges in 
rystal orientation.Fujita et al. (1999) used the fa
t that the loss tangent, but not the diele
-tri
 
onstant, is frequen
y dependent to estimate the relative importan
e of
hanges in these two parameters. Through a two-frequen
y radar experiment
arried out in East Antar
ti
a they found that 
hanges in the loss tangentdominate at intermediate depths while 
hanges in fabri
 dominate at greaterdepths.2.1.3 Interpretation of the internal layersLayers where the permittivity 
hanges are 
aused by variations in densityor in impurity 
ontent are generally a

epted to represent former depositionsurfa
es (Gudmandsen, 1975; Bogorodsky et al., 1985; Miners et al., 2002).This means that they are layers of equal age - iso
hrones. Thus the radarse
tions may provide valuable information on the i
e �ow �eld throughoutthe i
e sheet. Generally, the shape of shallow iso
hrones is a�e
ted mostlyby the spatial variability of the a

umulation rate, while the deep layersoften are shaped by bedro
k topography and/or spatial variability of thebasal melt rates (Dahl-Jensen et al., 2003). Furthermore, if layers have beendated from their observed depths at an i
e 
ore drill site, knowledge of thedepth-age relationship 
an be derived for lo
ations far away by followingthe internal layers (Fahnesto
k et al., 2001b). This information 
an be usedwhen 
hoosing new lo
ations for deep i
e 
ore drilling as was the 
ase withthe NorthGRIP drill site (Dahl-Jensen et al., 1997) and the NEEM drill site.



10 Radio-e
ho sounding data

Figure 2.1: Radar power ampli�ers (left) and ele
troni
s 
hassis (right) installed insidethe P-3 air
raft. Photos from Jezek et al. (2007).2.2 RES data used in the present study2.2.1 Deep radar dataIn 1991, NASA 
ommen
ed a polar resear
h initiative aimed at determiningthe mass balan
e of the Greenland i
e sheet. As a part of this, the Centerfor Remote Sensing of I
e Sheets (CReSIS) at the University of Kansas, US,
olle
ted an extensive data set from the Greenland i
e sheet using primarilyairborne 
oherent radar systems (Gogineni et al., 2001). In September 2007,they 
olle
ted a data set along the i
e divide in northern Greenland (CReSIS,2007). The radar system was installed inside a NASA P-3 air
raft (seeFig. 2.1), with four 150 MHz dipole antennae mounted under ea
h wing (seeFig. 2.2). The two inboard antenna elements were used for transmitting andthe six outboard elements were used to re
eive. The radar operated at a
entre frequen
y of 150 MHz, and a 3 µs or 10 µs 
hirp with a bandwidth of20 MHz was used (Jezek et al., 2007). Details on the operating parametersof the radar system are given in Table 2.1. The depth resolution in i
e is5 m and the horizontal resolution is 160 m. The position of the air
raft wasdetermined from GPS data.In the present study, we use data 
olle
ted along the i
e divide betweenNorthGRIP and NEEM. The se
tion is 435 km long and starts 50 km up-
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Figure 2.2: Four 150 MHz dipole antennae mounted under the right wing of a P-3air
raft. Photo from Jezek et al. (2007).
Carrier frequen
y 150 MHzSampling frequen
y 120 MHzChirp bandwidth 20 MHzPulse duration 3 or 10 µsTransmit power 200 WFlight elevation 500 m above i
e surfa
eDepth resolution 5 m in i
eTable 2.1: Operating parameters for the radar used to 
olle
t the deep RES data usedin the present study. The data were 
olle
ted by CReSIS in September 2007.
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Figure 2.3: RES image 
olle
ted along the i
e divide between NorthGRIP (left asterisk)and NEEM (right asterisk) by CReSIS in September 2007. The i
e is �owing along thei
e divide from NorthGRIP towards NEEM.stream from NorthGRIP and stops 20 km downstream from NEEM. Fig. 2.3shows the data set that is used in this study, and the �ight line is shown ingreen on a map of Greenland in Fig. 1.1. It is readily seen from Fig. 2.3 thatnumerous layers 
an be tra
ed all the way from NorthGRIP to NEEM. AtNorthGRIP, deep RES layers 
oin
ide with major 
hanges in the ECM2 level,whi
h is a measure of the DC 
ondu
tivity of the i
e (see Fig. 2.4). Thusthe NorthGRIP data indi
ate that the deep re�e
tors are 
aused by vary-ing impurity 
ontent in 
onne
tion with abrupt 
limate 
hanges or vol
ani
eruptions. Furthermore, Miners et al. (2002) 
ompared syntheti
 radargrams
reated from GRIP DEP3 data to measured RES data and 
on
luded that
hanges in 
ondu
tivity are the main 
ause of internal re�e
tions in Green-land. Therefore, we will treat the internal layers in the image in Fig. 2.3 asiso
hrones.The internal stru
ture of the i
e along the i
e divide exhibits several distin
tfeatures in the area of interest. Some of the features are mat
hed by bedro
ktopography, while others are not. The most distin
t feature of the bedro
k2Ele
tri
al 
ondu
tivity measurement.3Diele
tri
 properties.
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Figure 2.4: Left: ECM data for the lower part of the NorthGRIP i
e 
ore. Middle: RESdata. The NorthGRIP drill site is lo
ated at the right hand egde of the image. Right:The lower part of the δ18O 
urve from NorthGRIP. The red lines indi
ate iso
hronesobserved in the radio-e
ho image. These are seen to 
oin
ide with major 
hanges in theECM level 
onne
ted to abrupt 
limate 
hanges. Figure from D. Dahl-Jensen (personal
ommuni
ation 2005).is the deep trough around 475 km from GRIP. The depression is ∼30 kmwide and ∼300 m deep with very steep sides. This feature has 
learly shapedthe internal layers above it. Another area where the iso
hrones show undu-lations with almost as big an amplitude as seen over the trough is foundupstream from NEEM around 625 km along the x-axis, where there is onlylittle bedro
k topography. Also, upstream from the trough the bedro
k isquite smooth but we still see signi�
ant undulations of the iso
hrones. Su
hundulations must have a di�erent 
ause.Possible 
auses for the existen
e of iso
hrone undulations that are not ob-viously generated by bedro
k topography in
lude 
hanges in a

umulationrates, variations in the i
e �ow perpendi
ular to the i
e ridge, and 
hanges inthe basal melt rates 
aused by variations in the geothermal heat �ux. Dahl-Jensen et al. (1997) used a 1D model to investigate the e�e
t of a

umulationrate variations on the depths of internal layers in the area between GRIPand NorthGRIP and found that the a

umulation rate variations needed toexplain the large undulations seen in the internal layers were unrealisti
allyhigh. Furthermore, the e�e
t of a

umulation rates on iso
hrone shapes de-
reases with depths whereas the undulations of the iso
hrones are seen toin
rease towards the base of the i
e sheet. Therefore, we rule out a

umula-
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ho sounding datation rate variations as a 
ause for the undulations of the deep layers. As forvariations in the �ow 
onditions perpendi
ular to the i
e ridge, Dahl-Jensenet al. (2003) 
on
luded from radio-e
ho data 
olle
ted in a 
lose net aroundNorthGRIP (Göktas, 1999) that there was no indi
ations of rapid 
hangesin the �ow properties perpendi
ular to the i
e ridge at NorthGRIP. Thoughwe 
annot rule out that pro
esses transverse to the ridge have an e�e
t onthe shape of the iso
hrones further north, we will in the following assumethat their shapes are 
reated by spatial 
hanges in the basal melt rates.By digitising the layers seen in the RES image we 
an now 
reate a data setof observed iso
hrones that are dated from their depths at NorthGRIP usingthe GICC05 times
ale (Vinther et al., 2006; Rasmussen et al., 2006; Andersenet al., 2006; Svensson et al., 2006, 2008). The optimal set of iso
hrones would
onsist of layers spanning all the major 
limati
 periods represented in thei
e 
olumn. However, the re�e
tions grow weak with depth, and the deepestlayer that 
an be tra
ed all the way from NorthGRIP to NEEM is 51 kyrold. Numerous Holo
ene iso
hrones 
an be tra
ed, while only 3 
ontinuouslayers are visible below the layer that marks the onset of the Bølling inter-stadial 14.7 kyr b2k. From the Holo
ene period we 
hoose iso
hrones thatare easily tra
ed and evenly distributed. Together with the Bølling iso
hroneand the three gla
ial iso
hrones these 
onstitute a set of 12 iso
hrones tra
ed
ontinuously from NorthGRIP to NEEM. However, in
luding iso
hrones asold as possible is 
ru
ial in order to �nd a solution to the inverse problemthat gives reliable results for model runs that run for a full gla
ial 
y
le ormore. Therefore, we 
hose to in
lude a deeper iso
hrone, dated to 74.6 kyr,that is 
learly visible in some areas but disappears at other lo
ations. Thelayer 
an be followed from NorthGRIP and 270 km downstream where itbe
omes impossible to tra
e for the next ∼70 km. About 20 km upstreamfrom NEEM a we see the start of a ∼40 km se
tion of what we believe tobe the same layer (
f. Fig 2.5). Thus there is a ∼70 km long gap upstreamfrom NEEM, where the layer 
an not be seen. The problem with using thislayer is, that when it is not possible to tra
e it 
ontinuously to NorthGRIP,we 
an not be absolutely 
ertain that it is the same layer we see downstreamfrom the gap (i.e. at NEEM). However, both upstream and downstreamfrom the gap, the shape of the layer is 
onsistent with that of the iso
hronesimmediately above it, and there is a 
hara
teristi
 shadow below it. Thuswe feel 
on�dent that it is the same layer we see on both sides of the gap.The �nal set of 13 iso
hrones is shown in Fig. 2.5, and the ages and depthsof these at NorthGRIP are given in Table 2.2.
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Figure 2.5: RES image 
olle
ted along the i
e divide between NorthGRIP and NEEM.The 13 iso
hrones used in this study are marked in blue.Age (kyr) Depth (m) z (m)1.4 273 26442.7 501 24163.2 571 23464.0 689 22294.8 802 21165.9 955 19637.5 1146 177110.2 1396 152114.6 1600 131837.7 2055 86345.0 2182 73551.0 2284 63374.6 2553 365Table 2.2: Age, depth at NorthGRIP, and elevation above sea level (z) at NorthGRIPfor the 13 iso
hrones.
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ho sounding dataBandwidth 0.5�2.0 GHzPulse duration 4 msTransmit power 100 mWDepth resolution 10 
m in �rnTable 2.3: Operating parameters for the radar used to 
olle
t the shallow RES dataused in the present study.2.2.2 Shallow radar dataDuring the surfa
e traverse from NorthGRIP to NEEM in 2007, CReSIS
arried out radar measurements using a UHF system (0.5�2 GHz). Operatingparameters for the radar system are given in Table 2.3. Radar systemsoperating at these frequen
ies are used to map internal layers in the upperparts of the i
e. Fig. 2.6 shows the data set 
olle
ted between NorthGRIPand NEEM. It reveals shallow 
ontinuous layers in the �rn. These layersare 
aused by seasonal density 
hanges in the �rn and are thus iso
hrones(Vaughan et al., 2004). The shape of the layers is dominated by the 
hangesin a

umulation rate along the i
e divide, and in the present study they willbe used to infer the present a

umulation rates along the i
e divide.2.3 SummaryRadio-e
ho sounding data reveal internal layers in the i
e. The re�e
tionsare 
aused by 
hanges in the 
omplex permittivity of the i
e due to variationsin density, impurity 
ontent and/or fabri
. In the present study, we use thedata set shown in Fig. 2.5 and assume the internal layers to be iso
hronous.Furthermore, undulations of the internal layers that 
an not be explainedfrom bedro
k topography or spatial 
hanges in a

umulation rate are as-sumed to be 
aused by spatial 
hanges in the basal melt rate. A set of 13iso
hrones was obtained from the radar data. These iso
hrones are datedfrom their depths at NorthGRIP. The ages and NorthGRIP depths of these13 layers are given in Table 2.2.
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Figure 2.6: Surfa
e near RES data 
olle
ted along the i
e divide between NorthGRIP(left) and NEEM (right) using a surfa
e based UHF radar system. The grey verti
al lineis a 1.2 km long stret
h where no data were 
olle
ted due to re
eiver problems. Thedata were 
olle
ted by CReSIS in July�August 2007. Figure from Claude Laird (personal
ommuni
ation 2008).
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Chapter 3Modelling the i
e �ow
The NorthGRIP and NEEM sites are both lo
ated on the i
e ridge that runsfrom the summit of the i
e sheet and some 550 km NNW before it splits intotwo. The NEEM site is lo
ated on the western bran
h some 100 km fromthe bifur
ation point. The i
e �ows NNW along the i
e ridge, and we wantto study the i
e �ow along this �ow line in the area between NorthGRIPand NEEM. We will use both a 1D and a 2D version of the Dansgaard-Johnsen model (Dansgaard and Johnsen, 1969). This model was 
hosenbe
ause it is a simple model, and yet it has given good results when 
reatingtimes
ales at the i
e 
ore drill sites (Dansgaard and Johnsen, 1969; Johnsenand Dansgaard, 1992; Johnsen et al., 1995).
3.1 1D-modelling3.1.1 The Dansgaard-Johnsen modelFor the following 
al
ulations we use a 
oordinate system with horizontal
x-axis pointing in the dire
tion of the �ow, y-axis perpendi
ular to the �owline, and a verti
al z-axis pointing upwards.A Dansgaard-Johnsen model is used to simulate the i
e �ow along the i
edivide in the area between NorthGRIP and NEEM. The Dansgaard-Johnsenmodel (the DJ-model) was developed to 
reate a time s
ale for the CampCentury i
e 
ore. It is an approximation to Glen's law (Glen, 1955) asillustrated in Fig. 3.1. In the present work, the model from Dansgaard andJohnsen (1969) has been modi�ed to a

ount for basal melting and sliding.19
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Figure 3.1: Full 
urve: horizontal velo
ity pro�le at Camp Century 
al
ulated fromGlen's law. Dashed 
urve: Velo
ity pro�le from the Dansgaard-Johnsen model. Figurefrom Dansgaard and Johnsen (1969) modi�ed to mat
h the nomen
lature of this work.Thus, it assumes a horizontal velo
ity pro�le given by:
u(z) =

{

usur z ∈ [h,H]

usur

(

FB + (1 − FB)
z

h

)

z ∈ [0, h[,
(3.1)where u is the horizontal velo
ity, usur is the horizontal surfa
e velo
ity, zis i
e equivalent height above the i
e-bedro
k interfa
e, FB = ubed

usur
is thefra
tion of the surfa
e velo
ity attributable to basal sliding, and h is 
alledthe kink height.Assuming i
e is in
ompressible the 
ontinuity equation 
an be used. It states:

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0 ⇔ ∂w

∂z
= −∂u

∂x
− ∂v

∂y
, (3.2)where w is the verti
al velo
ity, and u and v are the horizontal velo
itiesalong and perpendi
ular to the i
e ridge, respe
tively. Assuming that thehorizontal velo
ity pro�le perpendi
ular to the i
e ridge has the same shapeas the horizontal velo
ity pro�le along the i
e divide, and that FB and h donot vary horizontally, we get from di�erentiation of Eq. (3.1) that

∂w

∂z
=











−∂usur

∂x
− ∂vsur

∂y
z ∈ [h,H]

(

−∂usur

∂x
− ∂vsur

∂y

)

(

FB + (1 − FB)
z

h

)

z ∈ [0, h[.
(3.3)Integrating this and substituting ∂w

∂z

∣

∣

sur
= −∂usur

∂x
− ∂vsur

∂y
(
f. Eqs. (3.1) and(3.2)) we arrive at the following expression for the verti
al velo
ity

w(z) =















wb +
∂w

∂z

∣

∣

∣

sur

(

z − 1

2
h (1 − FB)

)

z ∈ [h,H]

wb +
∂w

∂z

∣

∣

∣

sur

(

FBz +
1

2
(1 − FB)

z2

h

)

z ∈ [0, h[,
(3.4)
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Figure 3.2: Conservation of mass on an i
e 
olumn.where wb is the verti
al velo
ity at the base. The basal melt rate is given by
−wb. Conservation of mass on an i
e 
olumn (see Fig. 3.2) gives

∂H

∂t
= A + wb −

∂ (Hu)

∂x
− ∂ (Hv)

∂y
, (3.5)where t is time, A is the annual i
e equivalent a

umulation, and u and v arethe mean horizontal velo
ities over the entire height of the i
e 
olumn alongand perpendi
ular to the i
e ridge, respe
tively. u is found by integration ofEq. (3.1), su
h that

u =
1

H

∫ H

0
u (z) dz ⇒ H · u = usur

(

H − 1

2
h (1 − FB)

)

. (3.6)The expression for H · v is derived similarly. Inserting this into Eq. (3.5)gives
∂H

∂t
= A + wb +

∂w

∂z

∣

∣

∣

sur

(

H − 1

2
h (1 − FB)

)

. (3.7)Rearranging this gives the following expression for ∂w
∂z

∣

∣

sur

∂w

∂z

∣

∣

∣

sur
=

∂H
∂t

− A − wb

H − 1
2h (1 − FB)

. (3.8)In the present study, we are interested in following modelled iso
hrones asthey sink down through the i
e sheet. In order to do so, we need an expression
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e �owthat allows 
al
ulation of the new lo
ation znew of an iso
hrone at time
tnew = t + ∆t from its position z at time t. From the relation w = dz

dt
we get

∫ znew

z

1

w
dz′ =

∫ tnew

t

dt′. (3.9)The expression for w is di�erent for z < h and z ≥ h (
f. Eq. (3.4)). Thetwo 
ases are treated separately below.
z ∈ [h, H]: Inserting the expression for w from Eq. (3.4) gives

∫ znew

z

(

wb +
∂w

∂z

∣

∣

∣

sur

(

z′ − 1

2
h (1 − FB)

))

−1

dz′ =

∫ tnew

t

dt′, (3.10)and de�ning
α = wb −

1

2

∂w

∂z

∣

∣

∣

sur
h (1 − FB) and β =

∂w

∂z

∣

∣

∣

sur
(3.11)this 
an be written as

∫ znew

z

dz′

βz′ + α
=

∫ tnew

t

dt′. (3.12)Performing the integration we get
1

β
ln

βznew + α

βz + α
= tnew − t = ∆t, (3.13)whi
h leads to the following expression for the new lo
ation of the layer

znew =
βz + α

β
exp (β∆t) − α

β
. (3.14)

z ∈ [0, h[ : By substituting the appropriate expression for w in Eq. (3.4)into Eq. (3.9) we get
∫ znew

z

(

wb +
∂w

∂z

∣

∣

∣

sur

(

FBz′ +
1

2
(1 − FB)

z′2

h

))−1

dz′ =

∫ tnew

t

dt′.(3.15)De�ning
a =

1

2h

∂w

∂z

∣

∣

∣

sur
(1 − FB) , b =

∂w

∂z

∣

∣

∣

sur
FB and c = wb (3.16)Eq. (3.15) 
an be written as

∫ znew

z

dz′

az′2 + bz′ + c
=

∫ tnew

t

dt′. (3.17)This leads to di�erent expressions for znew depending on the values of
a, b, and c:
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b2

− 4ac > 0: In this 
ase, we have
∫

dz

az2 + bz + c
=

1√
b2 − 4ac

ln

(

ln
2az + b −

√
b2 − 4ac

2az + b +
√

b2 − 4ac

)(3.18)and Eq. (3.17) 
an be written as
[

1√
b2 − 4ac

ln

(

2az′ + b −
√

b2 − 4ac

2az′ + b +
√

b2 − 4ac

)]znew

z

=
[

t′
]tnew

t
. (3.19)De�ning

d =
√

b2 − 4ac, and E =
2az + b − d

2az + b + d
(3.20)Eq. (3.19) 
an be written as

1

d

(

ln

(

2aznew + b + d

2aznew + b + d

)

− ln E

)

= tnew − t = ∆t. (3.21)Solving for znew leads to the following expression
znew =

(b + d) E exp (d∆t) − (b − d)

2a (1 − E exp (d∆t))
. (3.22)

b2
− 4ac < 0: We have

∫

dz

az2 + bz + c
=

2√
4ac − b2

arctan

(

2az + b√
4ac − b2

)

. (3.23)De�ning
f =

√

4ac − b2 (3.24)and inserting the appropriate limits we get
2

f

(

arctan

(

2aznew + b

f

)

− arctan

(

2az + b

f

))

= tnew − t = ∆t.(3.25)Solving for znew we arrive at
znew =

f

2a
tan

(

1

2
f∆t + arctan

(

2az + b

f

))

− b

2a
. (3.26)

b2
− 4ac = 0: In this 
ase c = b2

4a
and the left hand side of Eq. (3.17)redu
es to

1

a

∫ znew

z

dz′

(z′ + b
2a

)2
=

1

a

[

−1

z′ + b
2a

]znew

z

. (3.27)
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e �owFrom this and Eq. (3.17) we get the following expression
znew =

(

1

z + b
2a

− a∆t

)

−1

− b

2a
. (3.28)We must also 
onsider the possibility that one or more of the parame-ters a, b, and c is zero:

a = 0: In this 
ase Eq. (3.17) redu
es to
∫ znew

z

dz′

bz′ + c
=

∫ tnew

t

t′, (3.29)whi
h is solved equivalently to Eq. (3.12). The following expres-sion for znew is obtained
znew =

bz + c

b
exp(b∆t) − c

b
. (3.30)

b = 0: For the inde�nite integral we have
∫

dz

az2 + c
=

1

a

∫

dz

z + c
a

=
1

a

√

a

c
arctan

(
√

a

c
z

)

. (3.31)From this and Eq. (3.17) we get
znew =

√

c

a
tan

(

∆t
√

ac + arctan

(
√

a

c
z

))

. (3.32)
c = 0: We have

∫

dz

az2 + bz
=

1

b
ln

(

z

az + b

)

. (3.33)Thus Eq. (3.17) be
omes
[

1

b
ln

(

z′

az′ + b

)]znew

z

=
[

t′
]tnew

t
, (3.34)whi
h leads to the following expression for znew

znew =
bz exp (b∆t)

az (1 − exp (b∆t)) + b
. (3.35)If more than one of the 
onstants a, b, and c are zero the integral inEq. (3.17) is redu
ed to very simple integrals that are not treated here.
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hrone moves below the kink height h needs to betreated in a spe
ial way. We 
al
ulate the time interval ∆t2 that the layeris lo
ated below h in the given time step:
∆t2 = tnew − th. (3.36)An expression for th 
an be found from Eq. (3.12) by 
hanging the upperbounds for the integration to z = h and t = th

∫ h

z

dz′

βz + α
=

∫ th

t

dt′. (3.37)Carrying out the integration and solving for th leads to
th =

1

β
ln

(

βh + α

βz + α

)

+ t. (3.38)Inserting this result into Eq. (3.36) gives
∆t2 = ∆t − 1

β
ln

(

βh + α

βz + α

)

. (3.39)To �nd the position after the time step, during whi
h the layer passes thekink height, we integrate Eq. (3.17) from h to znew and from th to tnew.We have now derived all the relevant expressions needed to do 1D simulationsof iso
hrones moving down through the i
e sheet. For simulations done inthe present study, the origin of the 
oordinate system is pla
ed at GRIP atsea level, and the x-axis runs along the i
e divide between NorthGRIP andNEEM.The following se
tions deals with the di�erent input parameters to the model.3.1.2 The a

umulation modelThe surfa
e mass balan
e is a 
ru
ial parameter in i
e �ow modelling, andin order to obtain good results with the i
e �ow model it is important toestablish a good estimate for the a

umulation history.Clausen et al. (1988) and Dahl-Jensen et al. (1993) found a 
orrelation be-tween a

umulation rates and δ18O values, su
h that low δ18O values 
orre-spond to low a

umulation rates and high δ18O values to high a

umulationrates. This 
orrelation exists be
ause a high water vapour mixing ratio ina 
loud leads to a high a

umulation rate, and pre
ipitation with high δ18Ovalues originates from 
louds with high mixing ratios (Clausen et al., 1988).
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e �owFor the dating of the GRIP i
e 
ore Johnsen et al. (1995) used the followingmodel to 
al
ulate i
e equivalent a

umulation rates from δ18O values
A (t) = A0 · exp

(

k2

(

δ18O (t) − δ18Ow

)

+
1

2
k1

(

δ18O (t)2 − δ18O2
w

)

)(3.40)
k1 =

c1 − c2

δ18Ow − δ18Oc

, k2 = c1 − δ18Ow · k1. (3.41)Here A0 is the present i
e equivalent a

umulation rate at the site and
δ18Ow = −35.2h and δ18Oc = −40.0h are typi
al δ18O values for warmand 
old 
limate 
onditions at the site, respe
tively. The 
onstants c1 and
c2 denote the sensitivity of A to 
hanges in δ18O during warm and 
old
onditions, respe
tively:

c1 =
1

A

∂A

∂δ18O









δ18Ow

, c2 =
1

A

∂A

∂δ18O









δ18Oc

. (3.42)The value of c1 has been estimated for the Summit region from �eld studies(Clausen et al., 1988) and from a pre
ipitation model Johnsen et al. (1989),and both approa
hes indi
ate a 7�9% 
hange in the a

umulation rate fora 1h 
hange in the δ18O value during the Holo
ene, i.e. c1 ∈ [0.07 − 0.09].The value of c2 is expe
ted to be at least twi
e as big as c1 (Johnsen et al.,1995). Johnsen et al. (1995) used c1=0.08 and c2=0.18 to obtain a goodmodelled times
ale for the GRIP i
e 
ore.By 
omparing this model with a

umulation rates derived from observedannual layer thi
knesses in the GRIP i
e 
ore it is possible to get an indi
ationof how well the model �ts the observations. The GICC05 times
ale (Vintheret al., 2006; Rasmussen et al., 2006; Andersen et al., 2006; Svensson et al.,2006, 2008) provides observed annual layer thi
knesses for GRIP with aresolution of 20 yrs ba
k to 60 kyr b2k. Older layers are too thin for annuallayer 
ounting to be possible. Using a DJ-model to 
orre
t the observedannual layer thi
knesses (λ) for the strain that the i
e has been subje
ted tosin
e deposition, we get the layer thi
knesses at the time of deposition (λ0),i.e. the i
e equivalent a

umulation rates. A s
atter plot of these strain-
orre
ted observed layer thi
knesses against the measured δ18O values of thelayers is shown in Fig 3.3. Only data from below the �rn-i
e transition, i.e.below 120 m, are shown in this �gure. Fig. 3.3 also shows the a

umulationrate 
al
ulated from Eq. (3.40) using sea-water-
orre
ted δ18O values on theGICC05 times
ale, c1=0.08, c2=0.18 and the observed present a

umulationrate A0=0.23 m/yr. In the DJ-model used to 
al
ulate the strain 
orre
tions
h=1500 m, FB=0.17, and wb=0. It is seen that the model represents thedata points well.A similar plot for NorthGRIP (using h=1800 m, FB=0.1, wb=-7 mm/yr,
A0=0.193 m/yr, and c1 and c2 as above) is shown in Fig. 3.4. To a

ount
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Figure 3.3: Strain-
orre
ted observed annual layer thi
knesses versus δ18O for the last60 kyr in the GRIP i
e 
ore. The solid line is the a

umulation relation from Eq. (3.40).The bla
k asterisk denotes the present values at GRIP. Parameter values used to 
reatethe plot are c1=0.08, c2=0.18, A0=0.230 m/yr, h=1500 m, FB=0.17, and wb=0.

−46 −44 −42 −40 −38 −36 −34
0

0.05

0.1

0.15

0.2

0.25

0.3

δ18O (per mille)

λ 0 (
m

)

Figure 3.4: Strain-
orre
ted observed annual layer thi
knesses versus δ18O for the last60 kyr in the NorthGRIP i
e 
ore. The solid line is the a

umulation relation fromEq. (3.40) with c1=0.08, c2=0.18, A0=0.193 m/yr, h=1800 m, FB=0.1, and wb=-7 mm/yr.The bla
k asterisk denotes the present values at NorthGRIP.
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Figure 3.5: Strain-
orre
ted observed annual layer thi
knesses versus δ18O for the last60 kyr in the NorthGRIP i
e 
ore. The solid line is the a

umulation relation fromEq. (3.40) with Monte Carlo-determined parameters used in the DJ-model: c1=0.15,
c2=0.13, A0=0.195 m/yr, h=1970 m, FB=0.15, and wb=-7 mm/yr. The bla
k asteriskdenotes the present values at NorthGRIP.for NorthGRIP having generally lower δ18O values than GRIP during 
oldperiods, we use δ18Oc = −42.0h. It is seen that the a

umulation modelis not a good mat
h for the NorthGRIP data for these values of the pa-rameters. Therefore, new values are found from a Monte Carlo solution(
f. Chapter 4) to the 1D inverse problem at NorthGRIP 
onstrained bythe 13 iso
hrones from Fig. 2.5. All the parameters are well determined bythe Monte Carlo solution, and the obtained best estimates for the parame-ter values are c1=0.15, c2=0.13, A0=0.195 m/yr, h=1970 m, FB=0.23, and
wb=-7 mm/yr. The resulting δ18O-a

umulation relationship is depi
ted inFig. 3.5.The Monte Carlo-determined values for c1 and c2 deviate signi�
antly fromthe expe
ted values for Central Greenland. However, from Figs. 3.3 and 3.4it is seen that the NorthGRIP data do not show the signi�
ant s-shape thatthe GRIP data do. Where the GRIP data �atten out towards the higher
δ18O values this does not seem to be the 
ase at NorthGRIP. Thus, it maybe better to use a di�erent relation between δ18O values and a

umulationrates. When looking at the shape of the data in the s
atter plot in Fig. 3.4,two simple models readily 
ome to mind: One, 
alled A1, that 
onsists oftwo straight lines � one to be �tted to data with δ18O values below -42hand one for data with δ18O values from -42h and above

A(t) =

{

C1 · δ18O(t) + C2 δ18O(t) < −42h
C ′

1 · δ18O(t) + C ′

2 δ18O(t) ≥ −42h.
(3.43)



3.1 1D-modelling 29

0 0.2 0.4 0.6 0.8 1
0

500

1000

1500

2000

2500

3000

λ/λ
0

H
ei

gh
t a

bo
ve

 b
ed

ro
ck

 (
m

)

Figure 3.6: Solid line: Observed annual layer thi
knesses divided by the strain 
orre
tedlayer thi
knesses for the last 60 kyr in the NorthGRIP i
e 
ore. Dotted line: Extensionof the linear part of the solid 
urve. The dotted 
urve interse
ts the verti
al axis at
1
2
h (1 − FB) − wb

(

∂w

∂z

∣

∣

sur

)

−1, whi
h 
an be used to 
al
ulate the value of h.The other model, A2, is a se
ond degree polynomial with 
oe�
ients p1, p2,and p3

A(t) = p1 · δ18O(t)2 + p2 · δ18O(t) + p3. (3.44)In the following the usefulness of these two very simple a

umulation modelsfor the NorthGRIP site will be investigated.First, we look at A1. When using the DJ-model to 
al
ulate the strain 
orre
-tion it requires an a

umulation history as input. This 
ompli
ates matterswhen trying to use the s
atter plot (e.g. Fig. 3.4) to �nd a suitable a

umu-lation model. The approa
h 
hosen here is to use the model from Eq. (3.40)to 
al
ulate the strain 
orre
tion used to 
reate the �rst s
atter plot. A new
δ18O-a

umulation relation is then derived from the s
atter plot and usedto 
al
ulate new strain 
orre
tions. For this se
ond 
al
ulation of the strain
orre
tions we also use a new value for h derived from the previous strain his-tory: In a plot of z versus λ/λ0 (see Fig. 3.6) the straight part of the graphwould, if extended, 
ross the verti
al axis at 1

2h (1 − FB) − wb

(

∂w
∂z

∣

∣

sur

)−1(
f. Eq. (3.4)), whi
h 
an be used to derive the new value of h. This pro-
edure is 
ontinued several times to see, if the obtained δ18O-a

umulationrelation yields 
onsistent modelling results. Fig. 3.7 shows four steps of thispro
ess for model A1. It is seen that the model �ts data well, and that thevalue of h does not 
hange mu
h from one 
al
ulation to the next. Thus thismodel is a good 
andidate to repla
e Eq. (3.40).
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Figure 3.7: Coloured points: Strain-
orre
ted observed annual layer thi
knesses versus
δ18O for the last 60 kyr in the NorthGRIP i
e 
ore. Solid bla
k lines: Best �t of thea

umulation model A1 from Eq. (3.43) to the points. The strain 
orre
tions used to
al
ulate the points in the �rst plot (blue) were obtained using Eq. (3.40), whereas thestrain 
orre
tions used to 
reate the following s
atter plots (red, green, and yellow) are
al
ulated from the δ18O-a

umulation relation inferred from the previous plot using A1.The value of h used in the strain 
orre
tion 
al
ulations for ea
h step is indi
ated in the
orresponding plot.
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Figure 3.8: Coloured points: Strain-
orre
ted observed annual layer thi
knesses versus
δ18O for the last 60 kyr in the NorthGRIP i
e 
ore. Solid bla
k lines: Best �t of thea

umulation model A2 from Eq. (3.44) to the points. The strain 
orre
tions used to
al
ulate the points in the �rst plot (blue) were obtained using Eq. (3.40), whereas thestrain 
orre
tions used to 
reate the following s
atter plots (red, green, and yellow) are
al
ulated from the δ18O-a

umulation relation inferred from the previous plot using A2.The value of h used in the strain 
orre
tion 
al
ulations for ea
h step is indi
ated in the
orresponding plot.Model A2 is investigated in the same way as A1, and the results 
an be seenin Fig. 3.8. It is seen that this model also �ts data well, and that the valueof h is stable.Thus both models are found to be good 
andidates to repla
e Eq. (3.40) inthe following i
e �ow simulations. The problem is, however, that the data setinvestigated here 
ontains data only ba
k to 60 kyr b2k. Thus we have datafrom the Holo
ene, the LGM and the last part of the gla
ial period, but thevery warm isotopi
 values like those found in Eemian i
e are not representedin the data set. The big question is how the models will behave for Eemian
δ18O values. The model from Eq. (3.40) tends to get very high (0.3 m/yror higher) Eemian a

umulation rates, when the 
oe�
ients are determinedfrom the Monte Carlo solution to the inverse problem. Using either of themodels A1 or A2 results in more moderate Eemian a

umulation rates, and
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e �owit was 
hosen to use model A2 to 
al
ulate the a

umulation input to theDJ-model in this study. The reason for 
hoosing A2 over A1 was that it hasonly three unknown parameters to be determined (p1, p2, and p3), whereasA1 has four (C1, C2, C ′

1, and C ′

2).At lo
ations where there is no i
e 
ore and thus no δ18O re
ord, the valuesof p1, p2, and p3 determined at NorthGRIP will be used. If we assumethat the a

umulation pattern along the i
e ridge is 
onstant in time, thea

umulation at a lo
ation x is given by
A(x, t) = kA(x) · A(xNGRIP, t), kA(x) =

A0(x)

A0(xNGRIP)
, (3.45)where xNGRIP is the lo
ation of the NorthGRIP drill site and kA is a sitespe
i�
 
onstant.3.1.3 The δ18O re
ord from NorthGRIPThe δ18O re
ord from NorthGRIP has been dated using the 
ounted GICC05times
ale ba
k to 60 kyr b2k and before that the modelled ss09sea times
ale(Johnsen et al., 2001). The δ18O values have been 
orre
ted for temporal
hanges in the isotopi
 
omposition of o
ean water due to the build-up of i
eon the 
ontinents (Waelbroe
k et al., 2002). The oldest i
e from NorthGRIPhas been dated to 123 kyr (North Greenland I
e Core Proje
t members,2004). This means that a

umulation rate estimates for periods prior to123 kyr b2k 
annot be made from the δ18O re
ord from NorthGRIP. Inorder to make it possible to use the model to simulate i
e deposited prior to123 kyr b2k, a rough estimate of δ18O values for the period 123�150 kyr hasbeen made in the following way:123�130 kyr: A linear interpolation is made between the observed δ18Ovalue at 123 kyr and the value of -32h at 130 kyr.130�140 kyr: A linear interpolation is made between the above mentionedpoint at 130 kyr and -43h at 140 kyr.140�150 kyr: A 
onstant value of -43h is used.The resulting δ18O series is shown in Fig. 3.9.The a

umulation rates will be 
al
ulated from Eq. (3.44) using 100 yr meansof the δ18O values. When using oxygen isotopes of the i
e to 
al
ulate pasta

umulation rate, it is best to use mean values over at least a 
ouple of bags111 bag equals 55 
m
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Figure 3.9: The δ18O history used to 
al
ulate past a

umulation rates at NorthGRIP.The values for the most re
ent 123 kyr are measured NorthGRIP δ18O values (NorthGreenland I
e Core Proje
t members, 2004) 
orre
ted for temporal 
hanges in the o
ean(Waelbroe
k et al., 2002). The values prior to 123 kyr b2k are estimated (
f. page 32).(Sigfús Johnsen, personal 
ommuni
ation 2008) to avoid e�e
ts of noise in theisotopi
 signal. Fig. 3.10 shows λ as a fun
tion of depth for the NorthGRIPi
e 
ore. It is seen that 
lose to the bed the annual layer thi
kness is ∼1 
m.Using means of 100 yrs is thus equivalent to using an average over ∼1 m,whi
h is roughly 2 bags.3.1.4 Other input parametersAs seen from Eqs. (3.4) and (3.8) the 1D DJ-model requires the followinginput parameters: The i
e thi
kness H, its temporal 
hange rate ∂H
∂t
, thekink height h, the fra
tion of basal sliding FB , the basal melt rate −wb, andthe a

umulation history A(t). The present i
e thi
kness is known from thelength of the i
e 
ore at NorthGRIP. A �rn 
orre
tion of 25 m has been usedto 
orre
t for the air in the upper layers of the i
e sheet. Model runs weredone both with and without in
luding temporal 
hanges in the i
e thi
kness.Two di�erent histories of i
e thi
kness are investigated.The �rst history is 
al
ulated by Guð�nna Aðalgeirsdóttir, Danish Meteo-rologi
al Institute, using the SICOPOLIS model from Greve (2005). This isa 3D dynami
/thermodynami
 i
e sheet model. The geothermal heat �uxmap used in the 
al
ulations is shown in Fig. 3.11. The surfa
e elevation his-tories at the six 1D sites 
al
ulated from the SICOPOLIS model are shownin Fig. 3.12.The se
ond i
e thi
kness history is from Vinther et al. (subm), who used the

δ18O re
ords from Renland and Agassiz to infer surfa
e elevation 
hangesduring the Holo
ene at four sites on the Greenland i
e sheet (Dye-3, GRIP,NorthGRIP, and Camp Century). It is believed that the stable isotope
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Figure 3.10: Annual layer thi
knesses (λ) at NorthGRIP. It is seen, that the annualthi
kness is roughly 1 
m in the lower part of the i
e 
ore.
re
ords from these two small marginal i
e 
aps on either side of the Green-land i
e sheet are not signi�
antly a�e
ted by elevation 
hanges during theHolo
ene. The δ18O re
ords from the two sites are remarkably similar lead-ing the authors to the assumption that the same millennial s
ale δ18O trendwould be present in the isotope re
ords from the Greenland i
e sheet, hadit not been for the 
hanges in surfa
e elevation. The elevation 
hanges werethen derived from the di�eren
es between the δ18O re
ords from Greenlandand those from Renland and Agassiz. Estimates of surfa
e elevation 
hangesprior to 12 kyr b2k are based on Renland data only (Bo Vinther, personal
ommuni
ation 2008). As these surfa
e elevation estimates exist only forpla
es, where we have a dated isotope re
ord, we will use interpolated valuesin the area of study. Fig. 3.13 shows the resulting surfa
e elevation historyfor the NorthGRIP drill site and those found at the other �ve 1D sites by in-terpolation between the elevation histories 
al
ulated at NorthGRIP and atCamp Century. As the NorthGRIP re
ord rea
hes ba
k only to 123 kyr b2k,the surfa
e elevation history also rea
hes only this far ba
k in time.We are left with six unknown input parameters for the 1D model at North-GRIP: h, FB , wb, p1, p2, and p3. At NorthGRIP these six parameters willbe estimated using a Monte Carlo te
hnique (
f. Chapter 4). For other sites,the fra
tion of a

umulation rate at the site to that at NorthGRIP, kA, willbe determined, while p1, p2, and p3 will be �xed at their NorthGRIP values.Thus there are only four unknowns for these sites.
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Figure 3.11: Map of geothermal �ux values in Greenland. The map was 
reated byGreve (2005) by modifying the data from Polla
k et al. (1993) to mat
h observed valuesat the four drill sites Dye-3, GRIP, NorthGRIP and Camp Century. Figure from Guð�nnaAðalgeirsdóttir (personal 
ommuni
ation 2009).
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Figure 3.12: Changes in surfa
e elevation for the last 150 kyr for the six 1D sites. These
hanges were 
al
ulated by Guð�nna Aðalgeirsdóttir, Danish Meteorologi
al Institute,using the SICOPOLIS i
e sheet model from Greve (2005).
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Figure 3.13: Changes in surfa
e elevation for the last 123 kyr for the six 1D sites.Holo
ene elevation 
hanges at NorthGRIP are from Vinther et al. (subm), while eleva-tion 
hanges prior to 12 kyr b2k were provided by Bo Vinther (personal 
ommuni
ation2008). Surfa
e elevation 
hanges at the other lo
ations are interpolated values betweenthe 
al
ulated elevation histories at NorthGRIP and Camp Century.
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dt (yrs) 20 50 100 200Max. depth di�eren
e (m) 1.6 3.7 5.8 11.5Table 3.1: The maximum di�eren
e in the depths of the 13 �xpoints 
al
ulated withdi�erent values of dt and those 
al
ulated with dt=1 yr. For the present study dt=50 yrswas 
hosen.3.1.5 Computational approa
hBefore solving the inverse problem we need to de
ide on a size of the timestep, dt, in the forward model. Therefore, we look into the e�e
t of 
hangingthe value of dt. For di�erent values of dt (1, 20, 50, 100, and 200 yrs) thedepths of the 13 layers at NorthGRIP are 
al
ulated using the 1D DJ-model.Then the di�eren
e between the depths 
al
ulated with dt=1 year and those
al
ulated with the higher values is 
al
ulated. The maximum di�eren
e forea
h value of dt is listed in Table 3.1. As the un
ertainty on the observeddepths of the iso
hrones is 5 m, we 
hoose the largest time step, where themaximum di�eren
e to the depths 
al
ulated with dt=1 yr is still smallerthan 5 m. Thus we 
hoose dt=50 yrs.3.2 2D-modellingIn 2D model simulations, iso
hrones 
onsisting of 1 point for ea
h kilometrealong the i
e ridge are started at the surfa
e and followed as they sink downthrough the i
e sheet. As in the 1D 
ase we use a 
oordinate system withorigin at GRIP at sealevel and x- and z-axes pointing along the �ow andupwards, respe
tively.3.2.1 Input parametersIn addition to the input parameters mentioned above the 2D model alsorequires the horizontal surfa
e velo
ity as input (
f. Eq. (3.1)). Further-more, the variation of some of the parameters along the i
e divide requiresattention.The a

umulation rate patternThe a

umulation rates along the i
e ridge are not well known ex
ept for thepresent values at NorthGRIP and NEEM that have been determined fromstudies of shallow i
e 
ores. Ohmura and Reeh (1991) published an a

u-
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Figure 3.14: RES image 
olle
ted along the i
e ridge between NorthGRIP (left) andNEEM (right). Tra
ed layers are marked in red. The three layers are used to infera

umulation rates along the i
e ridge. The ages of the layers are 70, 110, and 140 yrs.Figure from Dorthe Dahl-Jensen (personal 
ommuni
ation 2009.)mulation map of Greenland based on more than 250 point measurements,but the resolution of this data set may be too 
oarse to 
apture the featuresof the a

umulation pattern to a degree optimal for this study. To furtherinvestigate the a

umulation pattern along the i
e ridge we use shallow radarre�e
tors to estimate a

umulation rates.Three layers have been tra
ed between NorthGRIP and NEEM, and theirages have been estimated from their depths at NorthGRIP to be 70, 110, and140 yrs (see Fig. 3.14). Assuming that the shallow layers are not in�uen
edsigni�
antly by the basal 
onditions, we use a 1D DJ model with wb=FB=0to obtain average a

umulation rates. Thus the mean a

umulation rate inthe period sin
e deposition is given by
A =

2H − h

2t
ln

(

2H − h

2z − h

)

, (3.46)where t is the age of the layer. The obtained average a

umulation rates arenormalized to mat
h the observed present a

umulation rate at NorthGRIP.The resulting a

umulation patterns are shown in Fig. 3.15 together withthe a

umulation pattern from Ohmura and Reeh (1991) modi�ed to mat
hthe observed values at NorthGRIP and NEEM. Whereas the overall shapeof the 
urves are the same, there are signi�
ant di�eren
es between themodi�ed pattern from Ohmura and Reeh (1991) and those inferred from theradar layers, espe
ially around 500 km from GRIP, where the radar layersindi
ate a lower a

umulation rate. There seems to be no trend with age inthe a

umulation rate derived from the three layers, whi
h is an indi
ationthat the assumption of no in�uen
e from basal 
onditions is valid. It is alsoworth noting that by normalizing the a

umulation rate from the RES layers
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Figure 3.15: Comparison between the a

umulation pattern from Ohmura and Reeh(1991) modi�ed to mat
h observed values and the a

umulation pattern found from shal-low RES layers and normalized to mat
h the observed value at NorthGRIP. The valuesat the NorthGRIP and NEEM drill sites are marked with asterisks. The model adaptedin this study is shown in blue (heavy line).to the a

umulation rate at NorthGRIP the values found at NEEM (0.215�0.218 m/yr) are 
lose to the observed value of 0.225 m/yr at the site (AndersSvensson, personal 
ommuni
ation 2008). For these reasons we 
hoose to usea smoothed version of the mean of the a

umulation rate patterns obtainedfrom the three RES layers tuned to mat
h the observed values at the drillsites. This a

umulation rate pattern is also shown in Fig. 3.15 (heavy blueline). In the model 
al
ulations this a

umulation pattern will be assumed
onstant in time.The surfa
e velo
ity usurThe 
urrent horizontal surfa
e velo
ity along the i
e ridge in northern Green-land is only well known at a few lo
ations. In the NorthGRIP area it was
al
ulated from strain net measurements from 1996 to 2001 (Hvidberg et al.,2002), and at the NEEM drill site it has been estimated from 1 year's strainnet measurements from 2007 to 2008 (Lars Berg Larsen, personal 
ommu-
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e �owSite usur (m/yr)The summit 0NGRIP 1.329 ± 0.015NEEM 5.5 ± 1.0aCC 3.5 ± 0.2aThe high un
ertainty stated is due to the fa
t that the 5.5 m/yr are based on mea-surements over only 1 year.Table 3.2: Measured horizontal surfa
e velo
ities in northern Greenland, see text forreferen
es.ni
ation 2009). Furthermore, at Camp Century it was measured from themovement of the meteorologi
al tower from 1977 to 1986 (Gundestrup et al.,1987). Table 3.2 shows the surfa
e velo
ities of the mentioned lo
ations andof the summit of the i
e sheet.A model is needed to infer surfa
e velo
ities at other lo
ations along the i
eridge between NorthGRIP and NEEM. In simple i
e �ow models the surfa
evelo
ity is often tied to the surfa
e slope, ∂S
∂x
. Dahl-Jensen et al. (2003) usedthe following model to 
al
ulate surfa
e velo
ities for a 2D model study ofthe �ow along the i
e ridge in the area around NorthGRIP:

usur(x) = usur(xNGRIP)

(

H(x)

H(xNGRIP)

)4
(

∂S(x)
∂x

∂S
∂x

(xNGRIP)

)3

. (3.47)The surfa
e velo
ities 
al
ulated with this model in the area around theNorthGRIP drill site are in agreement with those found by Hvidberg et al.(2002) using the strain net measurements (Dahl-Jensen et al., 2003). How-ever, further north where the surfa
e slope is higher, Eq. (3.47) yields sur-fa
e values that are mu
h too high (see Fig. 3.16, blue 
urve). Therefore, we
hoose another relation between surfa
e velo
ity and surfa
e slope to see if we
an get more realisti
 values in the area under 
onsideration. A third degreepolynomial (Fig. 3.16, green 
urve) is �tted to all 4 points in Table 3.2. Thesurfa
e velo
ities 
al
ulated with this model do not vary signi�
antly fromthose 
al
ulated using Eq. (3.47) in the NorthGRIP area, but further northalong the i
e ridge lower surfa
e velo
ities are obtained in better agreementwith the observations at NEEM. Be
ause Camp Century is lo
ated mu
h
loser to the edge of the i
e sheet than the other three sites it may be in-teresting to see what happens if this point is disregarded. A se
ond degreepolynomial is �tted to the other three points (Fig. 3.16, red 
urve). It is seenthat for the area between NorthGRIP and NEEM the two polynomials givesimilar results, while they have very di�erent values around Camp Century.Thus both models 
an be used in the area of study. It was 
hosen to use themodel based on all four points. This means that the present surfa
e velo
ity
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Figure 3.16: Surfa
e velo
ity 
al
ulated from three di�erent models relating usur tothe surfa
e slope. Blue: The model from Dahl-Jensen et al. (2003). Green: A thirddegree polynomial �tted to the 4 points from Table 3.2. Red: A se
ond degree polynomial�tted to the same data but leaving out Camp Century. The observed values of usur atNorthGRIP, NEEM, and Camp Century are indi
ated with bla
k asterisks.will be 
al
ulated from the following expression:
usur(x) = q1

(

∂S(x)

∂x

)3

+ q2

(

∂S(x)

∂x

)2

+ q3
∂S(x)

∂x
, (3.48)where S(x) is the surfa
e elevation, and the 
oe�
ients are q1=0.6783,

q2=2.7184, and q3=-0.2402 for ∂S(x)
∂x

given in m/km.As the shape of the i
e sheet 
hanges with time, the surfa
e velo
ity 
hangesas well. To a

ount for temporal 
hanges in the surfa
e velo
ity, we s
ale the
urrent values with the relative 
hanges in a

umulation:
usur(x, t) =

A(xNGRIP, t)

A(xNGRIP, 0)
usur(x, 0). (3.49)
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e �owThe i
e thi
kness H, and its temporal 
hanges ∂H
∂tThe i
e thi
kness, H, along the line is known from radio-e
ho soundings(Gogineni et al., 2001), and a �rn 
orre
tion of 25 m is used.The two i
e thi
kness histories for the area over the last gla
ial 
y
le weredes
ribed in Se
tion 3.1.4.The kink height hBe
ause �ow 
onditions 
hange along the i
e ridge, we expe
t the value of hto 
hange with position along the x-axis. To redu
e the number of unknownsto be determined, we tie h linearly to the i
e thi
kness:

h = khH, (3.50)where kh is a 
onstant to be determined from the Monte Carlo solution tothe 2D inverse problem.The basal melt rates wb and the fra
tion of basal sliding FBA di�erent approa
h is taken for the verti
al velo
ity at the bed, wb. Thepro�le along the i
e ridge is divided into se
tions of 8 km within whi
h wb isassumed 
onstant. The value of wb for ea
h se
tion is found by solving theinverse problem. Sin
e the se
tion 
onsidered in this work is 435 km long wehave 55 unknown values of wb along the line.
FB is tied linearly to wb:

FB = kF wb, (3.51)and is thus also 
onsidered 
onstant within the 8 km long intervals. kF is a
onstant and both wb and FB are assumed to be 
onstant in time.To sum up, the 2D problem has 57 unknowns, that need to be determinedby solving the inverse problem. These are kh, kF , and 55 values of wb.3.2.2 Computational approa
hWhen using the DJ-model to do simulations along a �ow line (2D), we alsoneed to 
al
ulate the new position, xnew of the point in the x-dire
tion fromits 
urrent position, x. The velo
ity along the x-axis (as given by Eq. (3.1))is a fun
tion of z, usur, FB , and h. These all vary slowly with x, so if
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dt (yrs) 10 20 50 100 200Max. depth di�eren
e (m) <1 <1 2 4 8Max. di�eren
e in x (m) <1 6 16 31 63Table 3.3: Maximum di�eren
es between lo
ations of iso
hrones as 
al
ulated from theanalyti
al expressions derived in Se
tion 3.1.1 and the approximation in Eq. (3.53) usingdi�erent time steps dt.small time steps are used, the movement in the x-dire
tion is small, and umay be 
onsidered 
onstant within ea
h time step ∆t without loosing mu
hpre
ision. With this assumption we arrive at the following simple expressionfor the new position

xnew = x + u∆t, (3.52)where u is 
al
ulated from Eq. (3.1) evaluated at x.In the 1D model we follow only 13 points in the forward model, but in the 2Dmodel we follow hundreds of points along the i
e ridge. Thus the 
al
ulationtime for the 2D forward model 
an be several orders of magnitude longer thanfor the 1D model. As the forward model is to be run hundreds of thousandsof times, this is a potential problem. Therefore, we investigate the e�e
t ofusing an approximation for the movement in the z-dire
tion instead of theanalyti
 equations derived in Se
tion. 3.1.1. We adopt a relation equivalentto the one used in the x-dire
tion:
znew = z + w∆t, (3.53)where w is given by Eq. (3.4) evaluated at z. By running the forward modelwith the same input parameter values using �rst the analyti
al expressionsand then the approximation we 
an 
ompare the resulting lo
ations of the13 points. Table 3.3 shows the maximum di�eren
e in position of the 13points for di�erent values of dt. If dt is 
hosen su�
iently small, using theapproximation instead of the analyti
al expressions will 
ause only small
hanges in the position and shape of the modelled iso
hrones. However, thegain in saved 
omputational time is high (there is a fa
tor of 10 between therun times). Therefore, it was 
hosen to use the approximation in the 2D
ase. The same value was 
hosen for the time step length as for the 1D 
ase:

dt=50 yrs.When horizontal movement is in
luded in the 
al
ulations we have to 
on-sider what happens 
lose to the bedro
k, where melting and sliding ofteno

ur, i.e. the i
e moves parallel to the bed. Therefore, the velo
ity ve
tor
al
ulated from Eqs. (3.1) and (3.4) is rotated to be parallel to the bed atthe i
e-bedro
k interfa
e. The rotation is assumed to happen linearly fromthe kink height h and down, be
ause the basal 
onditions are assumed tohave little e�e
t above h.



44 Modelling the i
e �ow3.3 SummaryThe i
e �ow in the area of study is simulated using a modi�ed Dansgaard-Johnsen model, where the horizontal and verti
al velo
ity 
omponents areassumed to be given by Eqs. (3.1) and (3.4), respe
tively. The dynami
a

umulation model in Eq. (3.44) is used to estimate past a

umulation ratesfrom NorthGRIP δ18O values. Past a

umulation rates at other lo
ationsalong the line are 
al
ulated by assuming that the present a

umulation ratepattern in the area (see Fig. 3.15) has been 
onstant with time. Surfa
evelo
ities along the i
e ridge are 
al
ulated from the slope of the i
e surfa
eusing Eqs. (3.48) and (3.49). Two di�erent i
e thi
kness histories (Figs. 3.12and 3.13) are used in the 1D model. It was de
ided to use time steps of 50 yrs.For 1D model simulations, analyti
al expressions derived in Se
tion 3.1.1 forthe new lo
ations of an iso
hrone are used, whereas the approximation inEq. (3.53) is used for 2D simulations in order to save 
omputation time.



Chapter 4A Monte Carlo method -theory and appli
ation
Several model parameters for the model presented in the previous 
hapterare unknown, and we wish to derive estimates for them by solving the inverseproblem using a Monte Carlo method. This 
hapter gives an introdu
tionto inverse Monte Carlo theory. Relevant 
on
epts of inverse theory andprobability densities are des
ribed and the Monte Carlo algorithm is dedu
ed.Finally, the method is applied to the inverse problem treated in the presentstudy, and the random walk used to solve it is derived.4.1 Theory4.1.1 Inverse problemsConsider a system des
ribed by a model with a �nite number of model pa-rameters and by data obtained from observations on the system. Ignoringthe measuring noise, the relationship between data and model parameters
an be expressed as

d = g(m), (4.1)where d ∈ R
m and m ∈ R

n are ve
tors 
ontaining the exa
t data andthe model parameters1, respe
tively. The ve
tor operator g represents thetheoreti
al model. The problem of solving Eq. (4.1) for the data ve
tor dis 
alled the forward problem: Given a theoreti
al model with known model1In inverse problem theory, a given realization of the model ve
tor m is often referredto as a model. This should not be 
onfused with the theoreti
al model linking data andmodel parameters. 45
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Figure 4.1: The mapping of the model ve
tor m from the model spa
e M into the datave
tor d in the data spa
e D by the operator g. The inverse operator g−1 performs theopposite mapping.parameters, the data 
an be predi
ted. However, in geophysi
s it is moreoften the 
ase that the data are known from measurements and the modelparameters are unknown. In that 
ase Eq. (4.1) needs to be solved for m.This is 
alled the inverse problem, and it 
an be expressed as
m = g−1(d), (4.2)where g−1 is the inverse of the operator g in Eq. (4.1). If the ve
tors dand m are 
onsidered as points in the data spa
e D and the model spa
e

M, respe
tively, the operator g performs a mapping from M into D. Thedimensions of D and M need not be the same, and generally they are not.In order to solve the inverse problem in Eq. (4.2) we need to 
onstru
tthe inverse operator g−1 that performs the mapping from D into M (seeFig. 4.1).Simple linear inverse problems may be solved using damped least squaresor singular value de
omposition (Menke, 1989). However, most geophysi
alproblems are not simple, and it is often impossible to 
onstru
t the inverseoperator g−1. Indeed, sometimes even the relation g exists only in the formof a numeri
al algorithm. In su
h 
ases the inverse problem may be solvedusing a Monte Carlo method. In order to explain the Monte Carlo method,some 
on
epts from probability theory are introdu
ed below.4.1.2 Introdu
ing probability densitiesIn the following, all expressions for probability density fun
tions will be givenwithout a possible multipli
ative normalization 
onstant.In Se
tion 4.1.1 the measurement noise was ignored. A

ounting for thenoise Eq. (4.1) be
omes
dobs = g(m) + n, (4.3)
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m and n ∈ R

m are ve
tors 
ontaining the observed data andthe noise, respe
tively. As measurements 
an never provide us with the exa
tdata ve
tor, it is not pra
ti
al to view d and m as points in D and M. Abetter approa
h is to work with a probability density fun
tion ρ(d,m) inthe system spa
e S given by the Cartesian produ
t of the data and modelspa
es. All a priori information - all the information we have before anymathemati
al analysis is done - is 
ontained in ρ, whi
h is 
alled the a prioriprobability density fun
tion. A priori information 
onsists of the observeddata, their un
ertainties and 
onstraints on the model parameters (Tarantolaand Valette, 1982). The 
ase of no a priori information is represented bythe null information fun
tion µ. By de�nition, the a priori information on
m is independent of the observations and we have

ρ(d,m) = ρd(d)ρm(m) (4.4)and
µ(d,m) = µd(d)µm(m), (4.5)where ρd and ρm are the a priori marginal probability density fun
tions and

µd and µm represent the null information in D and M, respe
tively.The theoreti
al relationship g between the data and the model parametersis not exa
t but merely a simpli�ed des
ription of the real world. Even giventhe model parameters m, we are not able to 
al
ulate the true values for d.We therefore repla
e the exa
t theory with a theoreti
al probability densityfun
tion θ(d,m). This may be interpreted as �putting error bars on theexa
t theory� (Tarantola and Mosegaard, 2000).All our information is now 
ontained in the probability density fun
tions ρand θ. A new state of information the is given by the 
onjun
tion of these
σ(d,m) =

ρ(d,m)θ(d,m)

µ(d,m)
. (4.6)This new state of information, σ, is 
alled the a posteriori probability densityfun
tion. The a posteriori marginal probability density fun
tions are givenby

σd(d) =

∫

ρ(d,m)θ(d,m)

µ(d,m)
dm (4.7)and

σm(m) =

∫

ρ(d,m)θ(d,m)

µ(d,m)
dd, (4.8)where σd and σm are the a posteriori probability density fun
tions in D and

M, respe
tively. Eq. (4.7) solves the general forward problem and Eq. (4.8)solves the general inverse problem (Tarantola and Valette, 1982). Fig. 4.2gives a geometri
al illustration of the di�erent probability density fun
tionsintrodu
ed in this se
tion.
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Figure 4.2: Left: The knowledge of observed data ρd in D, the a priori informationon the model parameters ρm in M, and the joint probability density ρ (d, m) in D×M.Middle: The theoreti
al (non-exa
t) relation θ(d, m) between d and m. Right: Thea posteriori probability density fun
tions σ(d, m) and the marginal probability densityfun
tions σd and σm . The di�eren
e between ρm and σm is 
aused by the informationgained from the data ρd and the theoreti
al relation θ(d, m). Figure from Tarantola(2005), modi�ed to mat
h the nomen
lature used in this study.4.1.3 The likelihood fun
tionAssume we have a data set d and a non-linear model with model param-eters m, and that the a priori information and theoreti
al knowledge are
ontained in ρ(d,m) and θ(d,m), respe
tively. We seek a posteriori infor-mation on the model parameters. Thus we need to solve Eq. (4.8).The theoreti
al model puts no 
onstraints on m. Therefore we have
θ(d,m) = θ(d|m)µm(m), (4.9)where θ(d|m) is the 
onditional theoreti
al probability density fun
tion,that is, the theoreti
al probability density fun
tion for d given m. FromEqs. (4.4), (4.5), (4.8), and (4.9) we get

σm(m) = ρm(m)

∫

ρd(d)θ(d|m)

µd(d)
dd. (4.10)De�ning the likelihood fun
tion

L(m) ≡
∫

ρd(d)θ(d|m)

µd(d)
dd (4.11)we have

σm(m) = ρm(m)L(m). (4.12)The likelihood fun
tion 
an be interpreted as a measure of the agreementbetween the observed data and the data 
al
ulated from the model para-meters (Mosegaard, 1998). Assuming that the noise on the data is Gaussian,the likelihood fun
tion takes the form
L(m) = exp (−S (m)) , (4.13)



4.1 Theory 49where S(m) is the mis�t fun
tion given by
S(m) =

1

2

∑

i

(

di − gi (m)

si

)2

. (4.14)Here si denotes the un
ertainty on a data point di. Solving the inverseproblem in Eq. (4.2) 
an now be seen as an optimization problem, where themis�t fun
tion in Eq. (4.14) needs to be minimized (Mosegaard, 2006).4.1.4 The Metropolis algorithmThe general inverse problem is now redu
ed to determining ρm(m) and L(m)over the entire model spa
e M, but as M is usually of high dimensionthis may be a 
onsiderable task. Moreover, evaluation of g(m), whi
h isrequired to 
al
ulate S(m), may be possible only through a time 
onsumingnumeri
al algorithm. However, the ne
essary amount of work 
an be redu
ed
onsiderably if a random walk is used to investigate M.A random walk is 
hara
terized by the 
onditional transition probability
P (mi|mj) that the next step will take us to mi if we are 
urrently at mj.The un
onditional probability P (mi,mj) that the next step will be from
mj to mi is given by

P (mi,mj) = P (mi|mj)p(mj), (4.15)where p is the equilibrium probability of the random walk (Mosegaard andTarantola, 1995). The equilibrium probability is unique if it is possible forthe random walk to go from any one point in the model spa
e to any otherin a su�
ient number of steps (Feller, 1970).Assume that after a number of steps the equilibrium has been rea
hed. Wewant to maintain this equilibrium if we keep walking, that is we requiremi
ros
opi
 reversibility
P (mi|mj)σm(mj) = P (mj|mi)σm(mi). (4.16)From this and Eq. (4.12) we get

P (mi|mj)ρm(mj)L(mj) = P (mj|mi)ρm(mi)L(mi). (4.17)This requirement is met if P (mj|mi) is 
hosen so that it is proportional to
ρm(mj)L(mj) (Mosegaard, 1998).Our goal is to 
onstru
t a random walk with equilibrium probability density
σm. Assume that we have a random walk that equilibrates at the a priori
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ationprobability density ρm. We will now modify this random walk to samplethe a posteriori probability density σm instead. As opposed to a

eptingevery step suggested by the random walk and thereby sample the a prioriprobability density, we will sometimes dis
ard the step and stay where weare. We will use the Metropolis 
riterion
Paccept = min

(

1,
L (mi)

L (mj)

) (4.18)to de
ide whether or not to take the step from mj to mi: If the likelihood ofthe suggested model mi is higher than or equal to that of the 
urrent model
mj the step is a

epted. Otherwise the step is a

epted with the probability
L(mi)
L(mj ) . It 
an be shown that this new random walk samples the a posterioriprobability density (Mosegaard and Tarantola, 1995).The algorithm des
ribed above is 
alled the Metropolis algorithm and wasdeveloped by Metropolis and Ulam (1949), Metropolis et al. (1953), andHastings (1970). It is a Markov 
hain Monte Carlo optimization method.Generally, a Monte Carlo method is an algorithm that uses random numbersto solve a 
omputational problem, and a Markov 
hain Monte Carlo methodis one, that has no memory, i.e. ea
h step depends only on the previous step(Tarantola, 2005).4.2 Obtaining basal melt rates from RES dataIn the following se
tions the theory des
ribed above is applied to the problemat hand. The radar data presented in Chapter 2 
onstitute the observed dataand the i
e �ow model introdu
ed in Chapter 3 is the forward theoreti
almodel. The model parameters to be determined are the basal melt rates andother �ow parameters.4.2.1 A priori informationThe a priori knowledge in the data spa
e D 
onsists of the depths and agesof the 13 iso
hrones shown in Fig. 2.5, and the 
orresponding un
ertainties.The a priori information in the model spa
e M 
onsists of 
onstraints onthe model parameters. The model parameter ve
tor m is di�erent for thedi�erent situations des
ribed in Chapter 3. For the 1D problem we have(
f. Se
tion 3.1.4) for NorthGRIP

mNGRIP = [p1, p2, p3, h, FB , wb] (4.19)



4.2 Obtaining basal melt rates from RES data 51Segment Start (km) End (km) Length (km)NGRIP 264 464 200Middle 392 638 246NEEM 512 699 187Table 4.1: Start and end points for the three segments that the line has been dividedinto in order to solve the 2D inverse problem.and for the other 1D sites
m1D = [kA, h, FB , wb] . (4.20)For the 2D problem we have

m2D = [p1, p2, p3, kh, kF , wb1, wb2, ..., wb55] , (4.21)where wb1, wb2, ..., wb55 are the verti
al velo
ities at the base in the 55 meltrate intervals. These 55 melt rate intervals 
over the full se
tion of 435 km,and 
hanging the value of wb in one 8 km interval along the line only a�e
tsthe iso
hrone geometry in the vi
inity of that interval. Thus a lot of 
om-puting time is wasted when the mis�t is 
al
ulated for the whole 435 kmlong se
tion when the 
onditions are only 
hanged in a small part of theline. Therefore, it was de
ided to divide the line into three smaller se
tionsand solve the 2D inverse problem for ea
h of these segments separately. Thestart and end points of the three segments are given in Table 4.1. The seg-ments are 
hosen so that ea
h of the six sites NorthGRIP, Sites 1�4, andNEEM are lo
ated at least 50 km downstream from the start of a segment.Furthermore, there is an overlap between segments. The parameters p1, p2,and p3 from the a

umulation model will be determined from the segment
ontaining the NorthGRIP drill site, and a s
aled version of the a

umula-tion history found here will be used for the other segments. Thus the three2D inverse problems with the following model ve
tors will need to be solved
msec1 = [p1, p2, p3, kh, kF , wb1, wb2, ..., wb22] (4.22)
msec2 = [kh, kF , wb17, wb18, ..., wb47] (4.23)
msec3 = [kh, kF , wb32, wb33, ..., wb55] . (4.24)The number of unknowns for ea
h of the three inverse problems to be solvedin the 2D 
ase are thus 27, 33, and 26, respe
tively.The 
onstraints on the model parameters 
onsists of intervals to whi
h thedi�erent model parameters are 
on�ned. This knowledge arises from the
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ationParameter Constraint
p1 0≤ A

p2 0≤ A

p3 0≤ A

kA = Asite/ANGRIP 0≤kA≤ 2
h 0≤ h ≤H

FB 0≤FB≤ 1
wb wb≤ 0

kh = h/H 0≤kh ≤ 1
kF = FB/wb kF≤ 0Table 4.2: The a priori knowledge inM 
onsists of 
onstraints on the model parameters.This knowledge is based on the physi
al nature of the parameters. The 
onstraints on p1,

p2, and p3 are given through the a

umulation rate A.physi
al nature of the parameters, e.g. the a

umulation rate 
annot benegative, the kink height must be smaller than the i
e thi
kness et
. The
onstraints on the model parameters are given in Table 4.2. The a prioriknowledge des
ribed above 
orresponds to an a priori probability densityfun
tion ρm inM that is 
onstant for all values within the interval of possiblevalues for ea
h parameter and 0 elsewhere.4.2.2 The likelihood fun
tionWe assume that the un
ertainties on the observed data are Gaussian, so wewill use the likelihood fun
tion from Eqs. (4.13) and (4.14).4.2.3 The random walkIt is straightforward to 
onstru
t a random walk that samples the a prioriprobability density ρm in the model spa
e. It merely has to pi
k all valuesin the interval with equal probability and not pi
k values outside of theinterval. Using the Metropolis 
riterion from Eq. (4.18) to a

ept or reje
tthe suggested values, this random walk is modi�ed to sample the a posterioriprobability density σm instead.In every step of the random walk, one entry mi of the model ve
tor m isaltered:
mi,new = mi,old + (2n − 1) · ∆mi. (4.25)Here n is a uniformly distributed random number between 0 and 1 and ∆miis the maximum step size for the ith entry of the model ve
tor. The step size



4.2 Obtaining basal melt rates from RES data 53for ea
h parameter is 
hosen so that the a

ept rates for all parameters arewithin 30�60%. If the step size is 
hosen too small, the sear
h of the modelspa
e will pro
eed very slowly, and if it is 
hosen too big, a large number ofsteps will be reje
ted.Now we have all the tools we need to solve the problem. The algorithm usedis outlined below:1. Make a starting guess mj for the model ve
tor2. Run the forward model using mj3. Cal
ulate the likelihood fun
tion L(mj)4. Perturb the model ve
tor mj
++

mi in agreement with ρm5. Run the forward model with the perturbed model ve
tor mi6. Cal
ulate the likelihood fun
tion L(mi)7. A

ept or reje
t the perturbed model a

ording to the Metropolis 
ri-terion from Eq. (4.18).8. Repeat from step 4Every time the forward model is run, we follow the 13 iso
hrones as theyone by one get deposited on the i
e surfa
e and sink down through the i
esheet. The better these modelled iso
hrones mat
h the observed ones, thesmaller is the mis�t. The a

epted values for the model parameters arestored and after su�
iently many steps by the random walker, the set ofa

epted models represents the a posteriori probability density fun
tion σm.Ideally we want independent samples of the a posteriori probability den-sity fun
tion, but sin
e only one entry of the model ve
tor is 
hanged at atime, the a

epted models will inevitably be highly 
orrelated. This prob-lem 
an be solved by keeping only a

epted models that are separated by alarge enough number of steps that they are un
orrelated (Tarantola, 2005).The number of steps needed between models to obtain a set of un
orrelatedmodels 
an be estimated from the auto
orrelation of the likelihood fun
tion.Be
ause the random walk is started at guessed values for the model para-meters there will most likely be a burn-in time, where the likelihood fun
tiongrows. The burn-in time is the time it takes to move from the initial (guessed)state to a state of high probability. After the burn-in period, the value of thelikelihood fun
tion will settle around a 
onstant level. The model ve
torsa

epted during the burn-in period should be dis
arded before analysis isdone on the set of a

epted models.



54 A Monte Carlo method - theory and appli
ation4.3 SummaryThe inverse problem 
onsisting of internal iso
hrones in the i
e seen in RESimages (observed data), the i
e �ow model presented in Chapter 3 (the for-ward model), and unknown �ow parameters (the unknown model parame-ters) 
an be solved using the Metropolis algorithm. The a priori knowledgeof the model parameters is summed up in Table 4.2, and the random walkused to solve the problem is des
ribed in Se
tion 4.2.3.



Chapter 5Results
Investigations using the 1D �ow model have been 
arried out for the twodrill sites as well as for four other lo
ations on the i
e ridge (see Fig. 1.1).In this 
hapter the results of the investigations done with both the 1D andthe 2D model are presented and analysed.5.1 1D modelling - 
onstant i
e thi
knessThe results presented in this se
tion were obtained using the 1D model withthe 
onstraint ∂H

∂t
= 0. Results obtained when a

ounting for past 
hangesin i
e thi
kness are found in Se
tion 5.2.The lo
ations of the sites where the 1D inverse problem has been solved areindi
ated on the RES image in Fig. 5.1. Their positions are 314 km, 414 km,490 km, 514 km, 586 km, and 679 km from GRIP, respe
tively. The lo
ationswere 
hosen so that the 1D problem will be solved for at least every 100 kmbetween the two drill sites at lo
ations where the oldest of the 13 iso
hronesis visible (
f. Se
tion 2.2.1). Furthermore, an extra site, Site 2, was pla
edat the slope leading up from the deep tren
h in the bedro
k upstream fromSite 3, to be able to 
ompare how the 1D and 2D model behave under su
h
onditions.5.1.1 NorthGRIPNorthGRIP is the only pla
e in the area studied in this thesis where ani
e 
ore has been drilled to bedro
k providing us with a dated δ18O re
ordrea
hing far ba
k in time. Therefore, this site was investigated �rst in order55
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Figure 5.1: Radar image 
olle
ted along the i
e divide in northern Greenland. The siteswhere 1D model investigations have been done are indi
ated in red.to obtain an a

umulation history, whi
h is required in order to 
arry outsimulations at other lo
ations along the i
e divide.A total of 2.1·106 a

epted models were 
olle
ted during the random walk.The individual a

ept rates for the Monte Carlo parameters were around50%. By looking at the a

epted values for the individual model parameters,it 
an be seen that the burn-in period is quite long (see Fig. 5.2). It was
hosen to dis
ard the �rst 700,000 a

epted models in the further analysis.Fig. 5.3 shows histograms of the values of the six model parameters for allthe a

epted models after the burn-in period. Gaussian distributions �ttedto the sets of a

epted model parameters are shown for 
omparison. It isseen, that all parameter distributions ex
ept that for FB resemble a Gaussiandistribution. The inverse problem was solved with the the restri
tion that
FB > 0, i.e. the i
e �ows in the same dire
tion at the surfa
e and at thebase. This 
ould be a 
ontributing fa
tor to the distribution for FB havinga di�erent shape than the others. However, the distribution shows only onemaximum indi
ating that the value of FB is unambiguously determined fromthe Monte Carlo solution.
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Figure 5.2: A

epted values for the six Monte Carlo-determined parameters at North-GRIP. It is seen that there is a signi�
antly longer burn-in period for p1, p2, and p3 thanfor the other three parameters. The burn-in period of 700,000 a

epted steps is indi
atedin grey.
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Figure 5.3: Blue: Histogram of the parameter values for the a

epted models at North-GRIP after the burn-in period. Red: Gaussian distribution �tted to the a

epted modelparameters. These results were obtained using the 1D model with ∂H

∂t
= 0.
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Figure 5.4: Auto
orrelation for the �rst 100,000 a

epted models after the burn-inperiod. The 
orrelation length is read o� where the 
urve 
rosses 0 for the �rst time,whi
h happens around step # 1350.Having obtained a set of a

epted values and established a burn-in period,there is one more aspe
t that needs to be addressed before we 
an pro
eedto infer best values for the Monte Carlo parameters from the sets of a

eptedvalues for the model parameters. In the Monte Carlo algorithm used in thisstudy, only the value of one model parameter is 
hanged at a time, andthus models a

epted right after ea
h other tend to be highly 
orrelated. Insu
h 
ases it 
an be useful to only use a

epted models separated by the
orrelation length. Fig. 5.4 shows the auto
orrelation for the �rst 100,000a

epted models after the burn-in period. The 
orrelation length 
an befound from this graph by reading o� where the 
urve rea
hes 0 for the �rsttime. The 
orrelation length is found to be 1350 a

epted steps. To getun
orrelated models we then pi
k out only every 1350th model after the burn-in period, whi
h brings the number of a

epted independent models downto just over 1,000. However, as seen from Fig. 5.5, using only un
orrelatedmodels 
hanges neither the shape of the distributions nor the lo
ations ofthe maxima for any of the parameters. The reason for this 
ould be thatin the problem at hand we only have six model parameters, so 
hangingone parameter 
ould a
tually 
hange the model ve
tor signi�
antly. It wasde
ided to use the whole suite of models a

epted after the burn-in period.The resulting values for the six model parameters and the un
ertainties ontheir determination from the Monte Carlo solution are found in Table 5.1.For all parameters but FB the best values for a parameter is found by takingthe mean of the distribution of a

epted values in Fig. 5.3. Be
ause of thedi�erent shape of the histogram of a

epted values for FB the mean of the�tted Gaussian distribution does not 
oin
ide with the maximum of thehistogram of a

epted values. It was 
hosen to use the highest point of thedistribution as best value.
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Figure 5.5: Comparison of histograms for the parameter values for NorthGRIP for allthe a

epted models after the burn-in period (blue, left hand verti
al axis) and those foronly un
orrelated models (red, right hand verti
al axis). The results were obtained fromthe 1D model with ∂H

∂t
= 0.
Parameter Value σstd

p1 (m/yr h
−2) 7.1 · 10−4 0.2 · 10−4

p2 (m/yr h
−1) 7.1 · 10−2 0.2 · 10−2

p3 (m/yr) 1.83 0.03
A0 (m/yr) 0.197 0.002

h (m) 1840 160
FB 0.14 0.06

wb (mm/yr) -7.5 1.3Table 5.1: The values of the Monte Carlo parameters for the 1D model for NorthGRIPdetermined from a Monte Carlo solution to the inverse problem 
onstrained by 13 �xpoints.The value and un
ertainty of A0 as 
al
ulated from the sets of a

epted values of p1, p2,and p3 are also in
luded.
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p1 p2 p3 h FB wb

p1 1
p2 0.97 1
p3 0.91 0.98 1
h -0.04 0.05 0.17 1

FB -0.05 0.09 0.19 0.62 1
wb 0.03 0.04 0.06 0.52 0.75 1Table 5.2: Correlation 
oe�
ients between the Monte Carlo-determined model param-eters for the 1D model for NorthGRIP using ∂H

∂t
= 0.The un
ertainty, σstd, stated for ea
h parameter in Table 5.1 is merely thestandard deviation of the distribution of a

epted model values. This valueis a measure only of how well-determined the value is from the Monte Carlosolution and does not in
lude other un
ertainties due to e.g. model in-su�
ien
ies or assumptions. Thus the true un
ertainty is higher, and theun
ertainties listed in Table 5.1 
an be viewed as a lower limit for the trueun
ertainties.The parameters p1, p2, and p3 are highly 
orrelated (see Table. 5.2). From theset of a

epted values for p1, p2, and p3 (not in
luding values a

epted duringthe burn-in period) we get the NorthGRIP a

umulation history shown inFig. 5.6. The obtained un
ertainties on the a

umulation rate vary withtime between ∼ 2 · 10−3 m/yr and ∼ 5 · 10−3 m/yr (
f. Fig 5.18, blue
urve). The histogram of values for the present i
e equivalent a

umulationrate at NorthGRIP as 
al
ulated from the a

epted values of p1, p2, and

p3 after the burn-in period is shown in Fig. 5.7. The best value is foundto be 0.197±0.002 m/yr, whi
h is in agreement with the observed value of0.193±0.005 m/yr.
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Figure 5.6: Best estimate of the a

umulation history at NorthGRIP as 
al
ulated fromEq. 3.44 using the sets of a

epted values for p1, p2, and p3 found using the 1D modelwith ∂H

∂t
= 0.
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Figure 5.7: Values of A0 
al
ulated from the a

epted values of p1, p2, and p3 for the1D model at NorthGRIP with ∂H

∂t
= 0.A 
omparison of the obtained δ18O-a

umulation relation with strain 
or-re
ted observed annual layer thi
knesses (
f. Se
tion 3.1.2) is shown inFig. 5.8. The a

umulation relation from Eq. (3.44) is extended to alsoshow what the model looks like for Eemian δ18O values whi
h are typi
allyaround -33h.Fig. 5.9 shows histograms of the di�eren
es between the observed depthsof the 13 iso
hrones and the modelled depths 
al
ulated from the a

eptedvalues of the model parameters. It is seen that there is a good agreementbetween observed and modelled iso
hrones. The di�eren
es between theobserved depths and the best values from the histograms of modelled depthsare shown in Table 5.3.5.1.2 NEEMNEEM is lo
ated 365 km from NorthGRIP when traveling along the i
edivide. Drilling at the NEEM site 
ommen
ed in 2007, and a δ18O re
ordis not yet available from there. It is assumed that the a

umulation rate atthis site is proportional to that at NorthGRIP with kA = ANEEM

ANGRIP
being theproportionality 
onstant at all times (
f. Eq. (3.45)).Thus, four model parameters, kA, h, FB , and wb were estimated from theMonte Carlo solution to the inverse problem. A total of 800,000 a

eptedmodels were 
olle
ted (Fig. 5.10), and the burn-in period was determined to
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Figure 5.8: Strain-
orre
ted observed annual layer thi
knesses versus δ18O for the last60 kyr in the NorthGRIP i
e 
ore. The solid line is the a

umulation relation fromEq. (3.44) with parameter values determined from the Monte Carlo solution to the 1Dinverse problem (see Table 5.1). The bla
k asterisk denotes the observed present valuesat NorthGRIP.Age (kyr) NGRIP Site 1 Site 2 Site 3 Site 4 NEEM1.4 1 2 3 7 -10 02.7 -4 -6 1 -6 7 53.2 -6 -1 -1 1 -13 -214.0 0 1 6 9 1 -24.8 0 2 10 10 5 75.9 2 1 -16 -27 -8 67.5 6 0 -2 3 13 2710.2 5 4 5 1 10 2514.6 -8 -7 -8 -1 0 -137.7 -2 1 2 4 -10 -2345.0 1 0 2 8 -6 -1551.0 4 9 10 4 -6 -974.6 -2 -6 -8 -10 8 -11Table 5.3: The di�eren
e in m between observed and modelled depths of the iso
hrones.The modelled depths are 
al
ulated from the a

epted values of the model parameters ofthe 1D model with ∂H

∂t
= 0.
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e between observed depths of the 13 iso
hrones and the depths
al
ulated from the a

epted values of the model parameters for the 1D model for North-GRIP using ∂H

∂t
= 0. The verti
al s
ale is 0 to 3.5·105 for every plot, at the age of the
orresponding iso
hrone is given above ea
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Figure 5.10: A

epted values for the four Monte Carlo parameters for NEEM.be 1,000 models. The 
orrelation length was found to be ∼1,000 models but,as was the 
ase for NorthGRIP, using only the un
orrelated models leadsto no signi�
ant 
hanges in the parameter values (
f. Fig. 5.11), and it was
hosen to use all a

epted models.Fig. 5.12 shows histograms of the a

epted values after the burn-in period forthe four Monte Carlo parameters as well as a Gaussian distribution �ttedto the data. None of the distributions are well represented by the �ttedGaussian distributions. In the 
ases of h, FB , and wb this is explained bythe most likely value being lo
ated very 
lose to an upper or lower limit forthe parameter value. The distribution of a

epted values of kA does nothave this problem, but the highest point of the histogram is shifted o� tothe side. However, the distribution shows only one maximum, lending us
on�den
e that the value is well determined by the Monte Carlo solution.For all four parameters we 
hoose the lo
ation of the top of the histogramas the best estimate of the value of the parameter. The obtained best valuesare found in Table 5.4. The best value of kA indi
ates that the a

umulationrate at NEEM is almost 30% higher than at NorthGRIP, i.e. the presenta

umulation rate should be 0.254±0.005 m/yr (
f. Table 5.5). This issigni�
antly higher than the observed value of 0.225±0.005 m/yr. It is alsointeresting to note that the results indi
ate that there is no signi�
ant basalmelting at NEEM.The di�eren
es between the observed and modelled depths of the iso
hronesare given in Table 5.3.A 
omparison between the annual layer thi
knesses at NorthGRIP and NEEMis shown in Fig. 5.13. Due to the la
k of basal melting, the layers 
lose to
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Figure 5.11: Comparison of histograms for the parameter values for NEEM for all thea

epted models after the burn-in period (blue, left hand verti
al axis) and those for onlyun
orrelated models (red, right hand verti
al axis).
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Figure 5.12: Histograms of the a

epted values after the burn-in period for the fourMonte Carlo parameters in the 1D model at NEEM. A Gaussian distribution �tted to thea

epted model parameters is shown in red.
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Figure 5.13: Annual layer thi
knesses at NorthGRIP (blue) and NEEM (red). Theannual layer thi
kness at NorthGRIP are based on the GICC05 times
ale for the mostre
ent 60 kyr and on the ss09sea times
ale before that. The annual layer thi
knesses atNEEM are 
al
ulated from the results of the present study.bedro
k at NEEM are thinner than at NorthGRIP.The δ18O history used in this study rea
hes ba
k only to 150 kyr b2k (
f.page 32). Using the results from the present study, i
e of this age is foundat z=130±10 m at NEEM. Thus it is likely that the i
e at the base is morethan 200 kyr old.5.1.3 Sites 1�4In this se
tion the results from the remaining four 1D sites are presented.As for NEEM, only four model parameters need to be determined for thefour sites, and the 
onsiderations regarding burn-in period and 
orrelation ofa

epted models are similar to those at NEEM. The plots of a

epted modelvalues and histograms of a

epted values are found in App. A (Figs. A.1�A.12). As was the 
ase for NorthGRIP and NEEM there is no di�eren
ebetween the statisti
s for the 
omplete set of a

epted values after the burn-in period and those of only un
orrelated models, and all models a

eptedafter the burn-in period were used.The best values of the model parameters for the four sites as well as othersite-spe
i�
 information are summarized in Tables 5.4 and 5.5.The di�eren
es between observed and modelled depths at all six 1D lo
ationsare given in Table 5.3. Generally, the mis�t in
reases with distan
e fromNorthGRIP, whi
h is to be expe
ted be
ause the assumptions of 
onstanta

umulation pattern and i
e thi
kness with time is probably getting lessa

urate the further we move away from the 
entre of the i
e sheet.
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Site kA h (m) FB wb (mm/yr)NGRIP 1 1840±160 0.14±0.06 -7.5±1.3Site 1 0.99±0.02 2030±200 0.09±0.03 -2.0±0.9Site 2 0.88±0.01 1850±190 0.11±0.03 -2.2±1.0Site 3 0.86±0.02 1950±290 0.06±0.02 -1.2±0.7Site 4 1.09±0.02 1770±170 0±0.01a -1.5±0.7NEEM 1.29±0.02 2370±170 0±0.002a 0±0.1baThe parameter is stri
tly non-negative, so only the plus option applies.bThe parameter is stri
tly non-positive, so only the minus option applies.Table 5.4: Monte Carlo-determined values of di�erent input parameters to the 1D i
e�ow model.
Site x (km) H (m) zsur (m) A0 (m/yr) kh kFNGRIP 314 3065 2918 0.197±0.002 0.60 -15Site 1 414 2995 2837 0.196±0.004 0.68 -13Site 2 490 3072 2761 0.173±0.003 0.60 -13Site 3 514 2790 2726 0.170±0.004 0.70 0Site 4 586 2694 2609 0.215±0.005 0.66 0NEEM 679 2520 2447 0.254±0.005 0.95 0Table 5.5: Lo
ation (distan
e from GRIP along the i
e divide), i
e equivalent i
e thi
k-ness, surfa
e elevation, and Monte Carlo-determined present i
e equivalent a

umulationrate, and values of kh and kF at the six sites. The parameters kh and kF are used in the2D model (
f. Eqs. (3.50) and (3.51)). Here, they are 
al
ulated from the a

epted valuesof h, FB, and wb from the 1D model in order to assess the assumption of keeping theseparameters 
onstant in the 2D model (
f. Se
tion 5.1.6).



68 ResultsThe following se
tions summarize what 
an be inferred from the 1D studieswith ∂H
∂t

= 0 about the spatial variability of the a

umulation rate, thelo
ation of the Eemian layer along the i
e divide between NorthGRIP andNEEM, the validity of assumptions used in the 2D model, and the stabilityof the solution to the 
hoi
e of dt.5.1.4 The a

umulation rate patternFrom the 1D model results at the six lo
ations, we 
an 
al
ulate the 
orre-sponding present a

umulation rate at ea
h site. These are shown in Fig. 5.14together with the a

umulation rates obtained from shallow radar layers (
f.Se
tion 2.2.2). The present a

umulation rates obtained from the 1D modelstudies support the shape of the a

umulation rate pattern obtained from theshallow radar layers, and for NorthGRIP and Sites 1�3 the values obtainedby the two methods also agree fairly well. For Site 4 and NEEM, however,the 1D model investigations indi
ate signi�
antly higher a

umulation ratesthan the shallow radar layers do. Two main things 
ould 
ontribute to this.First, the i
e thi
kness was assumed 
onstant in time when the 1D problemwas solved for these lo
ations. This assumption is a

eptable for the 
entralparts of the i
e sheet, but it be
omes in
reasingly problemati
 as we move
oastward along the i
e divide, be
ause the 
hanges in i
e thi
kness overthe past gla
ial 
y
le are larger here (Marshall and Cu�ey, 2000). Se
ondly,the a

umulation rate pattern was also assumed 
onstant in time, whi
h isprobably not a good assumption be
ause 
hanges in the surfa
e elevation arevery likely to 
ause a 
hange in a

umulation rate.5.1.5 Eemian I
eThe distributions for the lo
ation of the top and bottom of the Eemian layerand the 
orresponding thi
kness of the layer at NEEM 
al
ulated from thesets of a

epted values of the model parameters are shown in Fig. 5.15. Thepositions in the i
e 
olumn and the thi
kness of the Eemian layer at thevarious 1D sites are given in Table 5.6, and shown in Fig. 5.16, that depi
tsthe pro�le from NorthGRIP to NEEM.The results indi
ate that the full Eemian layer is preserved at all lo
ationsex
ept NorthGRIP, where Eemian i
e is predi
ted to o

upy the bottom50±40 m of the i
e 
olumn. This is in agreement with the results from i
e
ore studies that show that the isotope re
ord from the NorthGRIP i
e 
oreindi
ates that Eemian i
e was found in the bottom 85 m of the 
ore (NorthGreenland I
e Core Proje
t members, 2004). At Sites 2�4 the model resultsreveal Eemian layer thi
knesses between 96±9 m and 151±14 m and predi
t
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Figure 5.14: Comparison between the a

umulation rate pattern obtained from shallowradar layers tuned to mat
h the observed value at NorthGRIP (red, green, and bla
k) andthe results from solving the 1D inverse problem at the six sites (blue asterisks). The errorbars on the 1D results indi
ate the pre
ision to whi
h ea
h value is determined from theMonte Carlo solution.
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epted model parameters.



70 ResultsBedro
k (m) zbot (m) ztop (m) Thi
kness (m)NGRIP -171 -171a -121±40 50±40bSite 1 -179 30±35 175±20 131±13Site 2 -328 -97±40 65±30 151±14Site 3 -124 178±30 305±20 123±9Site 4 -100 124±30 223±20 96±9NEEM -98 169±7 238±6 66±2aAll a

epted models indi
ate that the early Eemian i
e is lost.bWith the early Eemian i
e being lost, the un
ertainty on the thi
kness of the Eemianlayer is given by the un
ertainty on the position of the top of the layer.Table 5.6: The lo
ation of the Eemian layer in the i
e 
olumn at the 1D lo
ations. Notethat the full Eemian is not present at NorthGRIP. Thus, the given layer thi
kness is forthe part of the period that is still present.
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Figure 5.16: The lo
ation of the Eemian layer in the i
e 
olumn (blue asterisks) at thedi�erent 1D sites 
al
ulated from the a

epted model parameters obtained from the MonteCarlo solution to the 1D inverse problem at the di�erent sites. At NorthGRIP only partof the Eemian i
e is still present. The 13 observed iso
hones are shown as bla
k lines, andthe modelled depths of the iso
hrones are shown as bla
k dots.
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kness 71the layer to be lo
ated well above bedro
k. However, at all these sites, thetopography of the bedro
k upstream from the sites is so uneven that there isa high risk that the stratigraphy of the i
e has been broken in the lower partof the i
e 
olumn due to the i
e having �owed over the hilly bedro
k. Thisis not a 
on
ern at Site 1 or at NEEM where the bedro
k is 
onsiderablysmoother. This study indi
ates that both these lo
ations would be goodpla
es to drill for Eemian i
e. Comparing the two sites, the Eemian layer ispredi
ted to be thi
ker at Site 1 than at NEEM (131 m at Site 1 vs. 66 m atNEEM), but at NEEM the Eemian i
e is expe
ted to be found 50 m furtherabove bedro
k than at Site 1, and thus we expe
t to �nd signi�
antly olderi
e at NEEM than at Site 1 - both due to the thi
ker layer beneath theEemian i
e and be
ause the smaller thi
kness of the Eemian layer indi
ate asmaller annual layer thi
kness at NEEM. Thus the results from the presentstudy support the 
hoi
e of NEEM as the new deep i
e 
ore drill site.
5.1.6 The validity of using kh and kF in the 2D modelIn the 2D model we assume that the ratios kh = h/H and kF = FB/wb are
onstant in time and spa
e (
f. Eqs. (3.50) and (3.51)). By 
al
ulating theseratios from the a

epted values of h, FB , and wb at the 1D sites we 
an getan indi
ation of the validity of these assumptions. The values of kh and kF
al
ulated from the parameter values at ea
h 1D site are given in Table 5.5.For all sites ex
ept NEEM the value of kh is between 0.6 and 0.7, whi
hindi
ates that the assumption holds for these areas. At NEEM the valueis 
onsiderably higher: 0.94. However, NEEM is lo
ated quite far from thesummit of the i
e 
ap, and we would expe
t the value of kh to grow whenmoving further down a �ow line.Histograms of the values of kF 
al
ulated from the a

epted values of FBand wb at ea
h site are shown in Fig. 5.17. It is seen that the histograms aregenerally quite broad indi
ating that the value of kF is not well determined.For Site 3, Site 4, and NEEM the distributions 
learly indi
ate a best valueof 0. Even though the distributions of kF are broad, the best values do notdi�er mu
h along the line, so the assumption of a linear relationship between
FB and wb in the 2D model may still be a reasonable assumption, espe
ially,when the 2D model is run for shorter parts of the line at a time rather thanfor the whole line at on
e.
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Figure 5.17: Histograms of the values of kF 
al
ulated from the a

epted values of FBand wb at the 1D sites.5.1.7 Stability of solution for di�erent values of dtIn order to 
he
k that the results are not dependent on the 
hoi
e of dt, wesolve the inverse problem with the 1D model for NorthGRIP using dt=25 yrs,half the value that was used above. A total of 1.2·106 a

epted models were
olle
ted. The a

epted values of the Monte Carlo-determined parametersand the histograms of a

epted values are found in Appendix A (Figs. A.13and A.14, respe
tively). The random walk was started at the values foundfrom solving the inverse problem using dt=50 yrs in the forward model, andthus there is no signi�
ant burn-in period. Table 5.7 shows the obtainedvalues for the Monte Carlo-determined parameters. The values from thesolution to the problem with dt=50 yrs are shown for 
omparison. No signif-i
ant di�eren
e is seen. The obtained values for p1, p2, and p3 di�er slightlymore than within the un
ertainties. However, due to the high 
orrelationbetween these three parameters the e�e
t on the a

umulation rate is negli-gible, sin
e the di�eren
e between the a

umulation histories obtained with
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dt 25 50

p1 (m/yr h
−2) (6.6 ± 0.3) · 10−4 (7.1 ± 0.2) · 10−4

p2 (m/yr h
−1) (6.7 ± 0.2) · 10−2 (7.1 ± 0.2) · 10−2

p3 (m/yr) 1.75 ± 0.04 1.83 ± 0.03

A0 (m/yr) 0.197 ± 0.002 0.197 ± 0.002

h (m) 1870 ± 190 1840 ± 160

FB 0.18 ± 0.06 0.14 ± 0.06

wb (mm/yr) −7.4 ± 1.2 −7.5 ± 1.3Table 5.7: Comparison of best estimates for the Monte Carlo-determined parameters atNorthGRIP for dt = 25 and dt=50. The 1D model with ∂H

∂t
=0 was used. The value andun
ertainty of A0 
al
ulated from the a

epted values of p1, p2, and p3 is also shown.
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Figure 5.18: The absolute di�eren
e between the a

umulation history 
al
ulated with
dt=25 yrs and that 
al
ulated with dt=50 yrs (red) and the un
ertainty on the a

umu-lation history from dt=50 yrs (blue).the two values of dt is smaller than the un
ertainty on the a

umulationhistory obtained with dt=50 yrs (
f. Fig. 5.18). Thus we feel 
on�dent thatthe 
hoi
e of dt does not redu
e the 
redibility of the results.
5.2 1D modelling - in
luding i
e thi
kness 
hangesThe above 
al
ulations were done for an i
e thi
kness 
onstant in time. Inthis se
tion, the two i
e thi
kness histories des
ribed in Se
tion 3.1.4 areused to a

ount for the temporal 
hanges in i
e thi
kness at NorthGRIP andNEEM.
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Figure 5.19: histograms for the a

epted values of the Monte Carlo parameters afterthe burn-in period at NorthGRIP using the i
e thi
kness history from Greve (2005) toa

ount for past 
hanges in i
e thi
kness.5.2.1 NorthGRIPThe two surfa
e elevation histories used i this study are fundamentally di�er-ent, so we would expe
t very di�erent results from using the two i
e thi
knesshistories. A total of 4 · 105 and 1 · 106 a

epted models were 
olle
ted usingthe i
e thi
kness histories from Greve (2005) and Vinther et al. (subm), re-spe
tively. Plots of the a

epted model are found in Appendix A (Figs. A.15and A.16). From the histogram of a

epted values for the Monte Carlo-determined parameters from the model using the i
e thi
kness history fromGreve (2005) (see Fig. 5.19) it 
an be seen that the values of the a

umulationmodel parameters p1, p2, and p3 are not well determined from the MonteCarlo solution. All three histograms show double peaks of almost equalstrength. However, due to the high 
orrelation between these three parame-ters, the distribution of the values of A0 
al
ulated from the a

epted valuesof p1, p2, and p3 shows a strong single maximum (see Fig. 5.20), and sin
ethis is the only parameter dependant on p1, p2, and p3, the double peaks donot lead to any major ambiguities in the results. The other three parametersare well determined. When using the i
e thi
kness history from Vinther et al.(subm) all six Monte Carlo parameters are well determined from the MonteCarlo solution (
f. Fig. 5.21). Though there is a small hint of a double peakfor p2, one peak is mu
h stronger than the other. Table 5.8 shows the bestvalues for the model parameters for the 
ase of ea
h i
e thi
kness history.
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Figure 5.20: Values of A0 at NorthGRIP 
al
ulated from the a

epted values of p1, p2,and p3 from the 1D model using the i
e thi
kness history from Greve (2005) to a

ountfor 
hanges in i
e thi
kness.
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Figure 5.21: histograms for the a

epted values of the Monte Carlo parameters after theburn-in period at NorthGRIP using the i
e thi
kness history from Vinther et al. (subm)to a

ount for past 
hanges in i
e thi
kness.



76 ResultsGreve (2005) Vinther et al. (subm)Parameter Value σstd Value σstd

p1 (m/yr h
−2) 7.5·10−4 0.1·10−4 7.9·10−4 0.2·10−4

p2 (m/yr h
−1) 7.3·10−2 0.1·10−2 7.7·10−2 0.1·10−2

p3 (m/yr) 1.85 0.01 1.92 0.03
A0 (m/yr) 0.205 0.002 0.189 0.002

h (m) 1730 80 1620 160
FB 0 0.01 0.19 0.07

wb (mm/yr) -3.3 0.7 -7.5 1.3Table 5.8: Best estimates and standard deviations for the six Monte Carlo parametersfor the 1D model at NorthGRIP in
luding past i
e thi
kness 
hanges. The value andun
ertainty of the present a

umulation rate, A0, as 
al
ulated from the a

epted valuesof p1, p2, and p3 are also given. For 
omparison, the results from the 1D model with
∂H

∂t
= 0 
an be found in Table 5.1.The main di�eren
es between the results for the two i
e thi
kness histo-ries are the values of A0 and wb. Where the values of both these param-eters obtained using the i
e thi
kness history from Vinther et al. (subm)(0.189±0.002 m/yr and -7.5±1.3 mm/yr, respe
tively) are in agreement withobserved values at the site, the present a

umulation rate obtained using thei
e thi
kness history from Greve (2005) is a little higher than the observedvalue (0.205±0.002 m/yr vs. 0.193±0.005 m/yr), and the obtained verti
alvelo
ity at the base is only -3.3±0.7 mm/yr, whi
h is signi�
antly lower thanthe value of -7 mm/yr found from i
e 
ore studies (North Greenland I
e CoreProje
t members, 2004). Furthermore, as 
an be seen from Table 5.9, themodel using the i
e thi
kness history from Greve (2005) does not mat
h theobserved depth-age horizons as well as the model using the i
e thi
kness his-tory from Vinther et al. (subm) or the model not a

ounting for past 
hangesin i
e thi
kness.The a

umulation histories obtained from the three di�erent 1D models usedfor the NorthGRIP site are shown in Fig. 5.22. The results from the modelusing the i
e thi
kness history from Greve (2005) generally indi
ates highera

umulation rates than the results from the other two models.5.2.2 NEEMDue to the bad �t between observed and modelled depth-age horizons atNorthGRIP using the i
e thi
kness history from Greve (2005) it was de
idednot to use this i
e thi
kness history at NEEM. Thus the 1D inverse problemfor NEEM was solved using only the i
e thi
kness history from Vinther et al.(subm) to a

ount for past 
hanges in i
e thi
kness. A total of 2·105 a

epted
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dobs − dmodel (m)Age (kyr) dobs (m) ∂H

∂t
= 0 Greve (2005) Vinther et al. (subm)1.4 273 1 -12 -62.7 501 -4 -24 73.2 571 -6 -26 -14.0 689 0 -20 -94.8 802 0 -18 45.9 955 2 -12 57.5 1146 6 3 110.2 1396 5 46 -1914.6 1600 -8 51 1637.7 2055 -2 -43 -445.0 2182 1 -35 051.0 2284 4 -7 174.6 2553 -2 32 0Table 5.9: The di�eren
e between observed (dobs) and modelled (dmodel) depths of theiso
hrones at NorthGRIP. The modelled iso
hrones are 
al
ulated using ∂H

∂t
= 0, and thesurfa
e elevation histories from Greve (2005), and Vinther et al. (subm), respe
tively.
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Figure 5.22: The a

umulation histories determined with ∂H

∂t
=0 and the two i
e thi
k-ness histories.
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Figure 5.23: histograms for the a

epted values of the Monte Carlo parameters afterthe burn-in period at NEEM using the i
e thi
kness history from Vinther et al. (subm) toa

ount for past 
hanges in i
e thi
kness.
models were 
olle
ted. A plot of the a

epted values for the four MonteCarlo parameters is found in Appendix A (Fig. A.17). Fig. 5.23 shows thehistograms of a

epted values after the burn-in period, and the best values forthe Monte Carlo-determined parameters and the standard deviations fromthe 
orresponding histograms of a

epted values are found in Table 5.10. Theobtained values for the present a

umulation rate is 0.253±0.003 m/yr, whi
his signi�
antly higher than the value of 0.225±0.005 m/yr found from studiesof shallow i
e 
ores at the site. Also, the basal melt rate is estimated to1.7±0.7 mm/yr indi
ating more basal melting than the model with 
onstanti
e thi
kness did.The distribution for h shows a double peak (
f. Fig. 5.23). This 
ould be
aused by the proximity of the best value to the upper limit of allowed values.Regardless of the explanation, the double peak is not 
arried over to thelo
ation of the top and bottom of the Eemian layer, whi
h are unambiguouslydetermined (see Fig. 5.24).The di�eren
es between observed and modelled lo
ations of the 13 iso
hronesare shown in Table 5.11.
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Vinther et al. (subm) ∂H

∂t
= 0Parameter Value σstd Value σstd

kA 1.31 0.01 1.29 0.02
A0 (m/yr) 0.253 0.003 0.254 0.005

h (m) 2500a 130 2370 170
FB 0 0.01 0 0.002

wb (mm/yr) -1.7 0.7 0 0.1aDouble spikeTable 5.10: Best estimates and standard deviations for the four Monte Carlo-determinedparameters for the 1D model at NEEM using ∂H

∂t
= 0 and the i
e thi
kness history fromVinther et al. (subm) as stated. The value and un
ertainty of the present a

umulationrate, A0, as 
al
ulated from the a

epted values of kA are also given.
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kness history from Vinther et al. (subm) to a
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dobs − dmodel (m)Age (kyr) dobs (m) ∂H

∂t
= 0 Vinther et al. (subm)1.4 321 0 122.7 575 5 133.2 618 -21 -174.0 744 -2 24.8 854 7 145.9 983 6 37.5 1156 27 -210.2 1344 25 -1414.6 1473 -1 -437.7 1739 -23 -945.0 1818 -15 151.0 1879 -9 474.6 2013 -11 3Table 5.11: The di�eren
e in m between observed (dobs) and modelled (dmodel) depths ofthe iso
hrones at NEEM. The modelled iso
hrone depths are 
al
ulated using the a

eptedparameter values for the 1D model using ∂H

∂t
= 0 and the surfa
e elevation historiy fromVinther et al. (subm), respe
tively.5.2.3 A

umulation ratesThe obtained estimate of the present a

umulation rates for all the 1D sitesand all the three ways of dealing with i
e thi
kness 
hanges are summarizedin Fig. 5.25. It is worth noting, that a

ounting for past i
e thi
kness 
hangesusing the i
e thi
kness history from Vinther et al. (subm) does not lead to amodelled value for the present a

umulation rate at NEEM that is in betteragreement with the observations than the value found from the model nota

ounting for 
hanges in i
e thi
kness.5.2.4 Eemian i
eThe results from the 1D model investigations a

ounting for i
e thi
kness
hanges are used to 
al
ulate the lo
ation of the Eemian layer at NorthGRIPand NEEM. The results are given in Table 5.12. The i
e thi
kness historyfrom Vinther et al. (subm) rea
hes ba
k only to 123 kyr b2k. In order tostart the forward run with the model at the beginning of the Eemian, the i
ethi
kness estimate for 123 kyr b2k was just kept 
onstant ba
k to 130 kyr b2k.This is indeed a very 
rude estimate, but la
king better information, thesimplest assumption was made. For 
omparison, the lo
ation of i
e with theage of 123 kyr is estimated to be 177±23 m, whi
h makes the layer of i
e
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Figure 5.25: Comparison between the a

umulation rate pattern obtained from shallowradar layers tuned to mat
h the observed value at NorthGRIP (red, green, and bla
k)and the results from solving the 1D inverse problem at the six sites (blue asterisks). Redand green asterisks indi
ate results obtained using the i
e thi
kness histories from Greve(2005) and Vinther et al. (subm), respe
tively, to a

ount for temporal 
hanges in i
ethi
kness. The error bars on the 1D results indi
ate the pre
ision to whi
h ea
h value isdetermined from the Monte Carlo solution.
zbot (m) ztop (m) Thi
kness (m)NGRIP ∂H

∂t
= 0 -171a -121±40 50±40bGreve (2005) 34±30 136±20 104±10Vinther et al. (subm) -171a -106±50 65±50bNEEM ∂H

∂t
= 0 169±7 238±6 66±2Vinther et al. (subm) 116
±30 226±20 106
±11aAll a

epted models indi
ate that the early Eemian i
e is lost.bWith the early Eemian i
e being lost, the un
ertainty on the thi
kness of the Eemianlayer is given by the un
ertainty on the position of the top of the layer.
These numbers are 
al
ulating using a 
onstant i
e thi
kness from 123 kyr b2k andba
k to 130 kyr b2k.Table 5.12: The lo
ation of the Eemian layer in the i
e 
olumn at NorthGRIP andNEEM. Note that the full Eemian is not present at NorthGRIP. Thus, the given layerthi
kness is for the part of the period that is still present.



82 Resultsfrom 115 kyr to 130 kyr 48±5 m thi
k.At NorthGRIP the results from the model with ∂H
∂t

= 0 and from that usingthe i
e thi
kness history from Vinther et al. (subm) agree with ea
h otherand with observations from the i
e 
ore: The early part of the Eemian isremoved by basal melting. The estimate of the top of the layer from themodel using the Vinther et al. (subm) i
e thi
kness history is best. Theresults from the model using the i
e thi
kness history from Greve (2005) arenot at all in agreement with the observations. A

ording to these results thefull Eemian re
ord should still be lo
ated 200 m above bedro
k. However,
onsidering the bad �t between observed and modelled depth-age horizons,this is not surprising.At NEEM there is a signi�
ant di�eren
e between the predi
ted thi
knessesof the Eemian layer for the model disregarding i
e thi
kness 
hanges and theone using the i
e thi
kness history from Vinther et al. (subm) to a

ountfor these 
hanges. The predi
ted lo
ations of the top of the Eemian layerdoes not di�er mu
h, but there is a signi�
ant di�eren
e in the predi
tedlo
ation of the bottom of the layer, leading to a di�eren
e of 40 m betweenthe predi
ted thi
kness of the layer. This is the e�e
t of the higher basal meltrate predi
ted from the study using the Vinther et al. (subm) data. Thisbasal melt rate 
auses the bottom layers to be thi
ker but lo
ated deeper.5.3 2D modelling - 
onstant i
e thi
knessThe 2D inverse problem is solved separately for three segments of the 435 kmlong se
tion of the i
e ridge studied in this thesis (
f. Se
tion 4.2.1). In thisse
tion, the results obtained when assuming 
onstant i
e thi
kness with timeare presented, while results obtained when in
luding 
hanges in i
e thi
knessare presented in Se
tion 5.4.The number of a

epted models 
olle
ted for ea
h segment falls between70,000 and 510,000, and the burn-in periods are between 30,000 and 300,000a

epted steps. The NorthGRIP segment had a signi�
antly longer burn-inperiod be
ause the values of p1, p2, and p3 from the a

umulation model hadto be determined.5.3.1 A

umulation history at NorthGRIPThe distributions of a

epted values for p1, p2, and p3 are shown in Fig. 5.26.It is seen that these distributions show double peaks. However, the rangeof a

epted values for ea
h parameter is very small, and all a

epted values
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Figure 5.26: Histograms of values for the a

umulation model parameters a

epted afterthe burn-in period using the 2D model with ∂H

∂t
= 0.fall within one standard deviation of the best value determined from the 1Dmodel (
f. Table 5.1). The a

umulation history obtained from solving the2D inverse problem is well determined (the double peaks 
an
el out be
ause

p2 and p3 are highly 
orrelated), and it is shown in Fig. 5.27, top panel,along with the a

umulation history obtained with the 1D model. The maindi�eren
e between the two is that the a

umulation history obtained withthe 2D model indi
ates lower a

umulation rates during the stadials. Thisdi�eren
e is of the same order as the standard deviation on the a

umulationhistory from the 1D model (
f. Fig. 5.27, bottom panel). The a

umulationhistory obtained from the 2D model was used when solving the 2D inverseproblem for the other two segments.5.3.2 Basal melt ratesHistograms of a

epted values for wb for ea
h of the three segments are foundin Figs. 5.28�5.30. Generally, the distributions for the �rst four melt rateintervals of a segment are broader than the others. The e�e
t of basal meltingon the internal layers in
reases with depth, so the deep iso
hrones are veryimportant for the determination of the melt rates. Due to the horizontalmovement of the i
e, the modelled iso
hrones have moved out of the �rst
ouple of intervals before they have rea
hed depths of more than ∼1 km. Asa 
onsequen
e, there are only very weak 
onstraints in the deep part of the i
efor the �rst part of the line when solving the inverse problem, and the meltrate estimates obtained for that area are badly 
onstrained. Furthermore,the distributions of a

epted values of wb for the last few melt rate intervalsof the Middle segment are also broad (see Fig. 5.30). In this area the lowestiso
hrone is missing, and thus the solution to the inverse problem is not well
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Figure 5.27: Above: The a

umulation histories at NorthGRIP obtained from the1D (red) and 2D (blue) models using ∂H

∂t
= 0. Below: The standard deviation on thea

umulation history found from the 1D model (blue) and the di�eren
e between thea

umulation histories obtained from the 1D and 2D models (green).
onstrained here.A step plot of the obtained basal melt rates along the line is shown inFig. 5.31, middle panel. The areas, where the lowest iso
hrone is missingare shaded in grey. The melt rates determined from solving the 2D inverseproblem for the NorthGRIP segment and those determined from the solutionto the 2D inverse problem for the Middle segment agree fairly well in theoverlap area (∼400�450 km from GRIP). The dis
repan
y 
ould very well be
aused by the la
k of deep 
onstraints in the solution for the Middle segment.The situation is quite di�erent for the overlap se
tion between the Middleand NEEM segments (∼520�640 km from GRIP), where a large dis
repan
yis seen between the melt rate estimate from the solutions to the two inverseproblems. Several possible fa
tors 
ontributing to this 
an be identi�ed. Thelargest di�eren
es are seen in the �rst part of the overlap. Here, the solutionto the inverse problem for the NEEM segment is not well 
onstrained due tothe la
k of modelled iso
hrones in the lower part of the i
e sheet. Due to thehigher velo
ity 
omponent parallel to the i
e ridge here 
ompared to further



5.3 2D modelling - 
onstant i
e thi
kness 85

−7 −6

*
−3 −2

*
−5 −4

*
−3 −2

*

−7 −6

*
−4 −3 −6 −5

NGRIP

−6 −5

−5 −4 −5 −4 −4 −3 −5 −4

−4 −3 −4 −3 −3 −2 −4 −3

−1 0 −3 −2 −2 −1

Site 1

−3 −2

−3 −2 −3 −2Figure 5.28: Histograms for the a

epted values of wb along the i
e ridge for the North-GRIP segment (the sequen
e is to be read like a book from left to right). The units aremm/yr and the range of the x-axis for every histogram is the mean value ±1 mm/yr. The�rst melt rate interval is at the top left. Melt rate intervals, where the lowest iso
hrone ismissing are marked with a bla
k asterisk. The values were obtained using the 2D modelwith ∂H

∂t
= 0.



86 Results

−4 −3 −5 −4 −3 −2

Site 1

−5 −4

−4 −3 −5 −4 −2 −1 −5 −4

−3 −2 −1 0 −7 −6 −1 0

−1 0

Site 2

−3 −2 −6 −5 −2 −1

Site 3

−4 −3 −16 −15 −1 0 −5 −4

−2 −1 −29 −28 −1 0 −4 −3

−26 −25

Site 4

−5 −4

*
−4 −3

*
−11 −10

*

−1 0

*
−6 −5

*
−5 −4

*Figure 5.29: Histograms for the a

epted values of wb along the i
e ridge for the Middlesegment (the sequen
e is to be read like a book from left to right). The units are mm/yrand the range of the x-axis for every histogram is the mean value ±1 mm/yr. The �rstmelt rate interval is at the top left. Melt rate intervals, where the lowest iso
hrone ismissing are marked with a bla
k asterisk. The values were obtained using the 2D modelwith ∂H

∂t
= 0.



5.3 2D modelling - 
onstant i
e thi
kness 87

−2 −1

Site 3

−1 0 −1 0 −1 0

−1 0 −1 0 −1 0 −1 0

−2 −1 −4 −3

Site 4

−3 −2

*

−1 0

*

−1 0

*

−1 0

*

−1 0

*

−4 −3

*

−1 0

*

−1 0

*

−1 0 −1 0

−1 0

NEEM

−1 0 −1 0 −6 −5Figure 5.30: Histograms for the a

epted values of wb along the i
e ridge for the NEEMsegment (the sequen
e is to be read like a book from left to right). The units are mm/yrand the range of the x-axis for every histogram is the mean value ±1 mm/yr. The �rstmelt rate interval is at the top left. Melt rate intervals, where the lowest iso
hrone ismissing are marked with a bla
k asterisk. The values were obtained using the 2D modelwith ∂H

∂t
= 0.



88 Results

30
0

35
0

40
0

45
0

50
0

55
0

60
0

65
0

0

0.
51

FB

30
0

35
0

40
0

45
0

50
0

55
0

60
0

65
0

0102030 Melt rate (mm/yr)

30
0

35
0

40
0

45
0

50
0

55
0

60
0

65
0

10
0

20
0

30
0

D
is

ta
nc

e 
al

on
g 

th
e 

ic
e 

di
vi

de
 (

km
)

Qgeo (mW/m
2
)Figure 5.31: The values of FB, wb, and Qgeo along the i
e divide. Results obtainedfrom solving the 2D inverse problem for the NorthGRIP, Middle, and NEEM segmentsare shown in blue, red, and green, respe
tively. Areas where the lowest iso
hrone is notvisible are shaded grey. The results were obtained assuming 
onstant i
e thi
kness withtime.



5.3 2D modelling - 
onstant i
e thi
kness 89

0.74 0.78
0

5

10
x 10

4NGRIP

k
h

# 
m

od
el

s

−90 −60
0

5

10
x 10

4NGRIP

k
F

# 
m

od
el

s

0.99 1
0

5000

10000
Middle

k
h

# 
m

od
el

s

−34 −33
0

5000

10000
Middle

k
F

# 
m

od
el

s
0.5 0.51
0

5000

10000
NEEM

k
h

# 
m

od
el

s

−184 −178
0

5000

10000
NEEM

k
F

# 
m

od
el

s

Figure 5.32: Histograms of a

epted values for kh and kF for the three segments of thei
e divide using the 2D model with ∂H

∂t
= 0.upstream, there are no modelled iso
hrones in the lower half of the i
e sheetfor the �rst 10 melt rate intervals of the NEEM segment (
f. Fig. 5.36). Thelast part of the overlap falls within the region where the lowest iso
hrone isnot visible. As mentioned above, this a�e
ts the determination of the basalmelt rates.5.3.3 Other �ow parametersHistograms of the a

epted values for kh and kF for ea
h of the three seg-ments are shown in Fig. 5.32. None of the histograms shows the desiredresemblan
e of a Gaussian distribution, and most of them have multiplepeaks. However, the range of a

epted values for ea
h parameter in ea
hsegment is quite small, so a best value 
an still be estimated fairly well. Inall 
ases, the step size had to be pi
ked very small in order to maintain an a
-
ept rate of 30% or higher. Therefore, the model spa
e was �rst investigated
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∂H
∂t

= 0 Vinther et al. (subm)
kh σkh kF σkF kh σkh kF σkFNGRIP 0.76 0.006 -72 4 0.54 0.001 -83 2Middle 1 1 · 10−4 -33 0.05 0.726 1 · 10−4 -38 0.1NEEM 0.502 1 · 10−4 -182 1 0.402 0.001 -33 0.4Table 5.13: Best estimates of the values of kh and kF for ea
h of the three segmentsstudied with the 2D model. The standard deviations of the distributions are also listed.with a higher step size (and 
orrespondingly lower a

ept rate). When thea

epted values for the parameters settled around a level, the step size wasde
reased to obtain an a

ept rate of at least 30%. The range of a

eptedvalues for the two parameters in the Middle segment is parti
ularly small.This segment is the longest one and the one with the largest variability inthe basal melt rates. Thus it may be di�
ult to �nd values for kh and kFthat give a good �t for all the di�erent �ow 
onditions represented in the seg-ment. For the NEEM segment, the obtained basal melt rates are generallylow, and the histogram for kF also looks ni
er than the one for the Middlesegment. However, a very low range of a

epted values for kh is also seen inthe NEEM segment. This segment 
overs the area where the dire
tion of thei
e ridge bends towards the NNW. This is the region, where the 1D resultsindi
ate the largest spatial variation in kh (
f. Table 5.5), so this 
ould alsobe a 
ase of the model �nding a narrow region of values for kh that givesthe best overall results for the whole segment. The obtained best estimatesof kh and kF and the standard deviation on their distributions are found inTable 5.13.The sets of a

epted values for kh, kF , and wb are used to 
al
ulate the kinkheight h, and the fra
tion of basal sliding, FB . The values obtained for thesix 1D sites are given in Table 5.14, and the values of FB along the i
e ridgeare shown in Fig. 5.31. At Site 2 and NEEM the standard deviations on thehistograms for a

epted values of wb are very small. This 
auses the distribu-tions of FB and Qgeo to also be very narrow, and the listed un
ertainties areof 
ourse mu
h lower than the true un
ertainty on the estimate. In the 
aseof h the very small un
ertainties are 
aused by the narrow distribution for khfor the Middle and NEEM segments. Histograms of the 
al
ulated values of

FB at NorthGRIP and NEEM are shown in Fig. 5.33. The distribution for
FB at NorthGRIP shows a well de�ned maximum, while the distribution for
FB at NEEM has no resemblan
e with a normal distribution. The fa
t that
wb was estimated to zero for many of the melt rate intervals in the NEEMsegment 
ompli
ates the determination of kF and thus FB .
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wb (mm/yr) FB h (m) Qgeo (mW/m2)

∂
H

∂
t

=
0

NGRIP -5.6±0.2 0.40±0.01 2310±20 124±2Site 1 -1.3±0.1 0.09±0.01 2260±20 82±1Site 2 0±1·10−5a 0±2·10−4b 3070±1 70±0.1Site 3 -1.0±0.2 0.03±0.01 2790±1 80±2Site 4
 -25±2 0.86±0.06 2690±1 310±20Site 4d -3.5±0.1 0.63±0.01 1350±0.2 104±1NEEM 0±2·10−6a 0±3·10−4b 1270±0.2 70±0.02
Vintheretal.(s
ubm) NGRIP -5.2±0.2 0.43±0.01 1650±3 120±2Site 1 -0.4±0.1 0.04±0.01 1620±2 74±1Site 2 0±1·10−5a 0±2·10−4b 2230±0.3 70±0.1Site 3 -1.1±0.4 0.04±0.01 2030±0.3 81±4Site 4
 -20±1 0.75±0.03 2026±0.3 260±7Site 4d -25±1 0.82±0.03 1080±2 310±10NEEM 0±1·10−5a 0±3·10−4b 1010±1 70±0.1aThe parameter is stri
tly non-positive, so only the minus option applies.bThe parameter is stri
tly non-negative, so only the plus option applies.
Results from Middle segmentdResults from NEEM segmentTable 5.14: Values of wb, FB, h, and Qgeo at the six 1D sites. The results were obtainedusing the 2D model with ∂H

∂t
= 0 or the i
e thi
kness history from Vinther et al. (subm),as stated. The values at Site 4 obtained from the solutions to the Middle and NEEMsegments are both given.
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Figure 5.33: Histograms of values for FB at NorthGRIP and NEEM 
al
ulated fromthe a

epted values of kF and wb obtained with the 2D model with ∂H

∂t
=0.



92 ResultsWhen the basal melt rate is known, the amount of heat, Qmelt, used to meltthe i
e 
an be 
al
ulated using the relation
Qmelt = ρwbL,where ρ and L are the density and latent heat of i
e, respe
tively. Thegeothermal heat �ux, Qgeo, is given by the sum of the amount of heat usedto melt the i
e and the amount of heat, Qice, 
ondu
ted through the i
e:

Qgeo = Qmelt + Qice.

Qice is determined from the gradient of the observed temperature pro�le ∂T
∂zat the base at NorthGRIP, i.e.

Qice = −K
∂T

∂z
,where K is the thermal 
ondu
tivity of i
e. Using Qice=70mW/m2 (NorthGreenland I
e Core Proje
t members, 2004), L=334 kJ/kg, and the basalmelt rates found in this study, the geothermal �ux along the i
e ridge is
al
ulated. The results are shown in Fig. 5.31, and the values obtained forthe 1D sites are listed in Table 5.14.5.3.4 Eemian i
eFigs. 5.34�5.36 show the observed and modelled iso
hrones for ea
h seg-ment along with the obtained basal melt rates. The di�eren
es betweenobserved and modelled iso
hrones at the six 1D sites are listed in Table 5.15.Generally, the �t is better the 
loser to NorthGRIP. The worst �t is foundin the region with large undulations on the observed iso
hrones upstreamfrom NEEM. The modelled iso
hrones do not reprodu
e these undulations.The undulations happen over a very short distan
e, so maybe the resolutionin the melt rate intervals is too low for the model to 
apture this feature.Furthermore, this region 
oin
ides with the area, where the lowest iso
hroneis not visible. It is also seen, that the modelled iso
hrones are too shallowin the upper part of the i
e sheet at NEEM.The modelled Eemian layer is shown in blue in Figs. 5.34�5.36. The modelagrees well with the observations from the NorthGRIP i
e 
ore as it suggeststhat the lower part of the Eemian layer is missing at NorthGRIP. It is alsoseen, that the horizontal movement in the area around NEEM is so large,that the modelled Eemian iso
hrones have moved past NEEM. To get anestimate of the Eemian layer at NEEM we run the forward model for theMiddle and NEEM segments 
ombined. It was 
hosen to use the parametervalues obtained from solving the inverse problem for the Middle segment up
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e thi
kness 93Age (kyr) NGRIP Site 1 Site 2 Site 3 Site 4 NEEM1.4 2 2 -18 -15 4 342.7 -2 -5 -29 -43 6 533.2 -2 2 -34 -39 20 274.0 5 5 -27 -34 22 464.8 8 7 -23 -37 6 535.9 12 8 -47 -78 28 477.5 21 9 -31 -46 32 6010.2 21 15 -27 -42 31 4414.6 7 6 -42 -40 31 937.7 12 24 -18 -22 10 -1745.0 11 21 -17 -21 6 -1551.0 10 28 -11 -26 2 -1374.6 8 9 -34 -40 3 -21Table 5.15: The di�eren
e in m between observed and modelled depths of the iso
hrones.The modelled depths are 
al
ulated from the a

epted values of the model parameters ofthe 2D model with ∂H

∂t
= 0.
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Figure 5.34: Top panel: Observed (bla
k) and modelled (green) iso
hrones for theNorthGRIP segment. The modelled Eemain layer is shown in blue. The surfa
e of thei
e and the i
e-bedro
k interfa
e are marked in red, NorthGRIP and Site 1 are marked byred verti
al lines, and the dotted verti
al lines indi
ate the melt rate intervals. Bottompanel: The obtained basal melt rates for the same area. These results were obtained fromthe 2D model using ∂H

∂t
= 0.
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Figure 5.35: Observed (bla
k) and modelled (green) iso
hrones for the Middle segment.The modelled Eemain layer is shown in blue. The surfa
e of the i
e and the i
e-bedro
kinterfa
e are marked in red, Sites 1�4 are marked by red verti
al lines, and the dottedverti
al lines indi
ate the melt rate intervals. Bottom panel: The obtained basal meltrates for the same area. These results were obtained from the 2D model using ∂H

∂t
= 0.to 560 km from GRIP and the results from solving the inverse problem forthe NEEM segment downstream from there. The obtained modelled Eemianlayer is seen in Fig. 5.37. The lo
ation and thi
kness of the Eemian layer atthe 1D sites 
al
ulated from the results from the 2D model with ∂H

∂t
= 0 arelisted in Table 5.16. Histograms for the top, bottom, and thi
kness for theEemian layer at NEEM are shown in Fig. 5.49. It is seen that the lo
ationand thi
kness of the layer is well determined.The i
e at the base at NorthGRIP originates ∼ 50 km upstream, while theearly Eemian i
e at NEEM was deposited ∼ 170 km upstream from the drillsite a

ording to the results obtained with the 2D model (
f. Fig. 5.37).5.4 2D modelling - in
luding i
e thi
kness 
hangesDue to the bad performan
e of the 1D model when using the i
e thi
knesshistory from Greve (2005) to a

ount for past 
hanges in i
e thi
kness, the2D inverse problem will not be solved using these data. The results from
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Figure 5.36: Top panel: Observed (bla
k) and modelled (green) iso
hrones for theNEEM segment. The modelled Eemain layer is shown in blue. The surfa
e of the i
e andthe i
e-bedro
k interfa
e are marked in red, Site 4 and NEEM are marked by red verti
allines, and the dotted verti
al lines indi
ate the melt rate intervals. Bottom panel: Theobtained basal melt rates for the same area. These results were obtained from the 2Dmodel using ∂H

∂t
= 0.solving the 2D inverse problem using the i
e thi
kness history from Vintheret al. (subm) to a

ount for past 
hanges in i
e thi
kness are presented below.The number of a

epted models 
olle
ted for ea
h segment falls between120,000 and 160,000, and the burn-in periods are between 70,000 and 120,000a

epted steps.5.4.1 A

umulation history at NorthGRIPThe di�eren
e between the a

umulation histories for NorthGRIP obtainedwith the 1D and 2D model for ∂H

∂t
= 0 was very little, and generally itrequires many more a

epted steps to rea
h equilibrium when p1, p2, and p3are determined 
ompared to when they are not. Therefore, it was 
hosento use the a

umulation history obtained from the 1D model (
f. Fig. 5.22,green 
urve) when solving the 2D inverse problem.
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Figure 5.37: Top panel: Observed (bla
k) and modelled (green) iso
hrones. The dottedverti
al lines indi
ate the melt rate intervals. The modelled Eemain layer is shown in blue.The dotted blue line indi
ates the modelled path taken through the i
e by the i
e nowfound at the bottom of the Eemian at NEEM. The Eemian layer was modelled using theresults from the Middle segment up to 560 km from GRIP and the results from the NEEMsegment downstream from there. The blue asterisks indi
ate the top and bottom of theEemian layer 
al
ulated using the 1D model with ∂H

∂t
= 0. Bottom panel: The obtainedbasal melt rates along the same se
tion. The results were obtained from the 2D modelwith ∂H

∂t
= 0.
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zbot (m) ztop (m) Thi
kness (m)

∂
H

∂
t

=
0

NGRIP -171a -56±6 115±6bSite 1 25±5 160±5 135±1Site 2 -66±0.1 67±0.2 133±0.2Site 3 136±0.6 266±0.6 130±0.7Site 4 107±2 203±2 96±1NEEM 145±0.5 217±0.3 71±0.4
Vintheretal.(s
ubm) NGRIP N/A N/A N/ASite 1 100±2
 219±2 119±0.2
Site 2 -54±0.2
 55±0.2 109±0.2
Site 3 202±0.6
 298±0.4 97±0.8
Site 4 57±6
 139±4 82±5
NEEM 146±0.4
 218±1 72±0.7
aAll a

epted models indi
ate that the early Eemian i
e is lost.bWith the early Eemian i
e being lost, the un
ertainty on the thi
kness of the Eemianlayer is given by the un
ertainty on the position of the top of the layer.
These numbers are 
al
ulating using a 
onstant i
e thi
kness from 123 kyr b2k andba
k to 130 kyr b2k.Table 5.16: The lo
ations of the base and top of the Eemian layer and the thi
kness ofthe layer at the 1D sites obtained from the 2D model using ∂H

∂t
= 0 or the i
e thi
knesshistory from Vinther et al. (subm) as stated. N/A means that no values was obtained.The modelled Eemian layer had moved past NorthGRIP. The lo
ation and thi
kness ofthe Eemian layer obtained with the 1D model are found in Tables 5.6 and 5.12.5.4.2 Basal melt ratesFigs. 5.39�5.41 show histograms of the a

epted values for the verti
al ve-lo
ity at the base. As was the 
ase for the results from the 2D model nota

ounting for i
e thi
kness 
hanges, there is a great di�eren
e in how welldetermined the value of wb is in the di�erent melt rate intervals along theline. In many 
ases, the broad or double peaked distributions are 
oin
identwith the start of a segment, where the modelled iso
hrones have not rea
hedgreat depths, or with regions where the lowest iso
hrone is missing. However,the double peaks in the distributions around Site 3 (
f. Fig. 5.40) 
an not beexplained by this. In the area around Site 3 the iso
hrones show undulationswith a wavelength of roughly the same size as the melt rate intervals andhave a high amplitude 
ompared to the iso
hrone shape upstream 
loser toNorthGRIP (
f. Fig. 5.46). Thus it may be impossible to get a good meltrate estimate here when using intervals of 8 km for the melt rate.The obtained basal melt rates along the whole 435 km long se
tion are shownin Fig. 5.42, middle panel. It is seen that there is still a disagreement betweenthe melt rates obtained from solving the inverse problem for the Middle
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al
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hanges 101segment and those obtained from solving the inverse problem for the NEEMsegment in the area of overlap (∼520�640 km from GRIP). However, thedis
repan
y seems to be a little smaller than for the model with ∂H
∂t

= 0.5.4.3 Other �ow parametersFig. 5.43 shows histograms of the a

epted values for kh and kF for ea
h ofthe three segments. Again, the range of a

epted values for ea
h parameterin ea
h segment is very narrow. For the NorthGRIP and Middle segments,the distributions show a 
lear maximum, whereas the distributions for bothparameters for the NEEM segment are less 
on
lusive. The best values of theparameters in ea
h segment are listed in Table 5.13 along with the standarddeviation of the 
orresponding distribution.The same way as des
ribed above, the a

epted values for wb, kh, and kF areused to 
al
ulate the geothermal heat �ux, the kink height and the fra
tion ofbasal sliding. The values of these at the six 1D sites are listed in Table 5.14,and the variation of FB and Qgeo along the whole se
tion of the i
e divideare shown in Fig. 5.42.Histograms of values for FB at NorthGRIP and NEEM as 
al
ulated fromthe a

epted values of wb, kh, and kF are shown in Fig. 5.44. The distributionof values for FB at NorthGRIP looks very ni
e, while the histogram of valuesof FB at NEEM is less 
onvin
ing. However, there is a 
lear indi
ation thatthe value is very 
lose to zero.5.4.4 Eemian i
eFigs. 5.45�5.47 show the observed and modelled iso
hrones for ea
h segment,and the di�eren
es between them at the six 1D sites are listed in Table 5.17.As when using ∂H
∂t

= 0, the �t is good ex
ept for the region of large undu-lations upstream from NEEM and the too shallow modelled iso
hrones atNEEM.As mentioned previously, the i
e thi
kness history from Vinther et al. (subm)only rea
hes ba
k to 123 kyr b2k. As was done in the 1D 
ase, we assume
onstant i
e thi
kness from 130 kyr b2k to 123 kyr b2k when modelling theEemian layer. Be
ause this is a 
rude assumption, the modelled layer of age123 kyr is shown along with the modelled top and bottom of the Eemianlayer in Figs. 5.45�5.47. The horizontal movement of the i
e seems to belarger than for the model with ∂H
∂t

= 0, and the modelled Eemian iso
hroneshave moved past NorthGRIP, and for the NEEM segment, they have moved
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epted values for kh and kF for the three segments of thei
e divide using the 2D model a

ounting for past 
hanges in i
e thi
kness using the i
ethi
kness history from Vinther et al. (subm).
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Figure 5.45: Top panel: Observed (bla
k) and modelled (green) iso
hrones for theNorthGRIP segment. The modelled Eemain layer is shown in blue. The 
yan line is thelayer of age 123 kyr. The surfa
e of the i
e and the i
e-bedro
k interfa
e are marked inred, NorthGRIP and Site 1 are marked by red verti
al lines, and the dotted verti
al linesindi
ate the melt rate intervals. Bottom panel: The obtained basal melt rates along thesame segment. These results were obtained from the 2D model using the i
e thi
knesshistory from Vinther et al. (subm).
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Figure 5.46: Top panel: Observed (bla
k) and modelled (green) iso
hrones for theMiddle segment. The modelled Eemain layer is shown in blue, and the 
yan line is the123 kyr modelled iso
hrone. The surfa
e of the i
e and the i
e-bedro
k interfa
e aremarked in red, Sites 1�4 are marked by red verti
al lines, and the dotted verti
al linesindi
ate the melt rate intervals. Bottom panel: The obtained basal melt rates along thesame segment. These results were obtained from the 2D model using the i
e thi
knesshistory from Vinther et al. (subm).
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Figure 5.47: Top panel: Observed (bla
k) and modelled (green) iso
hrones for theNEEM segment. The modelled Eemain layer is shown in blue, and the 
yan line is the123 kyr modelled iso
hrone. The surfa
e of the i
e and the i
e-bedro
k interfa
e aremarked in red, Sites 3 and 4 and NEEM are marked by red verti
al lines, and the dottedverti
al lines indi
ate the melt rate intervals. Bottom panel: The obtained basal meltrates along the same segment. These results were obtained from the 2D model using thei
e thi
kness history from Vinther et al. (subm).



5.5 Previously published results 107Age (kyr) NGRIP Site 1 Site 2 Site 3 Site 4 NEEM1.4 12 11 -12 -7 12 512.7 14 9 -24 -34 37 693.2 14 15 -30 -32 10 384.0 24 19 -25 -29 16 564.8 26 20 -24 -33 24 675.9 30 18 -55 -76 -5 467.5 36 16 -42 -51 -21 2010.2 36 22 -23 -47 -51 -2814.6 14 11 -23 -42 -27 -2637.7 -8 5 -35 -34 -70 -5745.0 -4 5 -35 -27 -74 -4751.0 -2 16 -22 -30 -85 -4374.6 -7 10 -26 -30 -66 -39Table 5.17: The di�eren
e in m between observed and modelled depths of the 13iso
hrones. The modelled depths are 
al
ulated from the a

epted values of the modelparameters of the 2D model using the i
e thi
kness history from Vinther et al. (subm) toa

ount for 
hanges in i
e thi
kness.past the end of the segment. As was done above, we 
ombine the resultsobtained from the Middle and NEEM segments to get an estimate of thelo
ation of the Eemian layer along the i
e divide. Again, we use results fromthe Middle segment upstream from 560 km from GRIP and results obtainedfrom the NEEM segment downstream from here. The resulting Eemian layeris shown together with the Eemian layer from the NorthGRIP segment inFig. 5.48. The lo
ation and thi
kness of the Eemian layer at the 1D sitesare listed in Table 5.16. Fig. 5.49 shows histograms of the top, bottom, andthi
kness of the Eemian layer at NEEM. It is seen, that it is well determined.A

ording to the results obtained with the 2D model using the i
e thi
knesshistory from Vinther et al. (subm) to a

ount for past 
hanges in i
e thi
k-ness, the i
e found at the beginning of the Eemian period at the NEEM sitewas deposited ∼190 km upstream from the drill site.5.5 Previously published resultsAppendix B 
ontains reprints of these papersBu
hardt, S. L. and Dahl-Jensen, D. (2007). Estimating the basal meltrate at NorthGRIP using a Monte Carlo te
hnique. Annals of Gla
iology,45:137�142, doi:10.3189/172756407782282435 .



108 Results

30
0

35
0

40
0

45
0

50
0

55
0

60
0

65
0

0102030

D
is

ta
nc

e 
al

on
g 

th
e 

ic
e 

di
vi

de
 (

km
)

Melt rate (mm/yr)

0

50
0

10
00

15
00

20
00

25
00

30
00

Elevation (m)

S
ite

 2
S

ite
 3

S
ite

 4
N

E
E

M

N
G

R
IP

S
ite

 1

Figure 5.48: Observed (bla
k) and modelled (green) iso
hrones. The dotted verti
allines indi
ate the melt rate intervals. The modelled Eemain layer is shown in blue, andthe 
yan line is the 123 kyr modelled iso
hrone. The dotted blue line indi
ates the modelledpath the i
e found at the beginning of the Eemian at NEEM has taken through the i
e.The Eemian layer was modelled using the results from the Middle segment up to 560 kmfrom GRIP and the results from the NEEM segment downstream from here. The blueasterisks indi
ate the top and bottom of the Eemian layer 
al
ulated from the 1D modelusing the i
e thi
kness history from Vinther et al. (subm). Bottom panel: The obtainedbasal melt rates along the same segment. The results were obtained from the 2D modelusing the i
e thi
kness history from Vinther et al. (subm) to a

ount for 
hanges in i
ethi
kness.
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botFigure 5.49: Histograms for the top, bottom, and thi
kness of the Eemian layer atNEEM as 
al
ulated from the 2D model using the i
e thi
kness history from Vinther et al.(subm) to a

ount for 
hanges in i
e thi
kness.andBu
hardt, S. L. and Dahl-Jensen, D. (2008). At what depth is the Eemianlayer expe
ted to be found at NEEM? Annals of Gla
iology, 48:100�102,doi:10.3189/172756408784700617.These papers are based on studies similar to that presented in this thesis.Therefore, the main results from these papers are brie�y summarized below.Bu
hardt and Dahl-Jensen (2007)In this paper the basal melt rates were 
al
ulated along the i
e divide in thevi
inity of the NorthGRIP drill site. As in this thesis 1D and 2D Dansgaard-Johnsen models were used to simulate the i
e �ow. There are some di�eren
esbetween the model used in this thesis and the one used by Bu
hardt andDahl-Jensen (2007). These are summarized below:
• The a

umulation model was given by Eq. (3.40)
• The a

umulation pattern from Ohmura and Reeh (1991) modi�ed tomat
h the observed values at the drill sites was used
• The time step dt was 100 yrs
• The i
e thi
kness was assumed 
onstant in time
• In the 2D model the kink height h was tied linearly to the basal meltrate
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A0 (m/yr) h (m) FB wb (mm/yr)1D 0.225±0.004 2420±250 0.07±0.03 -8.2±0.92D 0.219±0.0003 2280±50 0.09±0.01 -6.1±0.2Table 5.18: The values of A0, h, FB, and wb at NorthGRIP obtained from the 1D and2D model studies by Bu
hardt and Dahl-Jensen (2007).

• The surfa
e velo
ity was 
al
ulated as a linear fun
tion of the surfa
eslope
• The basal melt rate intervals were 4 km long
• The velo
ity ve
tors were not rotated to be parallel to the bed at thei
e-bedro
k interfa
eThe 1D and 2D inverse problems were solved using the Metropolis algorithm(
f. page 53) with 20 iso
hrones as 
onstraints. These iso
hrones 
overed theage range 3.5�79.6 kyr b2k, and were 
olle
ted by CreSIS in May 1999. The1D problem was only solved for NorthGRIP and the 2D problem was solvedfor a se
tion of the i
e divide starting 82 km upstream from NorthGRIP andending 22 km downstream from the drill site.The obtained values for sele
ted Monte Carlo-determined parameters atNorthGRIP are found in Table 5.18 for both the 1D and the 2D models.Fig. 5.50 shows a 
omparison between the shape of the lowest observediso
hrone dated to 79.6 kyr b2k and the obtained basal melt rates alongthe i
e divide. The two 
urves show very similar patterns, but the iso
hrone
urve is shifted slightly to the right. The shift is 
aused by the horizontal�ow velo
ity of the i
e. The features 
reated by the melt rate at a givenpla
e is 
arried with the i
e along the line. This illustrates the advantage ofusing a two-dimensional model to simulate the i
e �ow.Bu
hardt and Dahl-Jensen (2008)The aim of the study presented in this paper is to estimate the lo
ation ofthe Eemian layer at NEEM using a 2D Dansgaard-Johnsen �ow model andobserved iso
hrones from RES images. The di�eren
es between the 2D i
e�ow model used by Bu
hardt and Dahl-Jensen (2008) and the one used inthis thesis are summarized below:
• The a

umulation model was given by Eq. (3.40)
• Prior to 123 kyr b2k the a

umulation rates were 
al
ulated using thegla
ial index from Greve (2005)
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Figure 5.50: The iso
hrone dated to 79.6 kyr (above) and the basal melt rates (below)obtained from the 2D model study by Bu
hardt and Dahl-Jensen (2007).The length ofea
h melt rate interval is 4 km. NorthGRIP is indi
ated by the dotted line. Figure fromBu
hardt and Dahl-Jensen (2007).
• The a

umulation pattern from Ohmura and Reeh (1991) modi�ed tomat
h the observed values at the drill sites was used with the modi�-
ation that the a

umulation rate was allowed to grow faster and morewhen moving towards NEEM, than the data set indi
ates
• The kink height h was tied linearly to the basal melt rate
• The surfa
e velo
ity was 
al
ulated as a linear fun
tion of the surfa
eslope
• The model was run both for ∂H

∂t
= 0 and using the i
e thi
kness historyfrom Greve (2005) to a

ount for past 
hanges in i
e thi
kness

• The time step dt was 100 yrs
• The velo
ity ve
tors were not rotated to be parallel to the bed at thei
e-bedro
k interfa
eA 224 km long se
tion of the i
e divide starting 204 km upstream fromNEEM is studied. The 2D inverse problem is solved using the Metropolisalgorithm (see page 53) 
onstrained by 12 iso
hrones spanning the period3.6�79.8 kyr b2k.The main results of the study are summarized in Table 5.19. Fig. 5.51shows the Eemian layer as 
al
ulated from the model a

ounting for temporal
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A0 (m/yr) wb (mm/yr) Eemian i
e (m) zbot (m)

∂H
∂t
=0 0.267±0.002 -1.0±0.5 75±10 50±40Greve (2005) 0.257±0.002 -1.0±0.6 60±10 0±40Table 5.19: Main results from the 2D study 
arried out by Bu
hardt and Dahl-Jensen(2008): Present a

umulation rate at NEEM, verti
al velo
ity at the base, thi
kness ofthe Eemian layer at NEEM, lo
ation of the bottom of the Eemian layer. For 
omparison,the bedro
k is at -98 m at NEEM.
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Figure 5.51: Observed iso
hrones (solid lines) and modelled top and base of the Eemianlayer (dashed lines) 
al
ulated using the i
e thi
kness history from Greve (2005) to a

ountfor 
hanges in i
e thi
kness. The dotted lines show the paths that the top and the base ofthe Eemian layer at NEEM have taken through the i
e. The NEEM drill site is indi
atedby the verti
al line.
hanges in i
e thi
kness. It also shows the paths that the top and base ofthe Eemian layer has taken through the i
e. This indi
ates that the Eemiani
e at NEEM originates some 50 km upstream from the drill site.



Chapter 6Dis
ussion
While some analysis and dis
ussion was given as the results were presentedin the previous 
hapter, this 
hapter is dedi
ated to a general dis
ussion ofwhat 
an be inferred from the results about a

umulation, basal melting andEemian i
e in the region of study.6.1 A

umulation and i
e sheet evolutionThe 
hoi
e of a

umulation model is 
ru
ial to the out
ome of a modelstudy like the one presented in this thesis. In this study it was 
hosento use a di�erent parameterization of the δ18O-a

umulation relationshipthan the one used by Johnsen et al. (1995) for the GRIP site, be
ause thisdid not perform well on the NorthGRIP data (
f. Se
tion 3.1.2). The newparameterization links the a

umulation rate to the δ18O values through ase
ond degree polynomial (
f. Eq. (3.44)). However, there is no theoreti
alba
kground for this 
hoi
e. It was made merely be
ause the relationship wassimple and seemed to agree well with the distribution of points in a s
atterplot of strain 
orre
ted observed annual layer thi
knesses plotted vs. δ18Ovalue (
f. Fig. 5.8). Furthermore, the high 
orrelation between the a

eptedvalues for the a

umulation model parameters p1, p2, and p3 (
f. Table 5.2)indi
ates, that the relationship is overparameterized.The di�eren
e between observed and modelled iso
hrones at NorthGRIPobtained from the 1D model with and without in
luding i
e thi
kness 
hangesare listed in Table 5.9. In all three 
ases the largest mis�ts are found forthe Bølling (14.6 kyr) and early Holo
ene (10.2 kyr) iso
hrones, and when
omparing observed and modelled annual layer thi
knesses for this period(see Fig. 6.1) it is seen, that the modelled annual layers are too thi
k for113
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Age b2k (kyr)Figure 6.1: Observed (blue) and modelled (red) annual layer thi
knesses at NorthGRIPfor the last 20 kyr. The modelled layer thi
knesses were obtained from the 1D model with
onstant i
e thi
kness.a large part of this period. Furthermore, 
omparing observed annual layerthi
knesses from GRIP and NorthGRIP (Fig. 6.2) reveals another interestingfeature. When the annual layer thi
knesses are plotted against depth, theHolo
ene GRIP data follow a straight line (as predi
ted by the DJ model),but the NorthGRIP data show a kink around 1200 m's depth (
orrespondingto an age of ∼8 kyr b2k), below whi
h the layers at NorthGRIP are relativelythinner than at GRIP. This feature suggests lower a

umulation rates in theperiod from Bølling to early Holo
ene than indi
ated by the isotopes (SigfúsJohnsen, personal 
ommuni
ation 2008).
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Figure 6.2: Observed annual layer thi
knesses at GRIP (red) and NorthGRIP (blue).
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Figure 6.3: Strain 
orre
ted annual layer thi
knesses versus δ18O for the last 60 kyr atNorthGRIP. Data from the period 8�14.6 kyr b2k are marked in red.One possible s
enario that 
ould explain this is that a 
onne
tion existed be-tween the Greenland i
e sheet and the Innuitian i
e sheet in Canada duringthe earliest part of the Holo
ene, 
ausing the i
e divide in the NorthGRIParea to be lo
ated west of its 
urrent position (Bo Vinther, personal 
om-muni
ation 2009), meaning that the NorthGRIP drill site was lo
ated eastof the i
e divide instead of on the i
e divide as at present. Observationsshow that there is a large gradient in a

umulation rate a
ross the i
e dividewith lower a

umulation rates towards the north-east (Clausen et al., 1988;Ohmura and Reeh, 1991). A gradient in the δ18O values is also seen, butit is relatively smaller (Clausen et al., 1988). The GRIP site is lo
ated atthe Summit of the i
e 
ap, where the 
onne
tion of the two i
e sheets wouldprobably not 
hange the geometry of the i
e sheet signi�
antly.A 
onsequen
e of this s
enario would be a break down of the expe
ted δ18O-a

umulation relation for the period where the i
e divide was lo
ated west ofNorthGRIP. In a plot of strain-
orre
ted annual layer thi
knesses versus δ18Ovalue, data points from this period would be lo
ated 'too low'. Su
h a plot isshown in Fig. 6.3, where the data points from the period 8�14.6 kyr b2k aremarked in red. If these points were lo
ated slightly higher, the data set wouldtake the same s-shaped form as seen for the GRIP data (
f. Fig. 3.3) andpredi
ted by the a

umulation model from Johnsen et al. (1995). Keepingthis in mind, the best estimate of the a

umulation history at NorthGRIPmay be rea
hed by using the a

umulation model from Johnsen et al. (1995)(Eq. (3.40)) but adding a parameter that redu
es the a

umulation rate inthe period 8�14.6 kyr b2k. In studies similar to the present work, su
h a



116 Dis
ussionparameter 
ould be estimated from a Monte Carlo solution to the inverseproblem.The i
e thi
kness data from Vinther et al. (subm) support the existen
e ofa 
onne
tion between the Greenland and Innuitian i
e sheets in the earlyHolo
ene, and for the 1D model at NEEM, the best �t between observedand modelled iso
hrones was obtained using this data set (
f. Table 5.11).For the 2D model, the best �t was obtained when assuming 
onstant i
ethi
kness in time. The i
e thi
kness data from Vinther et al. (subm) alongthe line were obtained simply from a linear interpolation between the i
ethi
kness histories obtained for Camp Century and NorthGRIP. Still, usingthe Vinther et al. (subm) data leads to smaller mis�ts and result in betteragreement with observed values than using the data set from Greve (2005).The spatial 
hanges in the a

umulation rate along the i
e divide was inves-tigated from shallow RES layers and 1D model studies (
f. Se
tion 3.2.1 andFig. 5.25). The a

umulation pattern derived from the shallow RES layersshows low a

umulation rates in the area ∼500 km from GRIP. This is sup-ported by the present a

umulation rates obtained from the 1D studies. ForSite 4 and NEEM there is a larger dis
repan
y between the a

umulationrates obtained with the two methods. The value obtained at NEEM from theshallow RES layers agrees well with the value found from studies of a shal-low i
e 
ore at the site, while the 1D model indi
ates a higher a

umulationrate. A larger dis
repan
y between observations and results from 1D modelstudies at these two sites 
ompared to sites 
loser to NorthGRIP is not sur-prising, as assumptions of 
onstant i
e thi
kness and 
onstant a

umulationpattern in time get less valid with distan
e from NorthGRIP. In this 
ontextit is interesting that the obtained values for the present a

umulation rateat NEEM are very similar for the 1D models with and without in
ludingtemporal 
hanges in i
e thi
kness (
f. Table 5.10). Furthermore, for bothversions of the 2D model in the NEEM segment, the modelled iso
hroneswere too shallow in the upper part of the i
e sheet indi
ating that a highera

umulation rate during the last 
ouple of thousand years would have madea better �t possible. The assumption of 
onstant a

umulation pattern or theparameterization of the surfa
e velo
ity are likely to 
ause the dis
repan
y.We know that the assumption of 
onstant a

umulation pattern does nothold good. At present, the ratio of the a

umulation at NorthGRIP tothat at GRIP is 83% but Grinsted and Dahl-Jensen (2002) found that itwas 66% during the gla
ial period. The 
hanges in the di�eren
e in surfa
ealtitude between NorthGRIP and NEEM have probably been larger thanthose between GRIP and NorthGRIP, and thus even larger di�eren
es areexpe
ted here.
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∂H
∂t

= 0 Vinther et al. (subm) Greve1D 2D 1D 2D 1DNGRIP 7.5±1.3 5.6±0.2 7.5±1.3 5.2±0.2 3.3±0.7Site 1 2.0±0.9 1.3±0.1 N/A 0.4±0.1 N/ASite 2 2.2±1 0±<0.1a N/A 0±<0.1a N/ASite 3 1.2±0.7 1.0±0.2 N/A 1.1±0.4 N/ASite 4 1.5±0.7 25b/3.5
±2b/0.1
 N/A 20a/25
±1b/1
 N/ANEEM 0±0.1a 0±<0.1a 1.7±0.7 0±<0.1a N/AaValue is stri
tly non-negative - only plus option applies.bResults from Middle segment.
Results from NEEM segment.Table 6.1: The basal melt rate estimates obtained for the six 1D sites in the presentstudy. All values are given in mm/yr. The listed un
ertainties are the standard deviationthe distribution of a

epted model values and not the true un
ertainties, whi
h are larger.6.2 Basal melt rates and geothermal �uxThis study aims to estimate the basal melt rates along the i
e divide innorthern Greenland, yet a non-thermal model is used. This 
an be donebe
ause the basal melt rate equals minus the verti
al velo
ity at the baseof the i
e sheet and thus 
an be treated as a �ow parameter. However, themelt rate depends on the temperature gradient at the base, whi
h 
hangeswith time be
ause the surfa
e 
limate and therefore the temperature of thei
e 
hanges with time. Thus the melt rates found in this study may be
onsidered as average values for the past 74.6 kyr.The results for the basal melt rates at the six 1D sites are summarized inTable 6.1 and the obtained basal melt rates along the full se
tion obtainedfrom the 2D model are shown in Figs. 5.37 and 5.48. The obtained values inthe area of study range from zero up to more than 25 mm/yr, and thoughthere are signi�
ant di�eren
es between the amplitude of the spatial 
hangesin the area of high undulations upstream from NEEM, the melt rate patternsobtained from the 2D models assuming 
onstant i
e thi
kness and using thedata set from Vinther et al. (subm) are similar. In the NorthGRIP endof the se
tion, the results indi
ate a generally de
reasing melt rate from
∼5�8 mm/yr around NorthGRIP to ∼2�3 mm/yr about 100 km downstreamfrom the drill site. The results from all the model investigations done in thisstudy indi
ate that there is basal melting everywhere in this part of these
tion, and the results from 1D and 2D studies at NorthGRIP and Site 1are 
onsistent. The 2D estimates are somewhat lower than the 1D estimates,whi
h 
an be explained by the higher melt rates upstream from these sites.The one-dimensional model 
ompensates for the upstream e�e
t by �nding



118 Dis
ussiona higher melt rate at the site. The basal melt rate estimates for NorthGRIPare all in agreement with the value of 7 mm/yr found from i
e 
ore studies(North Greenland I
e Core Proje
t members, 2004) and the results fromBu
hardt and Dahl-Jensen (2007) (
f. Table 5.18), ex
ept for the very lowmelt rate estimate found when using the Greve (2005) data set in the 1Dmodel. Using this data set also results in a high mis�t between observed andmodelled iso
hrones (
f. Table 5.9) lending little 
redibility to this result.At Site 2 the 1D model indi
ates a small basal melt rate of 2.2 mm/yr,whereas both versions of the 2D model estimate no basal melting. Thoughthe results are not in
onsistent, the fa
t that the site is lo
ated on a steepslope 
ould 
ontribute to making the 2D estimate lower. The observediso
hrones rise steeply here, and the modelled iso
hrones (2D) tend to belo
ated a little too deep, so perhaps the 2D model needs 'help' to reprodu
ethe steep rise and thus prefers no basal melting.The 1D and 2D estimates for the basal melt rate at Site 3 are 
onsistent.Downstream from Site 3 the �ndings from this study indi
ate a high spatialvariability in the basal melt rate. The agreement between melt rate estimatesobtained from the Middle and NEEM segments is not good in the overlapzone. This may be attributed to a 
ombination of things. The horizontalmovement of the modelled iso
hrones is very large, so the results from the�rst 10�12 melt rate intervals of the NEEM segment were obtained with nomodelled iso
hrones in the lower half of the i
e sheet. In the downstreampart of the overlap zone, we �nd the area with large undulations of theobserved iso
hrones that the modelled iso
hrones are not able to reprodu
e,and where the lowest iso
hrone is not visible. Given these 
ir
umstan
esit is di�
ult to assess whi
h estimates have more 
redibility and should beused to estimate the position of the Eemian layer. From the position ofthe modelled iso
hrones it was de
ided to use the results obtained from theMiddle segment up to 560 km from GRIP and the results from the NEEMsegment downstream from there (upstream from 560 km there are no deepmodelled iso
hrones for the NEEM segment).The large dis
repan
y between the 1D and 2D results at Site 4 may be 
ausedby the 2D model trying to �t the highly undulating observed iso
hronesdownstream from the site. As mentioned above, the modelled iso
hrones
annot reprodu
e these undulations. Several fa
tors 
ontributing to this 
anbe identi�ed. Firstly, the undulations happen over too short distan
es forit to be possible to reprodu
e them using a model with a melt rate intervalof 8 km. This is further 
ompli
ated by the deepest trough being lo
atedright on the border between two melt rate intervals. Se
ondly, better results
ould possibly be obtained if the model was run for a segment su
h that all13 modelled iso
hrones would be present in the area of high undulations and



6.2 Basal melt rates and geothermal �ux 119not just the upper or lower half as was the 
ase in this study be
ause of the
hoi
e of segments.At NEEM all estimates indi
ate no basal melting ex
ept the one obtainedfrom the 1D model using the data set from Vinther et al. (subm), whi
hindi
ates a small basal melt rate of 1.7 mm/yr.As mentioned previously, the un
ertainties given on the results are a measureof how well determined the parameter is from the Monte Carlo solution tothe inverse problem and not the true un
ertainty, whi
h is hard to determine.A rough estimate 
ould be a few mm on the moderate melt rate values andmore on the higher melt rate values.From this study we have found a pattern of 
hanging basal melt rates alongthe i
e divide. The results indi
ate that 
onditions may 
hange between ahigh basal melt rate and frozen 
onditions over short distan
es. This is inagreement with the �ndings of Oswald and Gogineni (2008), who used amethod of narrowing the spread of measured e
ho intensities in RES data todistinguish between frozen and wet interfa
es at the base if the i
e. Theirresults agree with observations at GRIP and NorthGRIP, and the areaswhere their results indi
ate wet 
onditions often 
oin
ide with areas wherethe iso
hrones show undulations that 
an not be explained by bedro
k to-pography.A 
rude estimate of the total amount of water 
reated by the basal meltingis obtained by assuming that the average basal melt rate found in the areaof study is representative for the whole region with basal melting. Theaverage values of the basal melt rates along the i
e divide are ∼3 mm/yrand ∼4 mm/yr using ∂H
∂t

= 0 and the data set from Vinther et al. (subm),respe
tively. Assuming that the area of basal melting is 4·105 km2 (DortheDahl-Jensen, personal 
ommuni
ation 2005) we arrive at a total basal meltwater produ
tion of ∼1�2 km3/yr.The basal melt rates were used to 
al
ulate the geothermal �ux along theline (
f. Figs. 5.31 and 5.42). The geothermal �ux is 
al
ulated as a linearfun
tion of the basal melt rate, and thus shows the same spatial variabil-ity. The obtained values vary by more than 100 mW/m2 over distan
es of10 km. Su
h a variability 
an exist only if the heat sour
e is lo
ated nearthe surfa
e. Large spatial variations in the geothermal �ux have also beenreported by Näslund et al. (2005). From studies of the Fennos
andian i
esheet during the Last Gla
ial Maximum, they found signi�
ant lo
al 
hangesin the geothermal �ux in Sweden and Finland. The values of the geothermal�ux found in the present study are, however, quite high.



120 Dis
ussionUnlike in Antar
ti
a, no subgla
ial lakes have been found in Greenland,and the drainage system of the meltwater 
reated under the Greenland I
eSheet is not well known. The water may be transported through smallvalleys observed in the bedro
k topography. The presen
e of su
h 
analsmay 
ause rapid spatial variations in the melt rate and is an alternative wayof produ
ing high lo
al melt rates without strong 
hanges in the geothermalheat �ux. This is supported by the fa
t that dips in the iso
hrones are oftenobserved over the small valleys in the bedro
k. One su
h example 
ould bethe small dip in the bedro
k around 370 km from GRIP. The iso
hrones dipquite deep above this feature possibly 
aused by melt water in the valley.However, this is just a spe
ulation.6.3 Eemian i
eFigs. 5.37 and 5.48 show the Eemian layers obtained from the results to the1D and 2D models for 
onstant i
e thi
kness and a

ounting for 
hangesin i
e thi
kness using the data set from Vinther et al. (subm), respe
tively.All �ndings indi
ate that a full Eemian re
ord is likely to be found wellabove bedro
k at NEEM. Generally, there is little di�eren
e in the estimatesobtained with 1D and 2D models ex
ept for the 1D model at NEEM using thedata set from Vinther et al. (subm), whi
h predi
ts a thi
ker Eemian layerlo
ated a little 
loser to bedro
k. This is the e�e
t of this model predi
ting abasal melt rate of 1.7 mm/yr. A basal melt rate in
reases the layer thi
knessand pulls the layers down. However, even with this melt rate, the Eemianlayer is lo
ated well above bedro
k.Both versions of the 2D model predi
t the Eemian layer to be ∼70 m thi
kand found in the depth range 2230�2300 m. A 
omparison of the Eemianlayers obtained with and without in
luding 
hanges in i
e thi
kness is shownin Fig. 6.4. Ex
ept for the overlap region between the NorthGRIP andMiddle segments there is little di�eren
e between the results. These resultsfor the Eemian layer are di�erent from the results obtained by Bu
hardtand Dahl-Jensen (2008), whi
h indi
ated an Eemian layer of ∼60 m lo
ated
∼100 m above bedro
k. Furthermore, their modelled Eemian layer has avery di�erent shape, and the Eemian i
e was predi
ted to originate only
∼50 km upstream (
ompared to 170�190 km found from the present study).This di�eren
e probably arises be
ause of the di�erent parameterizations ofthe surfa
e velo
ity used in the two studies. The surfa
e velo
ities used inthis thesis are 
onsistently higher than those used by Bu
hardt and Dahl-Jensen (2008). The di�eren
es in shape between the modelled Eemian layersprobably arise be
ause of di�eren
es in the parameterization of h and the fa
tthat the velo
ity ve
tor was not rotated to be
ome parallel to the bedro
k at
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Figure 6.4: The modelled Eemian layer as 
al
ulated from the results of the 2D inverseproblem assuming 
onstant i
e thi
kness (magenta) and using the data set from Vintheret al. (subm) to a

ount for 
hanges in i
e thi
kness (blue). The observed iso
hrones areshown in bla
k.
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ussionthe base of the i
e sheet in the study by Bu
hardt and Dahl-Jensen (2008).Furthermore, the radar data used to 
onstrain the Monte Carlo solution inthe study by Bu
hardt and Dahl-Jensen (2008) were not 
olle
ted parallelto the i
e ridge but at angles to it and were proje
ted onto the i
e divide.Fig. 6.5 shows a RES image 
olle
ted by CReSIS at NEEM in the summer of2008. At depths of ∼2200�2300 m there is a layer (indi
ated by the arrow)with a thi
kness of a little less than 100 m. This 
oin
ides with the depthinterval and thi
kness of the modelled layer from this study, so perhaps thisis the Eemian layer showing up in the RES image. It is also worth notingthat layers are visible even below the supposed Eemian layer, and they showno sign of disturbed stratigraphy.6.4 Suggested improvementsFrom the lessons learned during this study, some improvements of the methodused in this thesis 
an be suggested.
• As mentioned above, it is suggested to use the a

umulation modelfrom Johnsen et al. (1995) with an extra parameter lowering the a

u-mulation rate in the early Holo
ene.
• It was not possible to 
apture the severe undulations of the observediso
hrones upstream from NEEM. This is an area suspe
ted of highbasal melt rates, and as the old i
e found in the NEEM i
e 
ore has�owed through this area, it would be ni
e to obtain better estimates inthis area. Therefore, it is suggested to use smaller melt rate intervals.However, this in
reases the number of unknowns to be determined fromthe Monte Carlo solution to the inverse problem, so a balan
e betweenresolution and the number of parameters to be determined needs to berea
hed.
• To further improve the basal melt rate estimates in the area upstreamfrom NEEM it is suggested to make sure to 
hoose the segments sothat modelled iso
hrones will be represented in this area throughoutthe period that the forward model is run for (in this study the last74.6 kyr).
• The parameterizations of the kink height and the fra
tion of basalsliding in the 2D model work well in the NorthGRIP area, but furtherdownstream, the range of a

epted values for the parameters kh and kFbe
ame suspi
iously narrow. A possible explanation to this 
ould bethe 
hanging 
onditions within one segment. Determining one value
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Figure 6.5: Ground based RES image 
olle
ted at NEEM in 2008 (data, 
ourtesy PrasadGogineni). The reddish layer at a depth of ∼2200�2300 m indi
ated by the arrow is
onsistent with the depth range for the Eemian layer at NEEM obtained in this study.The horizontal s
ale of the image is a few hundred m.
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ussionfor ea
h of the two parameters that is good for the whole segment
ould be impossible. The easy way of testing this would be to allowspatial 
hanges in kh and kF . Again, this would in
rease the numberof parameters to be determined. It is suggested to keep the values of
kh and kF 
onstant over intervals of 50 km.



Chapter 7Con
lusion and outlook
The basal 
onditions along the northern part of the main i
e ridge in Green-land were investigated using a Dansgaard-Johnsen i
e �ow model and MonteCarlo inversion. Combining i
e 
ore data and remote sensing radio-e
hosounding data made it possible to obtain interesting information on the basalmelt rate pattern under the i
e sheet. A set of radio-e
ho sounding layersdated from their depths at the i
e 
ore drill sites was used to 
onstrain theinversion. Using this data set, a melt rate pro�le that shows high spatialvariability as well as generally high values for the basal melt rates in north-ern Greenland was obtained. The high spatial variability indi
ates a shallowsour
e for the heat 
ausing the melting, sin
e a deeper sour
e would providea smoother pattern. The obtained melt rate pattern may prove useful whentrying to determine the mineralogi
al 
omposition of the bedro
k in Green-land (Mygind, 2009), whi
h is di�
ult to determine due to the thi
k i
e sheet
overing most of the island. The melt rate pattern and the dedu
ed patternof geothermal �uxes 
ould supplement the seismi
 data and the point mea-surements at the i
e 
ore drill sites in providing insight into the Greenlandi
underground.From the obtained melt rates the total volume of water 
reated every yearfrom basal melting was estimated to be of the order 2 km3. This estimateis by no means a

urate, sin
e it is 
al
ulated from only the basal meltrates along the main i
e ridge. As 
on
luded from this study, the basal meltrates are highly variable and the values along the main i
e ridge may notbe representative for all of the area where basal melting is indi
ated by theRES layers. However, the 1�2 km3/year should be 
orre
t to the order ofmagnitude.The two-dimensional model presented in Chapter 3 is well suited for wellstudied areas as e.g. in the vi
inity of i
e 
ore drill sites where parameters125



126 Con
lusion and outlooklike surfa
e velo
ity and present a

umulation rate are known. In these areasthe model provides good estimates for the basal melt rate and 
onstitutesa useful tool when 
orre
ting i
e 
ore pro�les for upstream e�e
ts. In areaswhere less is known about the i
e �ow, the one-dimensional model des
ribedin Chapter 3 may be used to estimate the basal melt rate at di�erent points.This 
ould be used to 
reate a map of basal melt rates in northern Greenlandin
luding features of mu
h smaller s
ale than previously possible. Su
h amap would be valuable as input to large three-dimensional models of the i
esheet, e.g. (Greve, 2005), used to model the previous and the future state ofthe Greenland i
e sheet. An optimized way of obtaining su
h a map 
ouldbe to use the method developed by Oswald and Gogineni (2008) to identifyareas with a wet base and then use a 1D model and a Monte Carlo methodsimilar to those des
ribed in this thesis to infer basal melt rates. The MonteCarlo solution 
ould be 
onstrained by RES layers that are easily re
ognizedand thus do not need to be tra
ed to an i
e 
ore drill site to be dated (e.g.the Bølling iso
hrone an the three gla
ial iso
hrones used in this study).The results of the inversion for the area around the new i
e 
ore drill siteNEEM were used to predi
t the depth and thi
kness of the Eemian layer inthe NEEM i
e 
ore. The results predi
t the layer to be lo
ated in the depthinterval 2230�2300 m (∼200 m above bedro
k) whi
h is a good indi
ator thatan undisturbed Eemian re
ord may be retrieved at NEEM. The Eemian layeris predi
ted to span 70 m of the i
e 
ore. The basal i
e at NEEM is estimatedto be well above 150 kyr old.
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Figure A.2: Blue: Histogram of the parameter values for the a

epted models at Site 1after the burn-in period. Red: Gaussian distribution �tted to the a

epted model param-eters. These results were obtained using the 1D model with ∂H
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Figure A.3: Comparison of histograms for the parameter values for Site 1 for all thea

epted models after the burn-in period (blue, left hand verti
al axis) and those for onlyun
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al axis).
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Figure A.9: Comparison of histograms for the parameter values for Site 3 for all thea

epted models after the burn-in period (blue, left hand verti
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epted values for the six unknown parameters for NorthGRIP using
dt=25 yrs.
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Appendix BPapers and manus
ripts
Three papers that were prepared during the 
ourse of the PhD study are reprodu
edbelow. The �rst two are based on modelling studies similar to what is presentedin this thesis, though a di�erent a

umulation model was used, and the inverseproblem was 
onstrain with di�erent radar data. In the �rst paper, basal meltrates are inferred from radio-e
ho layers in the area upstream from NorthGRIP,while the se
ond paper deals with the position of the Eemian at NEEM. Bothpapers are published in Annals of Gla
iology:Bu
hardt, S. L. and Dahl-Jensen, D. (2007). Estimating the basal melt rate atNorthGRIP using a Monte Carlo te
hnique. Annals of Gla
iology, 45:137�142.doi:10.3189/172756407782282435.Bu
hardt, S. L. and Dahl-Jensen, D. (2008). At what depth is the Eemian layerexpe
ted to be found at NEEM? Annals of Gla
iology, 48:100�102.doi:10.3189/172756408784700617.The last paper infers past surfa
e elevation 
hanges at four drill sites in Greenlandfrom isotopi
 studies. This paper has been submitted for publi
ation:Vinther, B. M., Bu
hardt, S. L., Clausen, H. B., Dahl-Jensen, D., Johnsen, S.J., Fisher, D. A., Koerner, R. M., Raynaud, D., Lipenkov, V., Andersen, K. K.,Blunier, T., Rasmussen, S. O., Ste�ensen, J. P. and Svensson, A. (submitted).Signi�
ant Holo
ene thinning of the Greenland i
e sheet.
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Estimating the basal melt rate at NorthGRIP using a
Monte Carlo technique

Susanne L. BUCHARDT, Dorthe DAHL-JENSEN
Ice and Climate, Niels Bohr Institute, University of Copenhagen, Juliane Maries vej 30, DK-2100 Copenhagen OE, Denmark

E-mail: lilja@gfy.ku.dk

ABSTRACT. From radio-echo sounding (RES) surveys and ice core data it can be seen that the ice sheet is
melting at the base in a large area in Northern Greenland. The RES images reveal internal layers in the
ice. The layers are former deposition surfaces and are thus isochrones. Undulations of the isochrones in
regions where the base is smooth suggest that the basal melt rate changes over short distances. This
indicates that the geothermal heat flux is very high and has large spatial variability in Northern
Greenland. In this study, the basal melt rate at the NorthGRIP drill site in North-Central Greenland is
calculated by inverse modelling. We use simple one- and two-dimensional flow models to simulate the
ice flow along the NNW-trending ice ridge leading to NorthGRIP. The accumulation is calculated from a
dynamical model. Several ice flow parameters are unknown and must be estimated along with the basal
melt rate using a Monte Carlo method. The Monte Carlo inversion is constrained by the observed
isochrones, dated from the timescale established for the NorthGRIP ice core. The estimates of the basal
melt rates around NorthGRIP are obtained from both the one- and two-dimensional models. Combining
the estimated basal melt rates with the observed borehole temperatures allows us to convert the basal
melt rates to geothermal heat flow values. From the two-dimensional model we find the basal melt rate
and geothermal heat flux at NorthGRIP to be 6.1mma–1 and 129mWm–2, respectively.

INTRODUCTION
The NorthGRIP (North Greenland Ice Core Project) ice core
was drilled during 1996–2004 at 75.108N, 42.328W,
316 km NNW of the GRIP drill site in Central Greenland.
The ice in the area flows along a NNW-trending ice ridge
from GRIP towards NorthGRIP. The surface velocity at
NorthGRIP is 1.3ma–1 (Hvidberg and others, 2002), the ice
thickness is 3090m and the present mean annual tempera-
ture is –31.58C. The aim of the drilling was to retrieve ice
from the Eemian interglacial period 130–115 kyr ago. Before
drilling was initiated, it was predicted that the Eemian layer
would be found at depths of 2750–2850m (Dahl-Jensen and
others, 1997). However, as bedrock was approached it
became evident that the ice was melting at the bottom. The
basal layers did not thin as fast as was expected, and Eemian
ice was not encountered until 80m above bedrock (North
Greenland Ice Core Project members, 2004). When it had
been established that there is basal melting at NorthGRIP, it
was concluded from radio-echo sounding (RES) images that
the ice must be melting at the base in a large area in
Northern Greenland. As the geothermal heat flux in the area
is unknown, it is not straightforward to calculate the melt
rate at NorthGRIP. Furthermore, the shape of the RES layers
suggests that the melt rate varies significantly over short
distances in the area (Dahl-Jensen and others, 2003). Using
a Monte Carlo method to invert an ice flow model for the
flow line from GRIP to NorthGRIP allows us to estimate the
melt rates in the area around NorthGRIP.

MODELLING THE ICEFLOW
A Dansgaard-Johnsen model (Dansgaard and Johnsen, 1969)
is used to simulate the ice flow along the flowline from GRIP
to NorthGRIP. Both one- and two-dimensional approaches
are used. For this purpose, a coordinate system is adopted

with a horizontal x axis along the NNW-trending ice ridge in
the direction of the flow at NorthGRIP, and a vertical z axis
pointing upwards. The origin of this coordinate system is
located at GRIP at sea level. This study has been concerned
with a 104 km long section of the ridge starting 82 km
upstream from NorthGRIP and ending 22 km downstream.
Accounting for melting and sliding at the base, and
assuming constant ice thickness with time, the horizontal
velocity u and the vertical velocity w are given by

u ¼ usur z 2 ½h,H �
usur FB þ 1� FBð Þ zh

� �
z 2 ½0, h�,

(
ð1Þ

and

w ¼
w0 þ @wsur

@z
z � 1

2h 1� FBð Þ� �
z 2 ½h,H �

w0 þ @wsur

@z
FBz þ 1

2 1� FBð Þ z2h
� �

z 2 ½0, h�,

8<
: ð2Þ

respectively. Here usur is the horizontal surface velocity, z
the ice equivalent height above bedrock, FB ¼ ubed=usur the
fraction of basal sliding, H the ice thickness in ice equivalent
and h is called the kink height. The vertical velocity at the
base is w0 , and

@wsur

@z
¼ � aþw0

H � 1
2h 1� FBð Þ ð3Þ

where a is the annual ice equivalent accumulation. The
basal melt rate wb is given by wb ¼ –w0. The one-
dimensional model is obtained by disregarding the hori-
zontal movement, u ¼ 0.

In the two-dimensional model, the basal melt rate is
allowed to vary along the flowline, changing value every
4 km. The melt rate is considered constant within each of
these 4 km intervals. In order to limit the number of
parameters to be determined by the Monte Carlo inversion,
the kink height h and the fraction of basal sliding FB are
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considered linear functions of the melt rate:

h ¼ �wb þ h0 ð4Þ
FB ¼ �wb: ð5Þ

Thus h and FB also vary from one 4 km interval to another.
Dahl-Jensen and others (1997) obtained estimates for the
present accumulation rates along the flow line from shallow
ice core studies. In the present work, it is assumed that the
ratio of the accumulation rate at any point along the line to
that at NorthGRIP is constant in time. Thus, the accumu-
lation history at any point along the line can be inferred from
the accumulation history at NorthGRIP aðtÞ which is
calculated from the accumulation model presented below.

The ice thickness at NorthGRIP is assumed to be constant
in time in agreement with model results (Letréguilley and
others, 1991; Marshall and Cuffey, 2000). All the parameters
of the flow model except the accumulation rate a are thus
assumed to be constant in time. �, �, h0 and the value of wb

within each 4 km interval are unknown and will be
estimated using a Monte Carlo inversion of the flow model.

THE ACCUMULATION MODEL
The accumulation history at the NorthGRIP drill site is
calculated using a model of the same type as that used by
Johnsen and others (1995) to date the GRIP ice core. The
time-dependent ice equivalent accumulation rate aðtÞ is
calculated from the measured d18O values:

aðtÞ ¼ a0 exp ðRÞ
R ¼ k2 d18OðtÞ � d18Ow

� �þ 1
2
k1 d18OðtÞ2 � d18O2

w

� �
ð6Þ

k1 ¼ c1 � c2
d18Ow � d18Oc

; k2 ¼ c1 � d18Owk1 ð7Þ

where a0 is the present ice equivalent accumulation rate at

NorthGRIP and d18Ow ¼ –35.2% and d18Oc ¼ –42% are
typical d18O values for warm and cold climate at North-
GRIP, respectively. c1 and c2 denote the relative slopes of a
in warm and cold climate, respectively, and are defined as

c1 ¼ 1
a

@a
@d18O

����
d18Ow

; c2 ¼ 1
a

@a
@d18O

����
d18Oc

: ð8Þ

The parameters a0, c1 and c2 are found from the Monte
Carlo inversion. The GICC05 timescale (Rasmussen and
others, 2005; Vinther and others, 2006) is used for the d18O
curve back to 42 kyr b2k (before 2000AD), and further back
in time the ss09sea timescale (Johnsen and others, 2001) is
used. However, the ss09sea timescale has been shifted to
agree with the GICC05 at 42 kyr b2k. The measured d18O
values have been corrected for the changes in the isotopic
composition of seawater due to the build up of ice on the
continents during the glacial period (Waelbroeck and
others, 2002).

MONTE CARLO INVERSION
In the one-dimensional model, the horizontal velocity is
u ¼ 0 and only the basal melt rate at NorthGRIP is included.
Thus the kink height h and the fraction of basal sliding FB are
included directly as model parameters instead of �, h0 and �
(see Equations (4) and (5)). This reduces the number of
model parameters to be determined by the Monte Carlo
inversion to 6: c1, c2, a0, FB, h and wb.

In the two-dimensional model, the basal melt rate wb has
26 unknown values, one for each 4 km along the 104 km
long flowline. Together with �, h0 and � from Equations (4)
and (5) and c1, c2 and a0 of the accumulation model it adds
up to a total of 32 unknown model parameters.

An observed data set exists d obs consisting of 20 internal
layers identified in the RES images (Chuah and others, 1996;
Dahl-Jensen and others, 1997; Gogineni and others, 1998,

Fig. 1. Histograms of accepted values for parameters of the one-
dimensional model; mean and standard deviation are displayed
above each distribution. (a), (b) The relative slopes of the accumu-
lation rate in warm (c1) and cold (c2) climate, respectively
(Equation (8)). (c) The present ice equivalent accumulation rate at
NorthGRIP a0. (d) The fraction of basal sliding, FB. (e) The kink
height h from the Dansgaard-Johnsen model (Equations (1) and (2)).
(f) The basal melt rate at NorthGRIP, wb.

Fig. 2. Histograms of accepted values for parameters of the two-
dimensional model (see Fig. 3 for the melt rates); mean and standard
deviation are displayed above each distribution. (a), (b) The relative
slopes of the accumulation rate in warm (c1) and cold (c2) climate,
respectively. (c) The present ice equivalent accumulation rate at
NorthGRIP a0. (d), (e) The parameters h0 and � linking the kink
height to the melt rate (Equation (4)). (f) The link � between the
fraction of bottom sliding and the basal melt rate (Equation (5)).
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2001; Fahnestock and others, 2001; Kanagaratnam and
others, 2001). The layers are generally accepted to be
isochrones. They have been dated from their depths (600–
2700m) in the NorthGRIP ice core using the same timescale
as for the d18O record. This gives isochrone ages from 3.5–
79.6 kyr. We will now use the ice flow model and the
observed data to calculate the unknown model parameters
as an inverse problem. Since the problem is highly nonlinear
we turn to a Monte Carlo method in order to solve it. The
model space is investigated through a random walk. For
each step in the random walk, a modelled data set d(m) is
created by running the forward flow model with the
combination m of unknown model parameters. This is
compared to the observed data set by calculating the misfit
function S:

SðmÞ ¼ 1
2

X
i

X
j

d obs
ij � dij

� �2

s2ij
ð9Þ

where i ¼ 1–20 as there are 20 isochrones and j runs
through the 81 data points followed on each isochrone. sij
denotes the uncertainty in a data point d obs

ij . This uncertainty
is given by the vertical resolution of the radar used to
measure data. The starting point of the forward model is
79.6 kyr ago, since we do not have older isochrones to
compare. The model is run to the present time in steps of
100 years. The likelihood function L is given by

LðmÞ ¼ k exp ð�SðmÞÞ ð10Þ
where k is a normalization constant. Each step of the
random walk is accepted or rejected according to the
Metropolis criterion

Paccept ¼ min 1,
Lðm testÞ

LðmcurrentÞ
� �

ð11Þ

where mcurrent is the most recently accepted model and mtest

is the model being tested. It can be shown that this random
walk samples the posterior probability density in the model

space (Mosegaard and Tarantola, 1995). The final result is
independent of the choice of initial values for the unknown
model parameters.

RESULTS
One-dimensional inversion
The random walk in the model space was continued until a
reasonable statistic was obtained. In the results presented
here, 300 000 models were accepted. The distributions of
the accepted values for each model parameter are shown in
Figure 1. The mean and standard deviation for each
distribution are displayed above the histograms. All dis-
tributions are seen to resemble Gaussian distributions, with
strong single maxima. This means that the parameters are
well defined by the Monte Carlo inversion.

The result for the melt rate at NorthGRIP is found to be
8.2�0.9mma–1. When the melt rate is known, the amount
of heat used to melt the iceQmelt can be calculated using the
relation

Qmelt ¼ �wbLice ð12Þ
where � and Lice are the density and latent heat of ice,
respectively. The geothermal heat flux Qgeo is given by the
sum of the amount of heat used to melt the ice and the
amount of heat conducted through the ice Qice :

Qgeo ¼ Qmelt þQ ice : ð13Þ
Qice is determined from the gradient of the observed
temperature profile @T=@z at the base at NorthGRIP, i.e.

Q ice ¼ �K @T
@z

ð14Þ

where K is the thermal conductivity of ice. Using
Q ice ¼ 70mWm–2 (North Greenland Ice Core Project
members, 2004) and the basal melt rate found in this study,
the geothermal heat flux at NorthGRIP is calculated to be
150� 12mWm–2.

Fig. 3. Histograms of accepted values of the basal melt rate at 4 km intervals along the flow line. The measurements closest to GRIP are
displayed at the top left, and those furthest from GRIP are at the lower right. The histogram for the interval containing NorthGRIP is shown in
black. The units are mma–1.
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Two-dimensional inversion
In this inversion, the full suite of 32 model parameters was
determined. The random walk in the model space was
continued until a reasonable statistic was obtained. In the
results presented here, 250 000 models were accepted. The
distributions of the accepted values for the model par-
ameters are shown in Figures 2 and 3. The three parameters
from the accumulation model (c1, c2 and a0) are all well
determined by the Monte Carlo inversion (Figs 2a–c), while
the distributions for � and h0 both show a double peak. The
consequence is that the kink height h calculated from
Equation (4) is not well determined by the inversion.
However, the peaks are close together so the effect on the
determination of the basal melt rates is small.

The basal melt rates are well determined for all the 4 km
long intervals except the first five (see Fig. 3). The effect of
basal melting on the internal layers increases with depth, so
the deep layers are very important for the determination of
the melt rates. Due to the horizontal movement of the ice,
the modelled isochrones have moved out of the first intervals
before they have reached great depths. As a consequence,
the inversion has not had any constraints in the deep part of
the ice for the first part of the line, and the melt rate
estimates obtained for that area are badly constrained. The
melt rate is seen to vary between 5.3�0.2mma–1 and
21.2� 3.6mma–1 with the smallest value just upstream
from the NorthGRIP drill site. The melt rate at NorthGRIP is
found to be 6.1� 0.2mma–1. This is considerably lower
than the estimate obtained from the one-dimensional model.
The higher melt rates upstream from the drill site pull the
internal layers down before the ice reaches the NorthGRIP
drill site. The one-dimensional model thus compensates for
the upstream effect by over-estimating the melt rate.

Figure 4 shows a comparison between observed and
modelled isochrones in the lower part of the ice sheet. It can

be seen that the modelled isochrones successfully reproduce
the large-scale variations of the observed isochrones.

Figure 5 shows a comparison between the shape of the
lowest observed isochrone dated to 79.6 kyr b2k and the
variation of the melt rate along the line. The two curves
show very similar patterns, but the isochrone curve is shifted
slightly to the right. The shift is caused by the horizontal flow
velocity of the ice. The features created by the melt rate at a
given place is carried with the ice along the line. This
illustrates the advantage of using a two-dimensional model
to simulate the ice flow.

Using Equations (12) and (13) and Qice ¼ 70mWm–2,
the geothermal heat flux at NorthGRIP is determined to be
129� 2mWm–2. Both upstream and downstream from the
drill site, significantly higher values of the geothermal heat
flux are found.

DISCUSSION
The above stated uncertainties are the standard deviations of
the histograms of accepted model values. They only reflect
the precision with which the Monte Carlo inversion is able
to determine the value of the parameters and do not include
uncertainties arising from model deficiencies and assump-
tions. The total uncertainties of the parameters are therefore
believed to be larger than the stated standard deviations.

The ratio between the accumulation rate at NorthGRIP
and at other locations along the flow line was assumed
constant in time. At present the ratio of the accumulation at
NorthGRIP to that at GRIP is 83%, but Grinsted and Dahl-
Jensen (2002) found that this ratio was as low as 66% during
the glacial period. This indicates that the accumulation ratio
at other places along the line may also have changed in
time. Consequently, the assumption of unchanged accumu-
lation pattern along the line with time may be poor. The

Fig. 4. (a) RES image collected along the ice ridge between GRIP and NorthGRIP. The surface and bedrock are shown in white. NorthGRIP is
indicated by the vertical dotted line. (b) Comparison between observed (dotted) and modelled (solid) isochrones in the lower part of the ice
sheet. The shown isochrones have been dated to 28.6, 34.6, 37.6, 44.7, 53.8, 59.7, 75.2 and 79.6 kyr b2k, respectively. The bedrock is
shown in the bottom of the plot. The modelled isochrones are seen to reproduce the large-scale undulations of the observed isochrones.
Higher accumulation rate and higher melt rate cause the isochrones to be located deeper in the ice sheet upstream (left) from the drill site.
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results from Grinsted and Dahl-Jensen (2002) indicate that
the accumulation pattern seen today in the area between
GRIP and NorthGRIP was more pronounced during the
glacial period. If this is the case, the accumulation rates used
upstream from NorthGRIP in this model are slightly
overestimated for the glacial period, resulting in an under-
estimation of the melt rates.

The fraction of basal sliding was assumed to be linearly
related to the melt rate (Equation (5)). This is based on the
premise that a higher melt rate will provide a larger amount
of water to lubricate the bed and thus result in a larger
sliding velocity. However, this assumption may not hold if
the meltwater is drained from the area where it is produced
e.g. through valleys or channels. Thus, in assuming Equa-
tion (5) is correct, we also assume that the meltwater does
not move far from where it is produced.

This study aims to estimate the basal melt rate at North-
GRIP, yet we use a non-thermal model. This can be done
because the basal melt rate equals minus the vertical
velocity at the base of the ice sheet and thus can be treated
as a flow law parameter. However, the melt rate depends on
the temperature gradient at the base, which changes with
time because the surface climate and therefore the tempera-
ture of the ice changes with time. Thus the melt rates found
in this study may be considered as average values for the
past 79.6 kyr.

Ice core studies have found values of 7mma–1 and
140mWm–2 for the basal melt rate and geothermal heat flux
at NorthGRIP (North Greenland Ice Core Project members,
2004). These values fall in between the values found from the
two- and one-dimensional models, and considering the as-
sumptions made in the model, the results found in this study
do not disagree with those obtained from ice core studies.

CONCLUSIONS
The basal melt rate at NorthGRIP is found to be 8.2mma–1

using the one-dimensional model and 6.1mma–1 using

the two-dimensional model. The difference between the
two numbers illustrates the importance of using a two-
dimensional model even though the computational time is
significantly larger.

The basal melt rate is found to vary between 5.3mma–1

and 21.2mma–1 along the flowline. Assuming the variation
is caused by geothermal heat flux variations, Qgeo varies
between 121mWm–2 and 231mWm–2 over scales of
10 km. This requires the sources for the changes in
geothermal heat flux to be located near the surface. Large
spatial variations in the geothermal heat flux have also been
reported by Näslund and others (2005). From studies of the
Fennoscandian ice sheet during the Last Glacial Maximum
they found significant local changes in the geothermal heat
flux in Sweden and Finland. The values of the geothermal
heat flux found in the present study are, however, quite high.

The drainage system of the meltwater created under the
Greenland Ice Sheet is not well known. The water may be
transported through small valleys observed in the bedrock
topography. The presence of such canals may cause rapid
spatial variations in the melt rate and is an alternative way of
producing high local melt rates without strong changes in
the geothermal heat flux. This is supported by the fact that
dips in the isochrones are often observed over the small
valleys in the bedrock.
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At what depth is the Eemian layer expected to be found at NEEM?
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ABSTRACT. No continuous record from Greenland of the Eemian interglacial period (130–115 ka BP)
currently exists. However, a new ice-core drill site has been suggested at 77.449◦N, 51.056◦W in north-
west Greenland (North Eemian or NEEM). Radio-echo sounding images and flow model investigations
indicate that an undisturbed Eemian record may be obtained at NEEM. In this work, a two-dimensional
ice flowmodel with time-dependent accumulation rate and ice thickness is used to estimate the location
of the Eemian layer at the new drill site. The model is used to simulate the ice flow along the ice ridge
leading to the drill site. Unknown flow parameters are found through a Monte Carlo analysis of the
flow model constrained by observed isochrones in the ice. The results indicate that the Eemian layer is
approximately 60m thick and that its base is located approximately 100m above bedrock.

INTRODUCTION
Ice from the Eemian period (130–115 ka bp) was found in
the central Greenland ice cores (GRIP (Greenland Icecore
Project) and GISP2 (Greenland Ice Sheet Project 2)) as well
as in the NorthGRIP (North Greenland Icecore Project) ice
core. The early part of the Eemian layer was, however, gone
in the latter due to a high basal melt rate, and in the cen-
tral Greenland cores the stratigraphy was broken in the bot-
tom 10% of the cores due to flow over an uneven bed. An
undisturbed record of the full Eemian period has therefore
not yet been obtained from Greenland. A new ice-core drill
site, NEEM (North Eemian), has been suggested at 77.449◦N,
51.056◦W in northwest Greenland, and drilling is planned
to begin in 2008. The NEEM drilling project is an interna-
tional effort with 14 participating nations, and its main pur-
pose is to retrieve a continuous record of the whole Eemian
interglacial.
The new drill site is located 365 km downstream from

NorthGRIP on the ice ridge that runs north-northwest from
GRIP via NorthGRIP towards Camp Century (see Fig. 1). The

Fig. 1. Map of Greenland with indicated drill sites along the ice
ridge in northwest Greenland. Starting from the south and moving
along the flowline the drill sites are: GRIP, NorthGRIP, NEEM and
Camp Century.

altitude at NEEM is 2447m and radar investigations indicate
an ice thickness of 2561m. The accumulation rate and sur-
face velocity are not well known but they are expected to be
somewhat larger than at NorthGRIP since NEEM is located
further out on the flank at lower altitude and with steeper
surface slope. From radio-echo sounding (RES) images it is
seen that the very smooth bed found around NorthGRIP does
not extend all the way to the NEEM drill site. However, the
bedrock undulations at NEEM are on a much smaller scale
than at GRIP, so there is no immediate reason to suspect
folding of the deep layers. The location of the drill site for
the new ice core was selected from studies of the internal
structure of the ice, as seen on RES images. The Eemian layer
is located too deep in the ice to show up in the existing RES
images, but the shape of the younger internal layers indicates
that Eemian ice is located relatively high above the bed at
NEEM. A modelling effort is needed in order to predict the
depth and thickness of the Eemian layer.

RADAR DATA
Large parts of the Greenland ice sheet have been investigated
with airborne radio-echo sounders by the Center for Remote
Sensing of Ice Sheets, University of Kansas, USA (Chuah and
others, 1996). The RES images show the ice surface, the ice–
bedrock interface and internal layers in the ice. Individual
internal layers can be followed over hundreds of kilometres
and are generally accepted as isochrones. The shape of the
isochrones reveals information about the ice dynamics, es-
pecially the basal melt rate. Undulations which increase with
depth are an indication of spatially changing basal melt rates.
In an area with a high basal melt rate, the isochrones will be
pulled down faster than in areas with low or no basal melting.
In order to constrain a Monte Carlo analysis of the inverse

problem presented below, we need a dated set of observed
isochrones. Twelve layers have been traced from NorthGRIP
to NEEM in the RES images. The layers are dated from their
depths in the NorthGRIP ice core, and their ages fall be-
tween 3.6 and 79.8 ka. The two deepest isochrones are very
faint in the RES images, and in some areas they are impos-
sible to trace. However, the visible parts of these two layers
are included, as it is crucial to have deep constraints on the
Monte Carlo analysis.
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MODELLING
Forward model
A 224 km long section along the north-northwest-trending
ice ridge is considered, and a model approach similar to
that used by Buchardt and Dahl-Jensen (2007) is taken. The
ice flow along the ice ridge is therefore simulated using a
two-dimensional Dansgaard–Johnsen model (Dansgaard and
Johnsen, 1969) that accounts for basal melting and sliding.
The model requires surface velocity usur, ice thickness H,
accumulation rate a, basal melt rate wb, kink height h and
the ratio of basal sliding velocity to surface velocity FB as
input. The horizontal velocity u and the vertical velocity w
are calculated as

u =

{

usur z ∈ [h,H]
usur

(

FB + (1− FB) zh
)

z ∈ [0, h] (1)
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⎧
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where z is the ice equivalent height above bedrock and

∂wsur
∂z

=
wb − a

H − 1
2h(1− FB)

. (3)

All parameters are allowed to vary horizontally, whereas tem-
poral changes are only considered for H and a.
The spatial variation in H is known from radar surveys

(Chuah and others, 1996), and the temporal changes are
calculated using the SICOPOLIS (SImulation COde for POLy-
thermal Ice Sheets) ice-sheet model for Greenland (Greve,
2005). The accumulation rates in the area are not well known.
Accumulation rate values along the ice ridge are inferred
fromOhmura and Reeh (1991) but tuned to match the known
values at the drill sites. The accumulation maps fromOhmura
and Reeh (1991) are based on interpolations between meas-
urements with a coarser resolution than optimal for use in this
study. We therefore wish to allow for the possibility that the
overall pattern with low values in the centre of the ice sheet
and higher values closer to the coast is more pronounced
in the area of study than suggested by the current dataset.
This is done by adding to the data a contribution that grows
linearly with the distance from NorthGRIP (where the accu-
mulation rate is well determined). The speed γ with which
the contribution grows with distance is left to be determined
from the Monte Carlo analysis.
The accumulation history is calculated from the dated

δ18O record from NorthGRIP using a model similar to that
developed by Johnsen and others (1995). We therefore have
high accumulation in warm periods and low in cold periods.
It is assumed that the ratio of the accumulation rate at any
point along the line to that at NorthGRIP is constant in time.
The oldest ice found in the NorthGRIP ice core has been
dated to 123ka. When starting the forward model before this
time, the glacial index from Greve (2005) is used to scale the
accumulation further back in time.
The surface velocities in the area around NEEM are not

known. However, from empirical studies of the area around
NorthGRIP where a strain net was established, a linear rela-
tionship between surface slope and along-ridge surface vel-
ocities has been found. Therefore, the value of usur is in this
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Fig. 2.Observed (solid lines) and modelled (dotted lines) isochrones.
The NEEM drill site is indicated by the vertical line.

work calculated as a linear function of the observed surface
slope, i.e.

usur = C
dS
dx
, (4)

where C is a constant and dS/dx is the surface slope. The
value of C is chosen so that the calculated surface velocity at
NorthGRIP matches the observed value of 1.3ma−1 (Hvid-
berg and others, 2002). At all times, the value of usur calcu-
lated as above is scaled with the factor a(t )/a0 to compensate
for the changes in accumulation rate.
The value ofwb is allowed to change for every 8 km, giving

rise to 28 different unknown values along the section. The
kink height h and the fraction of basal sliding FB are tied
linearly to the melt rate to restrict the number of unknowns
(Buchardt and Dahl-Jensen, 2007).
To investigate the importance of including the temporal

changes of H, the model is also run with dH/dt = 0 for
comparison.

Solving the inverse problem
Thirty-four parameters from the forward model are unknown
and must be determined from a Monte Carlo analysis. The
forward model is run several hundred thousand times with
various combinations of values for the model parameters.
After each run, the fit between observed isochrones and iso-
chrones calculated by the forward model is used to decide
whether the used model parameters should be accepted or
rejected. The values of the model parameters are changed
between each run by using random numbers (a random walk
in the model space). By examining the statistical properties
of the accepted values for the model parameters, best es-
timates for these 34 unknown parameters can be inferred.
A more thorough description of the Metropolis algorithm
used to solve this problem is given by Buchardt and Dahl-
Jensen (2007).

RESULTS AND DISCUSSION
Time-dependent ice thickness
The fit between the observed and the modelled isochrones
is satisfactory. The modelled isochrones recreate the overall
shape of those observed (Fig. 2). About 50 km upstream from
NEEM, the observed isochrones display high-amplitude un-
dulations. These variations happen over too short a distance
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Fig. 3. Histogram of accepted values for the melt rate (a) in the
interval at NEEM and (b) 75 km upstream from NEEM, where there
are no data for the lowest two isochrones. In (a), the histogram shows
a single maximum, so the melt rate in this interval is well defined
by the solution. However, it can be seen that the solution in (b) does
not provide a well-defined value for the melt rate.

to be resolved by the model, which has melt rate intervals
8 km long.
Most model parameters are well defined by the Monte

Carlo analysis, i.e. the histograms of the accepted values
for the parameters resemble Gaussian distributions. Only the
melt rate values in the intervals where there are no data for
the two deepest isochrones are not well defined. In these
intervals, the distributions for the accepted values for the
melt rate are broader and do not show a clear single max-
imum (Fig. 3). This illustrates the importance of including
deep isochrones if information on the melt rate is required.
The melt rate at NEEM is found to be 1.0± 0.6mma−1.

However, about 50 km upstream from the drill site where the
observed layers show undulations of a very high amplitude,
values of almost 11mma−1 are found. Using the value of γ
found from the Monte Carlo analysis, we find the accumu-
lation rate at NEEM to be 0.26ma−1.
Running the forward model with the parameter estimates

found from this analysis results in a modelled Eemian layer
of 60± 10m thickness located 100±40m above bedrock
at NEEM (Fig. 4). The age of the ice at the base is estimated
to be around 200 ka. Eemian ice has been transported ap-
proximately 50 km along the ice ridge since deposition. It
is therefore not likely that the Eemian layer has been sig-
nificantly affected by the higher melt rates in the previously
mentioned area with large undulations of the isochrones.

Constant ice thickness
The general observations regarding fit and well-determined
parameters for the model with constant ice thickness are the
same as for the analysis of the model with time-dependent
ice thickness. The thickness of the Eemian layer is found
to be 75±10m and the base of the layer is found to be
located 150±40m above bedrock. The accumulation rate
in this case is found to be 0.27ma−1 and the melt rate is
1.0±0.5mma−1.
In the upper part of the ice sheet, solving both inverse

problems results in modelled isochrones that are too shallow
close to NEEM and too deep upstream from the drill site
(Fig. 2). A possible cause for this is that the accumulation
pattern used in the model may not be a good estimate of
the true accumulation pattern. Furthermore, changes over
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Fig. 4.Observed isochrones (solid lines) and modelled top and base
of the Eemian layer (dashed lines) calculated from the model with
time-dependent ice thickness. The dotted lines show the paths that
the top and the base of the Eemian layer at NEEM have taken through
the ice. The NEEM drill site is indicated by the vertical line.

time in the accumulation pattern are not accounted for in
the model but may have significantly influenced the shape
of the observed isochrones.

CONCLUSION
Both models indicate that a full record of the Eemian
period can be obtained at NEEM, and both models predict
the layer to be located well above bedrock. The model with
time-dependent ice thickness predicts an Eemian layer of
60±10m; the model with constant ice thickness over time
predicts a thickness of 75±10m. Both solutions indicate
basal ice of an age of at least 200 ka. The melt rate at NEEM is
estimated to be 1mm with an uncertainty of around 0.5mm.
This is good news for the drilling project, since a small melt
rate keeps the layer thickness at the base larger than if there
is no melting.
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Entering an era of global warming, the stability of the Greenland ice sheet (GIS) is 

a major concern1, especially in the light of new evidence of rapidly changing flow 

and melt conditions at the GIS margins2. Hence it is imperative to advance our 

understanding of GIS dynamics by studying the response of the GIS to past 

climatic change. In this study we extract both the Holocene Greenland 

temperature history and the evolution of GIS surface elevation at four GIS 

locations. We achieve this by comparing water stable isotope data (δ18O) from GIS 
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ice cores3,4 to ice core data from small marginal ice caps. Results are corroborated 

by ice core air content, a proxy for surface elevation5. Contrary to existing 

temperature estimates derived from GIS ice core stable isotope records only6, the 

new temperature history reveals a pronounced Greenland Holocene climatic 

optimum coinciding with maximum thinning near the GIS margins. State of the 

art ice sheet models are generally found to be lacking in their ability to reproduce 

GIS response to the Holocene climate. 

 

Ice cores from six locations3,7 have now been synchronized to the Greenland Ice 

Core Chronology 2005 (GICC05) throughout the Holocene (see Fig. 1a). The GICC05 

annual layer counting was performed simultaneously on the DYE-3, GRIP and NGRIP 

ice cores for the entire Holocene8,9. For the Agassiz10, Renland10 and the Camp Century 

ice cores the time scale has been transferred using volcanic markers identifiable in 

Electrical Conductivity Measurements11 (see supplementary information). The six 

synchronized Holocene δ18O records show large differences in millennial scale trends 

(Fig 1b). All δ18O records have been obtained in the same laboratory (Copenhagen 

Isotope Laboratory), assuring maximum confidence in the homogeneity of the data sets. 

The differences are thus real features that need to be understood and explained before 

firm conclusions about the evolution of Greenland climate during the Holocene can be 

supported by these data. 

Changes in regional temperatures, moisture source regions, moisture transport and 

precipitation seasonality affect the δ18O of precipitation6. All these parameters are, 

however, expected to produce regional patterns of change, implying that trends in 

nearby δ18O records should always be similar, except where the records are heavily 
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influenced by a combination of ice flow and post-deposition phenomena, such as wind-

scouring. Ice cores from Agassiz and Renland are retrieved from ice cap domes and are 

thus not influenced by ice flow. The Camp Century site is only slightly affected by a 

steady ice flow, and yet the trends in the neighbouring Agassiz and Camp Century cores 

are dissimilar, in fact Agassiz δ18O is much more similar to the signal recorded at 

Renland on the other side of the GIS. 

Given the dissimilarity of some neighboring δ18O records, a more likely cause of 

the differences in δ18O trends is past changes in the elevation of the GIS. Elevation 

change will influence trends in the δ18O records (see supplementary information), and 

the differences in the long term δ18O trends do appear to be related to changing GIS 

elevation: The records from the centre of the ice sheet (GRIP and NGRIP), the records 

closer to the margin of the ice sheet (DYE-3 and Camp Century), and the records from 

the small ice caps close to the GIS (Agassiz and Renland) are all pair wise similar. 

For the GIS ice core records, the hypothesis that elevation change affected the 

δ18O of the past is difficult to evaluate, as little is known of the GIS elevation history. 

Ice sheet modelling is of little help because modelled elevation histories for GIS are 

highly dependent on poorly known boundary conditions, such as the past positions of 

the GIS margin12. For the small Agassiz and Renland ice caps, it is, however, possible 

to reconstruct past elevation histories with some confidence. Neither of these ice caps 

are believed to have experienced significant changes in ice sheet thickness during most 

of the Holocene due to topographical constraints and the limited thickness of the ice 

caps7,13 (see supplementary information). Both the Renland and the Agassiz bedrocks 

have experienced a significant post-glacial uplift. For Renland the uplift resulted from 

the retreat of the GIS, whereas the Agassiz uplift was caused by the disintegration of the 
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Innuitian ice sheet that covered most of the Queen Elizabeth Islands (QEI) during the 

last glaciation14. For both locations robust estimates of bedrock elevation have been 

obtained through studies of past sea level changes in nearby fiords14,15. The Renland 

bedrock elevation history is based on such studies throughout the Holocene, whereas the 

Agassiz bedrock elevation history is based on data sets back to 9.5 ka. For the period 

from 9.5 ka back to 11.7 ka Agassiz bedrock elevation can be estimated by 

extrapolation, using the observed exponential half-life for the bedrock elevation change 

in the 0-9.5 ka period16. Assuming that Agassiz and Renland δ18O records have not been 

significantly influenced by changes in ice thickness during the Holocene, it is possible 

to correct the δ18O records for past elevation changes, simply by using their respective 

bedrock elevation histories and the observed Greenland δ18O-height relationship (see 

Fig. 1c, 1d and supplementary information). 

The similarity between the uplift corrected Agassiz and Renland δ18O records is 

astounding given that the two ice caps are separated by some 1500 kilometres and by 

the entire GIS. The similarity suggests that Greenland climate during the Holocene was 

homogenous with the same millennial scale δ18O evolution both east and north-west of 

the ice sheet. The homogeneous climatic history for the Greenlandic region is probably 

related to the regional change in solar insolation17, at least for the past 10 ka. 

Given the similarity of the Agassiz and Renland elevation-corrected δ18O records, 

we assume that their common millennial scale δ18O trends would have been present in 

the ice cores from the GIS, if the GIS had not changed surface elevation. The elevation 

histories for the four drill sites on the GIS (see Fig. 2a) can then be estimated from the 

changes in difference between δ18O records from the GIS sites and elevation corrected 

δ18O records from the two adjacent ice caps. The elevation changes seen in Fig. 2a are 
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corrected for upstream effects due to ice flow at the drill sites18,19 (see supplementary 

information), thus showing GIS elevation changes at the four drill site locations. The 

derivation of the GIS elevation change uncertainty bands shown in Fig. 2a is discussed 

in the supplementary information. 

From Fig. 2a it is seen that the initial response of the GIS to Holocene climatic 

conditions was a slight increase in elevation at all locations right after the onset of the 

Holocene (most likely in response to increased precipitation and bedrock uplift). 

Secondly, the GIS responded to the effects of increased melt at the margins and ice 

break-off because of rising sea level. The melt and ice break-off induced rapid thinning 

at the Camp Century and DYE-3 sites, located relatively near the margin. Thirdly the 

thinning process propagated slowly towards the centre of the GIS, reaching GRIP at the 

present summit some 4000 years after the onset of the Holocene.  

The total gas content of air bubbles trapped in the ice is the only other known 

parameter in ice cores that is significantly and directly influenced by elevation change. 

A comparison between the elevation histories for GRIP and Camp Century and their 

total gas content records5,20 (Fig. 2b) shows an excellent qualitative agreement between 

past elevation change and change in total gas content. A detailed quantitative study of 

the differences between Camp Century and GRIP elevation and total gas content 

histories also yields strong support for the isotope-based elevation histories (see 

supplementary information).  

Fig. 2c shows a reconstruction of the evolution of Greenland temperatures during 

the Holocene. This temperature reconstruction is based on Agassiz and Renland average 

δ18O corrected for uplift and changes in δ18O content of the ocean21. The conversion 

from δ18O to temperature has been obtained through a calibration with borehole 
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temperatures from Camp Century, DYE-3, GRIP and NGRIP22. It is noteworthy that the 

borehole temperature profiles are fully consistent with the Agassiz and Renland average 

δ18O record, supporting our assertion that climate in and around Greenland has been 

homogeneous during the Holocene (see supplementary information). 

The average rate of elevation change at the Camp Century and DYE-3 drill sites is 

also shown in Fig. 2c. It can be inferred that elevations at these two sites near the 

margin of the GIS respond rapidly to Greenland temperature change. The most 

significant periods of elevation loss coincided with the climatic optimum 7-10 kyrs ago. 

This suggests that the GIS responds significantly to a temperature increase of a few 

degrees Celsius, even though part of the GIS response in the early Holocene also was 

associated with ice break-off resulting from rising sea level. The colder climate 

prevailing during the past two millennia induced a slight increase in elevation of the 

GIS at these sites.    

The 600 m decrease in surface elevation observed at Camp Century in the period 

from 11 ka to 6 ka can be taken as strong support for the finding that the Hall Basin, 

Kennedy Channel and Kane Basin were completely covered by ice sheet ice during the 

earliest Holocene, thereby connecting Greenland to the Innuitian ice sheet on Ellesmere 

Island14,23. The breakdown of this interconnection and the retreat of the GIS from the 

continental shelf edge in Melville Bay then led to a significant decrease in surface 

elevation at Camp Century. At DYE-3, GIS elevation was reduced by some 400 meters 

as the width of the southern GIS probably decreased by a third during the transition 

from glacial to Holocene climatic conditions24,25. 

The novel concept of using the combined evidence from Greenland and Canadian 

ice cores to extract both a Holocene temperature history (Fig. 2c) and Holocene 
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elevation histories (Fig. 2a) for the GIS is essential for validating efforts to model GIS 

evolution. Comparing the results of two conceptual modelling efforts12,26 with the new 

GRIP Holocene elevation curve, it is possible to give a semi-emperical estimate of the 

position of the GIS margin during the last glaciation, as only a marginal position at the 

continental shelf edge is consistent with the observed GRIP elevation history (see Fig. 

3a). A comparison of the GRIP elevation change with more recent state-of-the-art 3-D 

thermomechanical ice sheet models27,28,29,30, strongly suggests that none of these models 

capture the evolution in GRIP elevation during the Holocene (see Fig. 3b). The results 

of the conceptual modelling shown in Fig. 3a, indicate that the 3-D models fail to 

advance the GIS sufficiently far onto the continental shelf during the last glaciation, 

possibly due to insufficient understanding of ice sheet/ocean interactions. The poor 3-D 

model performance might also be a consequence of similarly simplified climatic forcing 

series being applied in all model runs, e.g. underestimating the amplitude of the 

Greenland Holocene climatic optimum.     

The clear Greenland Holocene climatic optimum now unmasked in GIS ice core 

δ18O records bring these records into line with borehole temperature data. This 

rehabilitates δ18O as a reliable temperature proxy, thus paving the way for temperature 

reconstructions based on high resolution ice core δ18O records. The GIS temperature 

and elevation histories presented here furthermore suggest that the GIS responds more 

vigorously to climatic change than indicated by the 3-D models used for GIS 

projections. Therefore it is entirely possible that a future Greenland temperature 

increase of a few degrees Celsius will result in GIS mass loss and sea level change 

contributions larger than hitherto projected. 

 



 8

 
1 Witze, Losing Greenland, Nature, 452, 798-802 (2008). 
2 Rignot and Kanagaratnam, Changes in the Velocity Structure of the Greenland Ice 
Sheet, Science, 311, 986-990 (2006). 
3 Johnsen and Vinther, Stable isotope records from the Greenland Ice Cores, 
Encyclopedia of Quat. Sci., 2, 1250-1258 (2007) 
4 Fisher et al., Inter-comparison of Ice Core δ18O and Precipitation Records from Sites 
in Canada and Greenland over the last 3500 years and over the last few Centuries in 
detail using EOF Techniques, NATO ASI Series, 141, 297-328 (1996). 
5 Raynaud and Lorius, Climatic Implications of Total Gas Content in Ice at Camp 
Century, Nature, 243, 283-284 (1973). 
6 Masson-Delmotte et al., Holocene climatic changes in Greenland: Different deuterium 
excess signals at Greenland Ice Core Project (GRIP) and NorthGRIP, J. Geophys. Res., 
110, D14102 (2005). 
7 Koerner and Fisher., A record of Holocene summer climate from a Canadian high-
Arctic ice core, Nature, 343, 630-632, (1990). 
8 Rasmussen et al., A new Greenland ice core chronology for the last glacial 
termination, J. Geophys. Res., 111, D06102 doi:10.1029/2005JD006079 (2006). 
9 Vinther et al., A synchronized dating of three Greenland ice cores throughout the 
Holocene, J. Geophys. Res., 111, D13102,  doi:10.1029/2005JD006921 (2006). 
10 Vinther et al., Synchronizing Ice Cores from the Renland and Agassiz Ice Caps to the 
Greenland Ice Core Chronology, J. Geophys. Res., 113, D08115, 
doi:10.1029/2007JD009143 (2008). 
11 Hammer, et al., Greenland ice sheet evidence of post-glacial volcanism and its 
climatic impact, Nature, 288, 230-235 (1980). 
12 Cuffey and Clow, Temperature, accumulation, and ice sheet elevation in central 
Greenland through the last deglacial transition, J. Geophys. Res., 102, 26383-26396 
(1997). 
13 Johnsen et al., A deep ice core from east Greenland, Meddelelser om Grønland, 29, 
3–29 (1992). 
14 Blake, Studies of glacial history in Arctic Canada. I. Pumice, radiocarbon dates and 
differential post-glacial uplift in the eastern Queen Elizabeth Islands, Can. J. Earth Sci., 
7, 634-664 (1970). 
15 Funder, Holocene stratigraphy and vegetation history in the Scoresby Sund area, East 
Greenland, Grønlands Geologiske Undersøgelse Bulletin, 129 (1978). 
16 Dyke and Peltier, Forms, response times and variability of relative sea-level curves, 
glaciated North America, Geomorphology, 32, 315-333, (2000). 
17 Laskar et al., A long term numerical solution for the insolation quantities of Earth, 
Astronomy and Astrophysics, 428, 261-285, (2004). 
18 Buchardt and Dahl-Jensen., Estimating the basal melt rate at NorthGRIP using a 
Monte Carlo technique, Ann. Glac., 45, 137-142 (2007). 
19 Reeh et al., Dating the Dye-3 ice core by flow model calculations, AGU Geophysical 
Monograph, 33, 57–65 (1985). 
20 Raynaud et al., Air content along the Greenland Ice Core Project core: A record of 
surface climatic parameters and elevation in central Greenland, J. Geophys. Res., 102, 
26607-26613 (1997). 
21 Waelbroeck et al., Sea-level and deep water temperature changes derived from 
benthic foraminifera isotopic records, Quat. Sci. Rev., 21, 295-305 (2002). 



 9

 
22 Dahl-Jensen et al., Past temperatures directly from the Greenland ice sheet, Science, 
282, 268–271 (1998). 
23 Blake, Glaciated landscapes along Smith Sound, Ellesmere Island, Canada and 
Greenland, Ann. Glac., 28, 40-46 (1999). 
24 Jennings et al., Freshwater forcing from the Greenland Ice Sheet during the Younger 
Dryas: evidence from southeastern Greenland shelf cores, Quat. Sci. Rev., 25, 282–298 
(2006). 
25 Long et al., Late Weichselian relative sea-level changes and ice sheet history in 
southeast Greenland, Earth & Plan. Sci. Lett., 272, 8-18 (2008). 
26 Johnsen et al., Greenland palaeotemperatures derived from GRIP bore hole 
temperature and ice core isotope profiles, Tellus B, 47 (5), 624-629 (1995). 
27 Huybrechts, Sea-level changes at the LGM fromice-dynam ic reconstructions of the 
Greenland and Antarctic ice sheets during the glacial cycles, Quat. Sci. Rev., 21, 203–
231 (2002). 
28 Tarasov and Peltier, Greenland glacial history, borehole constraints and Eemian 
extent, J. Geophys. Res., 108, B3, 2124-2143 (2003). 
29 Greve, Relation of measured basal temperatures and the spatial distribution of the 
geothermal heat flux for the Greenland ice sheet, Ann. Glac., 42, 424-432 (2005). 
30 Lhomme et al., Tracer transport in the Greenland Ice Sheet: constraints on ice cores 
and glacial history, Quat. Sci. Rev., 24, 173–194 (2005). 
 
 

Supplementary Information accompanies the paper on www.nature.com/nature. 

 

Acknowledgements A special acknowledgement is given to lab. tech. Anita Boas, who has meticulously 

carried out most of the stable isotope measurements presented in this paper during her 38 years at the 

Copenhagen stable isotope lab.  Dr. Weston Blake Jr. from the Geological Survey of Canada is thanked 

for providing his insight, suggestions and corrections during the drafting of this paper. Two anonymous 

reviewers are thanked for their constructive comments and suggestions. Prof. Ralf Greve from the 

Institute of Low Temperature Science, Hokkaido University, Japan, is thanked for providing elevation 

data from his GIS modelling effort. B.M.V. thanks the Carlsberg Foundation for funding and the Climatic 

Research Unit at University of East Anglia for hosting his research during all of 2007. V.L and D.R. 

thank for support from the GDRE Vostok (INSU/CNRS funding and RFBR-CNRS grant 05-05-66801). 

  

Author Information Correspondence and requests for materials should be addressed to B.M.V. 

(bo@gfy.ku.dk). 

 



 10

 
Figure 1: Holocene δ18O records. a, Drill site locations for the ice cores 

which have been cross-dated to the GICC05 timescale. Site 

elevations are given in parenthesis. b, 20-year averages and 

millennial scale trends of δ18O during the Holocene as observed in 

ice core records from six locations in Greenland and Canada. c, 

Uplift corrected Renland and Agassiz Holocene δ18O. 20-year 

averages and millennial scale trends in the Agassiz and Renland 

Holocene δ18O records. Annual average insolation at 75°N is 

shown in orange. d, Agassiz and Renland post-glacial bedrock 

uplift histories and corresponding δ18O correction values.   

 

 

Figure 2: Holocene elevation change histories for Greenland ice sheet 

locations. a, Elevation changes at the drill sites, after correction for 

ice-flow-related upstream effects. The shaded bands show the 1σ 

uncertainties on the elevation histories. b, Depositional elevation 

histories at GRIP and Camp Century compared to total gas 

measurements carried out on the two ice cores. c, Average ice 

sheet rate of elevation change at DYE-3 and Camp Century 

compared to Greenland temperature change derived from Agassiz 

and Renland δ18O records. 
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Figure 3: Empirical and modelled Holocene elevation change histories 

for the summit of the Greenland Ice Sheet. a, Elevation change 

at the GRIP drill site compared to four different estimates from two 

different simple ice sheet models. The modelled estimates are 

based on three different assumed maximum advances (∆L) of the 

margin of the Greenland Ice Sheet during the Last Glacial 

Maximum. b, Elevation change at the GRIP drill site compared to 

elevation estimates from four different complex 3-D 

thermomechanical ice sheet models. 
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Significant Holocene thinning of the Greenland ice 

sheet: Supplementary Information 

 

Transferring the GICC05 time scale to the Camp Century core.  The GICC05 

timescale, which is based on combined DYE-3, GRIP, and NGRIP data in the 

Holocene, was applied to the Camp Century core by matching prominent volcanic 

markers seen in electrical conductivity measurements in the Camp Century core to those 

detected in the other Greenland ice cores. Annual layer thicknesses in the synchronized 

Camp Century time scale were subsequently verified by annual layer counts across 

sections where detailed stable isotope data are available.   

 

Renland and Agassiz ice cap stability. The Renland ice cap is situated on a high-

elevation plateau on the Renland Peninsula in the Scoresbysund Fiord. The ice cap 

covers an area of just 1200 km2 and has a thickness of a few hundred meters. The 

margins of the ice cap are constrained by the limits of the plateau, with steep descends 

of approximately 2 km down to the Fiord and the surrounding terrain. At present the 

Renland ice cap is overflowing the edges of the plateau at numerous locations along the 

perimeter. Hence the slightest increase/decrease in elevation of the ice sheet surface of 

the small ice cap will lead to a very significant increase/decrease in drainage, stabilizing 

the ice volume and making significant elevation change unlikely1. Indeed, a conceptual 

model2,3 of the Renland ice cap shows that the glacial to Holocene warming and tripling 

of accumulation resulted in less than 30 meters of change in ice cap thickness. 

The 325 m Renland ice core revealed that the ice cap contains a continuous stratigraphy 

covering the past 60,000 years4, as well as a three meter layer of Eemian interglacial ice. 
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As the ice core was not drilled all the way to bedrock it is possible that even older ice 

exist at the deepest strata of the Renland ice cap. The evidence in the ice core of a well 

preserved stratigraphy and Eemian ice in the shallow Renland ice cap is testimony to its 

extraordinary stability. 

The Agassiz ice cap is the northern part of a 16,000 km2 ice field covering the central 

part of Ellesmere Island, Canada. The two ice cores drilled on the Agassiz ice cap in 

1984 and 1987, were both retrieved from a local dome on the ice cap. The location of 

the dome is determined by an underlying maximum in bedrock elevation. The stability 

of the dome location has resulted in the formation of a Raymond bump in the internal 

layering of the ice cap4. The thickness of the ice cap is only 127 m at the dome5, with 

ice from the Holocene down to a depth of approximately 117 m. The fact that all cores 

from Agassiz contain the entire Holocene, as well as glacial ice4 makes it unlikely that 

the ice has been significantly shallower at the dome during the Holocene. A model 

study of ice flow between three boreholes in connection with scouring effects, 

furthermore suggested that the Agassiz ice cap has been stable for the past 8000 years5. 

A maximum in melt layer frequency is registered in the cores from 10,000 to 11,000 

years ago according to the GICC05 time scale. Hence it is possible that the Agassiz ice 

cap thinned during this period. It is, however, important to note that this does not imply 

that Agassiz δ18O was affected by this possible elevation change. As explained in the 

next section, the Agassiz ice cap is situated in an area without significant altitude effects 

on δ18O.  

 

Correcting δ18O records for past changes in surface elevation. From studies of 

numerous Greenland ice core δ18O records and of observations along the coasts of 
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Greenland it has been established that the average observed δ18O level over and around 

the ice sheet can be almost completely described by two effects: An altitude effect (-

0.6‰ per 100 m) and a latitude effect (-0.54‰ per degree N)6,7. 

The altitude effect is due to the moist-adiabatic cooling of an air mass forced to rise 

over the Greenland ice sheet. As the air mass cools, precipitation is formed and 

fractionation takes place6. 

Observations of snow and ice in the Queen Elizabeth Islands (QEI), Canada show that 

no significant altitude effects are observed in the QEI, except on the slopes facing 

Baffin Bay8. This observation implies that a precipitating air mass only responds with 

the well understood altitude effect to the first major topographic barrier it encounters 

after leaving Baffin Bay, whereas the topography further inland is not of sufficient 

significance to force the air mass to rise further. 

As the post-glacial bedrock rebound observed at the Agassiz drill site is part of a 

rebound pattern affecting the whole QEI area (thereby also that part of Ellesmere Island 

facing Baffin Bay), it is to be expected that the usual altitude effect also applies for the 

post-glacial rebound of the Agassiz ice cap. Hence it is prudent to use the -0.6‰ per 

100 m elevation correction, as long as the Agassiz bedrock elevation change is 

representative of a change affecting the entire QEI area. Had the Agassiz ice cap 

changed its elevation independently of the QEI area (i.e., by changing its ice thickness), 

no elevation correction would have been needed. 

 

Correcting δ18O records for upstream effects. A part of the long term isotope signal 

in ice cores from regions of the GIS with significant ice flow is due to upstream effects; 

i.e., ice found in the deeper layers at a given drill site originated from precipitation from 
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higher elevation transported by the ice flow. Thus, over time, ice with lower δ18O values 

from a higher upstream position flows down-slope to a drill site. 

To derive the elevation change at a drill site, it is therefore necessary to correct the 

record for such upstream effects. Fig. S1a shows the elevation change estimates for the 

Camp Century, DYE-3, GRIP and NGRIP drill sites before upstream correction, 

whereas Fig. S1b shows the estimates after correction for upstream effects. 

For the DYE-3 record, upstream effects were calculated from a detailed modelling 

effort performed as part of the Greenland Ice Sheet Program9, while the NGRIP10 and 

Camp Century upstream estimates are based on flow modelling tuned to internal 

layering in the ice sheet as recorded by radio echo soundings using a Monte Carlo 

approach. 

 

Estimating uncertainties associated with the elevation histories. The uncertainty 

bands on the elevation histories shown in Fig S1 are based on two observations. Firstly, 

the average deviation between the millennial scale trends in Renland and Agassiz δ18O 

converts into an uncertainty of ±24 meters. Secondly, the existence of two parallel 

records from the Agassiz ice cap (see Fig. S2a) can be used to estimate the uncertainty 

of the millennial scale trends in any given ice core record. The average deviation 

between Agassiz 1984 and 1987 δ18O converts into an uncertainty of ±16 meters, 

yielding a total uncertainty of ±40 meters on the elevation histories. The older Camp 

Century and DYE-3 records have an additional uncertainty contribution from less 

precise δ18O measurements of ±0.15 per mil that converts into an additional ±25 meters. 

An evaluation of the uncertainty estimates can be obtained from a comparison of GRIP 

and GISP211 ice core δ18O records (see Fig. 2a). The GISP2 core was drilled just 30 km 
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away from the GRIP drill site and the GISP2 elevation history should therefore be 

similar to the GRIP elevation history. It is reassuring that GISP2 and GRIP elevation 

estimates show agreement within the estimated 1σ errors (see Fig. 2b). Note that 

approximately 10 meters of the 10-40 meter difference 4000-10,000 years ago is due to 

upstream effects affecting only the GISP2 site. It should also be mentioned that the 

GISP2 time scale has not been synchronized to GICC05. This is, however, of minor 

importance as GISP2/GICC05 time scale differences are less than 50 years during the 

Holocene12.  

 

Elevation change and total gas content. The influence of elevation change on the total 

gas content is due to the altitude gradient of atmospheric pressure. Although the 

relationship between surface pressure and total gas content is relatively straightforward, 

surface melting can severely disturb the total gas record13. It is therefore only possible 

to use total gas records from ice cores drilled in areas with little or no melt. Total gas 

measurements have been carried out on two ice cores from such favourable Greenland 

locations: Camp Century14,15 and GRIP16. A comparison between the total gas data from 

these cores and their elevation histories is shown in Fig. S3a and S3c. As the existing 

measurements of total gas content on the Camp Century ice core were rather scarce 

(purple crosses in Fig. S3c), new measurements on archived Camp Century ice were 

performed. The new measurements (black crosses in Fig. S3c) are generally lower than 

the existing data. A likely reason for this offset is gas loss due to diffusion in the ice 

matrix during the 35 years of storage of the ice core17, but it is also possible that a 

systematic shift in absolute values exists between the old pioneering measurements and 

the new data obtained with a more sophisticated setup. The new Camp Century data are 
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brought into agreement with the original measurements by adding a constant value of 10 

cm3/kg. 

The elevation histories for GRIP and Camp Century and their respective total gas 

content records (Fig. S3a and S3c) agrees qualitatively. However, regressing the change 

in total gas content towards elevation change (see Fig. S3b and S3d) make it evident 

that the observed total gas content to elevation slope is steeper than the theoretically 

predicted total gas content to elevation slope16 which is -0.015±0.001 cm3/(kg·m) for the 

two drill sites. The theoretical value is derived from the temperature and pressure 

gradients with respect to altitude. The temperature gradient obtained from temperature 

measurements18,19 at multiple Greenland automatic weather stations is -0.0070±0.0004 

°C/m, whereas the pressure gradient is found to be -0.102±0.003 hPa/m.  

The reason for the lack of quantitative agreement between elevation histories and past 

total gas content is that the total gas content is also affected by changes in summer 

insolation and surface temperature20. Comparing changes in total gas content and 

elevation change between two ice cores we are able to quantitatively compare 

theoretical and experimental values. In Fig. S3e the Camp Century to GRIP elevation 

and total gas content differences are presented. The corresponding regressions (both for 

old and new Camp Century data) are given in Fig. S3f. The total gas content to 

elevation slopes for the differential data are close to the theoretically predicted slope of -

0.015±0.001 cm3/(kg·m) for both the old and the new total gas content measurements. 

This excellent agreement strongly supports the elevation histories for the two sites. The 

quantitative agreement also indicates that the temperature histories are very similar for 

Camp Century and GRIP. 
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Deriving a temperature record from Agassiz and Renland δ18O. In order to obtain 

an estimate of Holocene Greenland temperature conditions we decided to calibrate the 

uplift-corrected Agassiz and Renland average δ18O using the borehole temperature 

profiles from Camp Century21, DYE-322, GRIP3,23 and NGRIP24.  

A forward modelling approach is applied, where it is assumed that the Agassiz/Renland 

ice core δ18O profile (after being corrected for uplift and the changing δ18O content of 

sea water25) can be translated into surface temperatures at the drill sites. As the 

calibration is restricted to the Holocene it is assumed that the δ18O record can be 

translated into surface temperature using a linear relation to be determined by the 

calibration. Ice flow is calculated with a non-steady state Dansgaard-Johnsen model 

with a bottom sliding velocity scaled to be 15% of the horizontal surface velocity24,26 

and (for NGRIP) bottom melting (see Table S1). The non-steady state flow model is 

forced by the elevation histories for the drill sites (see Fig. S1a), and Holocene 

accumulation rates are then derived through an iterative approach to fit the Holocene 

annual layer thickness profiles found in the ice cores12. The temperature profile in the 

ice sheet is calculated by numerical integration of the differential equation for heat 

conduction in moving firn and ice27. 

Initialization of the ice flow model is carried out with a prescribed mean glacial 

accumulation rate for the 60.000 years preceding the Holocene26,28 (see Table S1) and a 

mean glacial temperature to be determined by the calibration. Using these glacial 

climatic conditions a steady state temperature profile is calculated. For Camp Century, 

DYE-3 and GRIP a slab of bedrock with a thickness equal to the ice thickness is 

included in the steady state calculation and a geothermal heat flux is applied below the 

slab. The geothermal heat fluxes are determined by the calibration. For NGRIP a bottom 
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melt rate of 6 mm ice per year is applied10 and the ice temperature at bedrock is always 

at the pressure melting point.  

For the four drill sites a total of 9 unknowns are to be determined by calibration: The 

difference between glacial and present temperature (1 unknown), the three geothermal 

heat fluxes (3 unknowns) and the linear temperature/δ18O relation for the four drill sites 

(5 unknowns, as the temperature/δ18O slope is the same for all four sites). The 

determination is carried out as follows: First a temperature/δ18O slope is chosen. 

Secondly the NGRIP linear temperature/δ18O relation (with fixed slope) and the 

difference between the glacial and the present temperature is determined by minimizing 

the misfit between NGRIP observed and modelled borehole temperatures. Thirdly the 

geothermal heat fluxes and the linear temperature/δ18O relations (with fixed slope) are 

determined for Camp Century, DYE-3 and GRIP by minimizing their misfits. For all 

cores the misfit calculation is restricted to the part of the profile most affected by 

Holocene temperature conditions, i.e. the profile down to the depth where the amplitude 

of a temperature signal from the beginning of the Holocene presently has its maximum 

amplitude. 

The average minimum misfits found by using the above procedure are listed in Table 

S2. It can be seen that a minimum misfit of 0.047°C is found for a temperature/δ18O 

slope of 2.1°C/‰. The average misfit is comparable to the typical uncertainty of 0.03-

0.05°C on borehole temperature profiles21,22,24, but it should be noted that the most 

deviant profile has an average misfit of 0.066°C, which is somewhat larger than 

expected. However, the modelled and observed borehole temperature profiles in Fig. 

S4, show that most of the misfit for the four profiles is caused by centennial temperature 

oscillations in the upper 200 meters of the profiles. As only variations on millennial 



 9

time scales are of importance for the elevation calculations, it is worth noting that the 

average misfit for the four profiles drops to 0.037°C, if the upper 200 meters are 

excluded from the calculations. 

The small misfits for all profiles (especially related to millennial-scale temperature 

variations) is strong evidence that the average of the Agassiz and Renland δ18O records 

is indeed a good proxy for the millennial scale variability in the Greenland temperature 

history during the Holocene, confirming the assertion that the Agassiz/Renland records 

are representative for climate in the entire Greenlandic region. This implies that the 

strongest signals in millennial scale Greenland Holocene δ18O are due to temperature 

change and elevation change, whereas the many other potential factors proposed to 

influence precipitation δ18O29,30 are of secondary importance.  

Finally it should be noted that the Holocene temperature/δ18O slope is estimated with a 

quantifiable uncertainty, as temperature/δ18O slopes ranging from 1.9°C/‰ to 2.3°C/‰ 

all yield average misfits within the expected uncertainty range. 
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Table S1 Dansgaard-Johnsen ice flow model parameters 

Parameter/Drill site Camp 

Century 

DYE-3 GRIP NGRIP 

Present Ice sheet thickness (m) 1389 2037 3029 3090 

Present kink height (m) 500 300 1700 1200 

Bottom melting rate (m ice eqv./yr) - - - 0.006 

Glacial accumulation rate (m ice eqv /yr) 0.076 0.142 0.107 0.073 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 11

Table S2 Borehole temperature modelling results 

Temperature/δ18O 

slope (°C/‰) 

Glacial to present 

temperature 

change at present 

elevation (°C) 

Average 

misfit, all 

cores (°C) 

Average 

misfit, most 

deviant core 

(°C) 

Geothermal heat 

fluxes for Camp 

Century, DYE-3, 

GRIP (mW/m2) 

1.7 13.5 0.058 0.108 49.2, 48.1, 48.4 

1.8 13.6 0.053 0.092 49.2, 48.1, 48.5 

1.9 13.7 0.049 0.076 49.3, 48.2, 48.7 

2.0 13.8 0.048 0.064 49.3, 48.2, 48.8 

2.1 13.9 0.047 0.066 49.4, 48.1, 48.9 

2.2 13.9 0.048 0.074 49.5, 48.2, 48.9 

2.3 14.0 0.050 0.082 49.6, 48.2, 49.2 

2.4 14.1 0.056 0.091 49.6, 48.3, 49.2 

2.5 14.2 0.064 0.099 49.7, 48.3, 49.4 
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Figure S1: Holocene elevation change histories for four Greenland 

locations. a, Total change in depositional elevation necessary to 

explain the millennial scale trends in δ18O seen in the four ice 

cores. b, Elevation changes at the drill sites, after correction for ice-

flow related upstream effects. The shaded bands show the 1σ 

uncertainties on the elevation histories.    
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Figure S2: Trends in δ18O records from ice cores drilled in close 

proximity to each other. a, Comparison of δ18O records from two 

Agassiz ice cores, drilled 30 meters apart and from two central 

Greenland ice cores (GRIP and GISP2) drilled 30 km apart. b, Total 

change in depositional elevation necessary to explain the millennial 

scale trends in δ18O seen in the GRIP and GISP2 ice cores. 
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Figure S3: Total gas content compared to observed Holocene elevation 

change histories for GRIP and Camp Century. a, Elevation 

change at the GRIP drill site compared to change in total gas 

content, and b, the regression relationship between these 

parameters. c, d, The same for Camp Century. e, Difference in 

elevation change between Camp Century and GRIP drill sites 

compared to difference in total gas content change, and f, the 

regression relationship between these parameters. 
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Figure S4: Temperature calibration of Agassiz and Renland average δ18O. 

Observed borehole temperature profile and the optimal model fit 

for. a, DYE-3, b, GRIP, c, NGRIP and d, Camp Century. 
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