Quantum Markov Chain Mixing and Dissipative Engineering

PhD thesis
Michael James Kastoryano

The PhD School of Science
Quantum Information Group
QUANTOP – Danish National Research Foundation Centre for Quantum Optics
Niels Bohr Institute
and Niels Bohr International Academy

Academic supervisors: Michael M. Wolf and Anders S. Sørensen

December, 2011
Quantum Markov Chain Mixing and Dissipative Engineering

Michael James Kastoryano
Abstract

This thesis is the fruit of investigations on the extension of ideas of Markov chain mixing to the quantum setting, and its application to problems of dissipative engineering. A Markov chain describes a statistical process where the probability of future events depends only on the state of the system at the present point in time, but not on the history of events. Very many important processes in nature are of this type, therefore a good understanding of their behavior has turned out to be very fruitful for science. Markov chains always have a non-empty set of limiting distributions (stationary states). The aim of Markov chain mixing is to obtain (upper and/or lower) bounds on the number of steps it takes for the Markov chain to reach a stationary state. The natural quantum extensions of these notions are density matrices and quantum channels. We set out to develop a general mathematical framework for studying quantum Markov chain mixing.

We introduce two new distance measures into the quantum setting; the quantum $\chi^2$-divergence and Hilbert’s projective metric. The quantum $\chi^2$ divergence allows us to extend the class of functional techniques called Poincaré inequalities to the quantum setting. In the process, we identify the appropriate framework for discussing notions such as detailed balance and $\chi^2$-mixing: monotone Riemannian metrics on matrix spaces. This insight allows us to characterize the connection between spectral properties of a (primitive) quantum channel and its mixing time. Within the same framework we also derive a restricted quantum version of the celebrated conductance bound (Cheeger’s inequality). We then consider Hilbert’s projective metric - a well known tool in Perron-Frobenius theory - in the context of quantum information theory. As a classic tool for analyzing convergence of positive maps on cones, Hilbert’s projective metric is especially good at providing existence proofs of maps between two spaces (or cones). We relate this measure to distinguishability measures on restricted cones of operators, and analyze the observable loss of information after the application of a quantum channel under a restrict set of measurements. Various notions of contractivity of quantum channels are revealed through Hilbert’s metric.

Still on the topic of quantum Markov chains, we introduce the notion of cutoff phenomenon to the quantum setting. The cutoff phenomenon describes the situation when a Markov chain does not converge for a potentially long time, and then at a specific point in time abruptly converges to equilibrium. In the thermodynamic limit, the convergence profile will then look like a step function. We show that this type of convergence behavior occurs, as measured in trace-norm, when a system is subject to a product channel, and the noise on each product is modeled by a one-parameter semigroup of quantum channels.

Finally, we consider three independent tasks of dissipative engineering. The first task, which is aimed at experimental realization in the near future, consists in dissipatively
preparing a maximally entangled state of two atoms trapped in an optical cavity. We show that this is indeed possible with very high fidelity, and in a short amount of time, using present day technology. We also show that the scaling of the fidelity with the quality factor of the cavity (the cooperativity) scales quadratically better in our dissipative setup than in any known coherent unitary setup; indicating that dissipative state preparation can lead to fundamental improvements over closed system protocols. The second task that we consider is dissipative preparation of graph states, where we show that this class of states can be prepared in a time scaling as $\log n$ in the number of stabilizer elements. We also show that this process exhibits a cutoff. As a third task of dissipative engineering, we revisit the dissipative quantum computing construction of [VWC09]; we rigorously prove that it is as efficient as the circuit model.


Til sidst beskæftiger vi os med tre uafhængige opgaver i forbindelse med dissipativ manipulering. Først opgave, med henblik på snarlig eksperimentel virkeliggørelse, består
i en dissipativ forberedelse af en maksimalt sammenfiltert tilstand imellem to atomer fanget i en optisk cavity. Vi viser at det med nutidens teknologi er muligt at frembringe en sådan tilstand på kort tid og med høj nøjagtighed. Det vises også at nøjagtigheden skalere kvadratisk bedre i det dissipative tilfælde sammenlignet med kendte koherente unitære systemer. Dette er en indikation på at dissipativ tilstands forberedelse kan lede til fundamentale forbedringen i forhold til lukkede systemer.

Den anden opgave, som vi antager, er dissipativ forberedelse af graftilstander, her vises det at disse tilstand kan forberedes med en tids skalering som \( \log n \) i antallet af stabilisator elementer. Det vises også at denne processer har en afgrænsning. For den tredje opgave i dissipativ manipulering genovervejer vi den dissipative kvante computer af [VWC09]; det bevises stringent at denne model er ligeså effektiv som den almindelige kvantecomputere.
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Introduction

Quantum information science is now a well established field of physics which has seen some remarkable successes since its inception a decade and a half ago. This progress has been fueled from a number of different directions including pure mathematics, theoretical and experimental physics, computer science, engineering and philosophy. Its, sometimes overdone, promises of super-computers of the future, along with proposals of teleportation and perfectly secure cryptography, have fueled the imagination of science-amateurs, and the generosity of funding agencies. I would argue, though, that this enthusiasm has not been artificially inflated, and that looking back at 15 years of research, a number of fantastic results and deep insights have been gained. It is in this fruitful young field that this thesis finds its foundation.

We go through a brief geographic tour of Quantum Information Science, discussing some of the main successes so far, and some of the major challenges for the near future. Quantum Information Science has its origins already in the basic debates around the philosophical implications of quantum mechanics, which culminated in the famous 1935 Einstein-Podolski-Rosen [EPR35] paper and the responses to it by Bohr [Boh35] and Schrödinger [SB08], which alluded to the notions of entanglement and hidden variable theories. A decade or so later, Von Neumann, Turing and a number of others [Tur37, Von45] established theoretical computer science, and a few years after that Shannon founded Information theory ex nihilo [Sha01]. Hence, by 1950 the three cornerstones of theoretical quantum information science (quantum theory, computer science and information theory), were already in place. It would however take another 40 years before people really took the possibility of processing quantum information seriously. The reason is twofold. On the one hand, after the generation which founded quantum mechanics, physicists became increasingly pragmatic about the theory, considering it a wonderful tool for calculations, but not reading into its meaning (and hence potential) much further. On the other hand, experiments had not reached a point of control and precision that would require anything more than the standard quantum theory to describe. This changed however around 1990, when a series of experiments at the frontier between quantum optics

\[\text{modus operandi}\]

1Of course I am not quite doing 60 years of physics justice, and the wonderful accomplishments, such as the Standard Model, or superconductivity could not have been reached without a deep understanding of quantum theory, but the now popular adage of “shut-up and calculate” [Mer04] has to a large extent prevailed as the modus operandi of the practicing physicist.
and condensed matter physics started being able to isolate and manipulate single quantum systems (ex: trapped ions [LBW03, WBB+92], Cavity QED [DRBH95, THL+95],...), and coherent mesoscopic systems (ex: BEC [CW98, AEM+95, DMA+95], quantum dots [WBM+95, LCW+96],...). With these technological advancements, and the final acknowledgement (as a result of the brilliant insight of John Bell [Bek66] and its masterful implementation by Aspect et al. [AGR81, ADR82, AGR82]), that non-locality and entanglement were an intrinsic facet of physical reality, a new quantum theory was not only possible, it was necessary. By new quantum theory, I do not mean an extension, in the sense that supersymmetry hopes to extend gauge field theory, or quantum gravity as an extension of general relativity. The new quantum theory, which people now just call quantum information, is an emergent theory, in the same way as synthesized genetic engineering is a scientific field emerging from the theory of DNA structure and technological maturity.

In the early 1990’s, a few theoretical proposals [CZ95, LD98] and early experiments [MMK+95, DRBH95] clearly started indicating that Feynman’s late claim [Fey82] of a quantum machine to solve quantum problems might not be all that wild an idea. The field of Quantum Information Science [NC00], however, really took off in 1994 when Peter Shor proposed a quantum algorithm for integer factorization [Sho94] and proved that it was efficient (no efficient classical algorithm exists today). Ever since Shor’s discovery, the field has been growing and sprawling into ever distant realms of the physics landscape. Rather than trying to go through all of the areas where quantum information has left its fingerprint, we illustrate in Figure 1.1 a geographic layout of the present state of our science.

The figure is not meant to be taken too seriously, but it should illustrate some of the key features of Quantum Information Science (QIS) which perhaps distinguish it from the other fields of physics. As mentioned above, the field is fundamentally interdisciplinary as a result of its intrinsic structure. Indeed, whereas other fields of physics are defined either by a common set of methods or a type or scale of system, quantum information in many ways stems from the dream of one day seeing a scalable quantum computer on our desktops. Subsequently, a number of basic principles have been synthesized as pertaining specifically to QIS\(^2\), but as can be seen in the figure, no single concept or method can consistently string together the wide range of topics which fall under the umbrella of QIS. What also makes the field so peculiar is that we not only do not know how to build such a quantum machine, but we also do not really know what it could be good for (besides factoring large numbers). It is in some sense this tension between technological incentive and fundamental - almost philosophical - inquiry which has made QIS such a fertile landscape for new ideas.

It should be noted that almost all of the theoretical topics depicted in Figure 1.1 are based on a closed system description; a quantum algorithm is described as a succession of unitary gates, quantum states are often represented as ground or thermal states of Hamiltonians, etc. Of notable exception are the theories of quantum error correction, fault-tolerance and decoherence where the effect of the environment play a crucial role. However, in all of these cases, the effects on the environment are studied in order to engineer systems

\(^2\)The firm belief that information transmission and processing is independent of the physical medium which carries it, and can be studied abstractly (reminiscent of Shannon’s notion of information), is one such basic principle.
**FIGURE 1.1:** The above figure is meant to characterize the geography of quantum information science on an *Experimental to Theoretical* and on a *Foundations to Technology* scale. Each black box represents an active topic in quantum information science. The green dot-slash boxes are meant to indicate roughly where the different topics stand with respect to general fields of study. What topics are closer to technological implementation could be source of heated debate, as no one can know beforehand what discoveries have fruitful applications. Clearly the choice and placement of topics is particular to the author’s personal appreciation of the field and does not reflect strict common consensus within the community.
which are less vulnerable to noise. The only two labeled topics where the environment plays an active part in the quantum coherence are Quantum Shannon Theory and Dissipative Engineering. Our starting point is with the latter, where the idea is to develop protocols which exploit dissipative dynamics. Indeed, given that a quantum system inevitably interacts with its environment, and most often more than we would like, why not exploit the extra degrees of freedom offered by nature to process information?

One of the major bottlenecks in understanding the information processing potential of open quantum systems has been the lack of quantitative tools for analyzing their convergence to stationarity. The interest in understanding the convergence behavior of quantum processes has cropped up in several distinct areas in Quantum Information Theory and many body physics, and seems to require a new set of tools for its analysis. Some of these instances are: (i) Dissipative State Preparation, (ii) Dissipative Quantum Computation, (iii) Quantum Memories, (iv) Quantum Monte-Carlo type algorithms, and (v) correlation lengths in Finitely Correlated and Tensor network states. In all of these cases, and in many more, one would like to have quantitative tools for upper and/or lower bounding the time to stationarity.

We discuss in some more detail how convergence analysis of quantum channels enters in the picture. Some familiarity with notions of quantum information theory and computer sciences are assumed from this point on. These notions will be properly introduced in Chapter 2.

- **Dissipative State Preparation (DSP):** The main goal of DSP, as enunciated recently in [VWC09, KBD+08, DMK+08], is to engineer a physically realistic system described by a Markovian master equation, whose unique (pure) stationary state is the one to be prepared\(^3\). The Markovian master equation assumption is typically a very good one in quantum optics. We point out that the system’s dynamics do not have to be purely dissipative, and in fact understanding the interplay between the dissipative and the unitary dynamics is a very important problem which has only been addressed very summarily.

There are two main approaches to DSP. The first, which could be called the condensed matter approach, is to map out the stationary-state phase diagram of some class of master equations, and study its many body properties as a function of an appropriate set of (physically motivated) free parameters in its Hamiltonian and Lindblad operators [TDZ11, DTM+10]. One might also be interested in the transient dynamics, which sometimes characterize more of the relevant physics, as is the case for spin glasses [FH91]. It turns out that there is a close, but not fully understood, connection between the critical regions of the phase diagram and slow convergence to stationarity. More specifically, there is a correspondence between correlation lengths of spatially separated observables in the stationary-state and the convergence speed of the dynamics; i.e. two point correlations decay exponentially fast in the separation length iff the mixing time is fast (polynomial in the size of the system). Hence, one can get access to the static properties of the stationary phase diagram by studying the dynamics of the system and visa versa, so that

---

\(^3\)One can think of more general settings for DSP. For instance, allowing for non-Markovian channels, or for preparing an auxiliary target state from which the desired state can be efficiently prepared. We stick to principles formulated in [VWC09, KBD+08, DMK+08], as the material in this thesis does not extend beyond them.
studying mixing times of time-continuous quantum channels whose generator is a
Markovian master equation becomes a problem of many body physics. In particu-
lar, characterizing and understanding the roles of locality and frustration for open
system dynamics is an important task.

The second approach, which could be called the quantum information approach, is
to consider a class of states - for instance Matrix Product States (MPS) [PGVWC07,
VMC08] - with certain properties (translation invariance, bounded bond dimension,
etc.) and build master equations which (approximately) have these desired states as
their unique (or quasi-unique) stationary state [VWC09, KBD+08]. Several im-
portant classes of states, which are generally referred to as Tensor Network States
(TNS) [Vid07, VC04, CV09], have been defined and studied recently, in an effort
to characterize, on the one hand, the physically relevant states in Hilbert space (i.e.
those which are ground states of local frustration free Hamiltonians), and on the
other hand, the states which can be easily simulated on a classical computer. It
turns out that DSP is an excellent, and in some cases the only known, procedure for
preparing TNS states; this might not come as a very big surprise, as nature itself
prepare states by "cooling". Here again there is a trade-off between how rapidly
these states can be prepared by DSP and how much entanglement they can contain,
so that studying mixing times can address issues of many body entanglement as well.

- **Dissipative Quantum Computation (DQC)** is a method of performing quantum
computation by engineering the dissipation between a system its environment [VWC09].
The gates, as well as the input state, of the computation are encoded into the Lind-
blad operators of some engineered master equation in such a way that the (quasi-
)unique stationary state encodes the outcome of the computation and is reached in
a time which grows only polynomially in the system size. Hence, guaranteeing that
computation is efficient becomes a question of bounding the mixing time.

DQC offers a new avenue for tackling unsolved problems in Quantum complexity
theory [Wat08] (ex: Hamiltonian Complexity [Osb11]), as it provides us a whole
new framework to work with. In particular, within this framework we can much
more freely consider quantum irreversible computation, as well as hybrids of re-
versible and irreversible computation. This is perhaps not very surprising as many
important problems in classical computational complexity are studied using tech-
niques from Markov chain mixing, of which quantum mixing is a generalization.

- Finding good, let alone realistic, **Quantum Memories** is a formidable task, and
one of the most important open problems in quantum information and computa-
tion theory [AHHH08, AFH09, CLBT10, BH11]. What one requires from a good
quantum memory is the ability to store (encode) arbitrary quantum information for
a long time with not too large an amount of classical information processing and
local measurements. Ideally one would like not to have to perform any recovery
operations at all and hope that the encoding has some form of topological protec-
tion against noise below some threshold. No such physically realistic encoding has
been found yet!

Tools for studying mixing time could allow an attack on this problem from two
different directions. One direction is addressing the question of whether a given
Hamiltonian is topologically stable against thermal noise by rephrasing it as a question about the mixing time of the Davies map (the quantum analogue of Glauber dynamics). This way one could obtain no-go theorems for certain classes of Hamiltonians. In particular, the relationship between the energy barrier and the mixing time is not well understood. The other direction is to merge the encoding, measurement and classical information processing together and exercise dissipative correction of quantum information. Preliminary results have been obtained in [PCC11], and classical analogous results are promising in this direction [Gac86, Gac01].

• Yet another area where mixing times play a crucial role is in quantum Monte-Carlo sampling and related algorithms. The goal of quantum Monte-Carlo type algorithms is to sample from the Gibbs state of some local quantum Hamiltonian. Recently, several such algorithms have been proposed [TOV+11, PW09, TD00, RGE11], and they seem to fall into two distinct categories. On the one hand there are those which have a runtime which is certifiable, but where for relevant problems the runtime is certifiably long [PW09, RGE11]. And on the other hand, there are the algorithms where the runtime is suspected to be fast, but where there is no way of certifying it [TOV+11, TD00]. Mixing time tools were developed in the classical context largely for answering such questions, and it is likely that the same intimate connection holds in the quantum case.

• Finally, a not so obvious application of quantum mixing time tools is in studying correlation lengths of Finitely Correlated States [FNW92]. Indeed, a subset of TNS can be described in a natural way in terms of a cpt map. The cpt map then contains all the information about the symmetries, the locality, and the entanglement in these states. Furthermore, there exists a theorem relating the mixing time of the cpt map describing the FCS to the correlation behavior of these states. Hence, exotic mixing time behavior could translate to exotic correlation behavior [PGVWC07, VMC08, CV04, CV09].

There are a number of other problems, such as open system dynamics of spin chains [SP10, Pro11], disorder in quantum systems [BO07, BEO09], continuous time information theory [KRW11], and many more which can benefit from tools from quantum mixing times. Naturally, the best way of developing new tools is in studying specific problems, so that the broader the problem set is, the more diversified the toolbox will be. It is the aim of this thesis to develop the foundations of a theory of quantum Markov chain mixing, and look at a few examples of where it can be used.

Finding tight mixing bounds on explicit physical processes is usually extremely difficult, and often times, the tools from (quantum) mixing times provide more information on the connection between the structure of a class of problems and its convergence behavior than on the mixing of a specific instance of the problem. A particularly striking example is the classical Ising model, where there exists a rigorous correspondence between rapid convergence in time under Glauber dynamics, and exponential decay of correlations in space.

Survey of classical mixing times:

As a first step in developing tools for studying convergence rates of quantum processes, it is important to understand how much of the machinery from the classical Markov chain
mixing literature can be borrowed. Indeed, by noting that a finite-dimensional quantum channel is the non-commutative analogue of the probability transition matrix of a finite-state Markov chain, many results from the field of Markov chain mixing can be translated to the quantum setting, with appropriate modifications.

Classical Markov chain mixing usually refers to a set of tools developed for bounding the convergence time of finite Markov chains [LPW08]. There have been extensions to countably infinite chains and some analogous continuous systems, but the bulk of the results pertain to finite discrete systems. This is the case mainly because of the problems considered: Markov chain Monte Carlo sampling, and combinatorial problems.

A few of the major results to date in classical mixing times are: (i) Finding a randomized algorithm for approximating the permanent of a matrix with positive entries, and proving that it converges rapidly [JS88, JSV04]. (ii) Finding a randomized algorithm for approximating the volume of a convex body, and proving that it converges rapidly [DFK91]. (iii) Characterizing the mechanisms of card shuffling (random walks on groups) [AD86, BD92] and proving that in almost all relevant cases, the convergence is rapid and exhibits a sharp cutoff at a specific point in time, when the system size becomes large [SC04]. The prototypical example is that "riffle" shuffling a deck of $n$ cards which takes exactly $\frac{2}{3} \log n$ shuffles as $n$ becomes large. (iv) Full analysis and characterization of the convergence behavior of the 2D Ising model with Glauber dynamics and various boundary conditions [Mar94, MO94, MOS94]. In particular, a number of fundamental results connecting mixing times and correlation lengths were obtained. In fact cutoff has even been shown in the rapidly mixing regime [LS09]. (v) The Propp-Wilson algorithm which allows to sample exactly from a distribution in polynomial time with only local addressing [PW96]! Some applications of this method have been considered, in particular for the dynamics of the Ising model, where qualitatively different behavior has been shown to occur as compared to Glauber dynamics [HN99]. The Propp-Wilson (or coupling from the past) method has also been successfully applied to the Hard-core model [PW97].

A plethora of different methods have been used to solve the above and many other problems which could be formulated in the language of Markov chain mixing. Below, we go through some of the main methods of Markov chain mixing, and briefly discuss possible quantum generalizations, or obstacles thereto. We also point to what progress has been made in this thesis in extending the classical results to the quantum domain.

- **The coupling method** is perhaps the most widely used method for bounding the mixing time of a Markov chain, as it offers a simple upper bound on the trace norm of the difference between two probability distributions, without any additional assumption about the chain or the fixed point. The basic idea behind the method is to consider two coupled Markov processes (i.e. that have the property that if at some point in time they both have the same value, then they will have the same value for every subsequent point in time), and bound the mixing time by the expected time for the two coupled chains to meet. This method can "provide spectacular results from pure thought" [Dia11], but does not allow for any systematic analysis.

More severely, the coupling method, and its generalizations to path couplings [Jer03] and coupling from the past [PW97] do not have any obvious generalization to the quantum setting. The reason for this is that they are based on probability arguments which have no apparent quantum counterpart.
• **The bottleneck ratio** (or conductance) is a technique which estimates whether the graph representing the probability transition of the Markov chain contains a bottleneck [DS91]. This method turns out to be quite good at obtaining upper bounds on very unconstrained (homogeneous) systems such as expander graphs, or at obtaining good lower bounds for systems which have an obvious bottleneck, such as coloring the star graph.

This technique has been partially generalized to the quantum setting, in the sense that the main theorem relating the bottleneck ratio holds for unital quantum channels [TKR+10]. We are unable to prove the theorem for general quantum channels because a critical step in the classical proof relies on the fact that there exists a preferred basis to work with (i.e. that the stationary state is diagonal in the physical basis), which is not always the case quantum mechanically.

• The $\chi^2$ or Poincaré type inequalities are a set of functional techniques which are based on the connection between the $\chi^2$-divergence and the spectral gap of a reversible (detailed balance) stochastic matrix [Fil91]. This method in particular illustrates the close connection between spectral gap and convergence rates of Markov chains, and has been successfully applied to the exclusion process and to variants of it.

The basic framework of this method has been generalized to the quantum setting in [TKR+10], where we prove the analogous basic theorems, and show that the quantum case allows for a lot more freedom than the classical one. This freedom is best expressed within the framework of monotone Riemannian metrics on matrix spaces.

• Another set of functional tools, which can be seen as a strengthening of the Poincaré type inequalities, are the Logarithmic Sobolev inequalities [Dia96]. This technique uses the relative entropy as its basic distance measure, and hence accesses much more precisely the information content (or losses) in the dynamics of the processes. Most of the sharp classical mixing results with statistical physics models (Ising-type) are based on this technique [MO94, LS09].

As this is a functional technique, the theory can be formulated quantum mechanically. In addition, this technique is closely related to another well known tool called hypercontractivity, which quantifies the errors associated to coarse graining of noise acting on a system, and has been applied in the quantum setting in [CL93, RW96, MO08].

• In addition to the above tools for bounding the mixing time of specific Markov chains, a number of comparison theorems exist [DSC93, RT00], which allow one to bound the mixing time of a complicated chain with that of a simpler Markov chain whose mixing time is known.

In practice, for relevant problems which are not of combinatorial origin, the problem one wants to solve is always reduced to some easier problem which has a simple graph theoretic interpretation. Unfortunately, most of these comparison techniques rely heavily on properties of a specific graph, which makes quantum generalizations difficult, as there we want to make basis independent statements.
• Finally, a noteworthy topic is the *cutoff phenomenon*. The cutoff phenomenon is not a method for bounding convergence, but rather a type of convergence behavior exhibited by many Markov chains [Dia96]. It characterizes the situation when for some, possibly long, amount of time the Markov chain does not converge at all, and then suddenly, at a specific point in time it converges abruptly. This behavior has been proved to occur in many card shuffling examples.

This behavior has recently been seen to also occur in quantum mechanical examples consisting of product channels [KRW11].

It is worth noting that interweaving all of these techniques is a rich framework which allows for precise statements of theorems and conjectures. For a good general introduction to Markov chain mixing, see [LPW08]. For a very extensive exposition of mixing bounds and techniques, consult the lecture notes by Aldous and Fill [AF]. A good survey of the uses of mixing time tools to the problem of Markov chain Monte-Carlo sampling is [Dia98].

**Previous work:**

We briefly discuss some of the previous, and contemporary work, which has been done in the direction of quantum mixing times and dissipative engineering. Dissipative state preparation has become a popular topic recently, and in many ways was the motivation for much of the work in this thesis. The first set of papers, defined the problem and analyzed the preparation of Stabilizer states and Matrix Product States [KBD08, VWC09] where the main focus was to convey the idea that dissipation can be helpful if catalyzed properly, and to show in principle how to prepare these classes of quantum states. In [VWC09], the authors defined dissipative quantum computation, and provided a sketch of the proof that it is at least as powerful as circuit quantum computation. A number of studies have come out proposing ways of preparing interesting, often entangle states as stationary states of dissipative systems in physically realizable setups. The systems of choice have been: optical lattices and Bose-Einstein condensates [DMK08], Cavity QED and related setups [KRSr11, RKSr11, BDI11, WS10], Atomic Ensembles [MPCT11], trapped ions [BMS11], Rydberg atoms [WML10], NV centers in diamond [LGL11]. The proposals of dissipative (entangled) state preparation in atomic ensembles and trapped ions have in fact been verified experimentally [LHN11, KMI11]. Recently, an interesting topological state of matter was shown also to be preparable by dissipation [DRBZ11].

One of the exciting developments in dissipative engineering is that a number of quantum information tasks can be cast in the dissipative framework: dissipative quantum simulation [BMS11], dissipative quantum repeaters and distillation [VMCT11], dissipative quantum memories [PCC11].

On the other hand, very little has been done in the direction of generalizing Markov chain mixing tools to the quantum setting. A notable exception is the work of Olkiewicz and Zegarlinski on non-commutative Hypercontractivity and Log-Sobolev inequalities, and references therein [OZ99]. Finally, as alluded to earlier, a number of proposals have appeared exhibiting different ways of preparing Gibbs states on a quantum computer. These include quantum Metropolis sampling type algorithms [TOV11], and various others [PW09, TD00, RGE11].
1.1 Chapter summaries

Chapter 2:
In this chapter, we set the notation, and we introduce some of the basic notions which will be used throughout the thesis. We define classical Markov chains, and propose quantum channels (cpt maps) as the natural quantum generalization of their probability transition matrix. We go on to describe the basic spectral properties of quantum channels. We define the set of rotating points of a channel and define the notions of irreducible and primitive channels. Next, we characterize the set of fixed points of a quantum channel and give necessary and sufficient conditions for the channel to have a unique full-rank fixed point. We define the basic distance measures encountered in this thesis (trace norm, Bures, Chernoff, Relative Entropy, $\chi^2$ and Hilbert Metric), and give some useful representations of these measures that are often used implicitly in the remainder of the thesis. We relate the distance measures to each other and discuss their operational interpretations when possible. Having established a proper notion of distance measure, we introduce convergence measure which are meant to estimate the distance to stationarity of the output state of a quantum channel. Finally, we provide a general convergence theorem which characterizes the role of the gap in channel convergence.

Chapter 3:
The goal of this chapter is to introduce some basic notions of quantum Markov chain mixing. We define the mixing time as the number of times a quantum channel has to be applied to an arbitrary initial state before it is close (in trace norm) to its unique stationary state. We generalize one of the basic mixing time bounds from the classical theory of mixing - the so called $L^2$ bound. In doing so we need to introduce a number of new notions. First, we introduce a quantum generalization of the classical $\chi^2$ divergence measure to the quantum setting. We show that this distance measure does not have a unique generalization, and we provide a family of quantum $\chi^2$ divergence measures which arise naturally in the framework of monotone Riemannian metric on matrix spaces. We prove a number of important properties of the quantum $\chi^2$-divergence, including monotonicity and joint convexity, and relate its contraction coefficient to the trace norm contraction coefficient.

Having set up an appropriate framework, we discuss a quantum generalization of detailed balance, and we prove a restricted quantum conductance bound (Cheegers inequality) which characterizes the tendency of the quantum channel to exhibit bottlenecks. Our conductance bound holds only for unital channels.

Chapter 4:
In this chapter we introduce the notion of Cutoff Phenomenon, and show that it occurs for the convergence behavior of a tensor product of Markovian channels. Loosely speaking, the cutoff phenomenon describes the situation where the (quantum) Markov chain, for some initial states, stays far away from its stationary distribution for a possibly long time (thus, e.g. preserving classical information), and then, at a specific time that may depend on the system size, suddenly approaches the fixed point (thereby suddenly losing all information from the initial state). Cutoff phenomena depend, apart from the type of Markov chains, on the chosen distance measure. The prototypical example of this behavior is in
card shuffling, where a deck of cards is well shuffled only after a number of shuffles logarithmic in the deck size, whereas before that time it has large dependence on the initial ordering. We state a quantum version of this framework, and apply it to some situations of relevance in Quantum Information Theory.

We show that cutoff type behavior occurs in trace norm for tensor product channels. We sharpen this result by proving that a rigorous cutoff occurs for separable inputs when the channel is primitive, and it always occurs when the stationary state is unique and pure.

Chapter 5:

In this chapter we consider several tasks of dissipative engineering. In the first subsection, we consider the task of dissipatively preparing a maximally entangled state of two atoms in a cavity QED system. We propose a novel scheme for this system such that starting from an arbitrary initial state, a singlet state is prepared as the unique fixed point of a dissipative quantum dynamical process. In our scheme, cavity decay is no longer undesirable, but plays an integral part in the dynamics. As a result, we get a qualitative improvement in the scaling of the fidelity with the cavity parameters. Our analysis indicates that dissipative state preparation is more than just a new conceptual approach, but can allow for significant improvement as compared to preparation protocols based on coherent unitary dynamics.

As a second task of dissipative engineering, we consider the dissipative preparation of graph states. We show that the mixing time scales as $\log n$ in the number of stabilizer elements, and that there exist initial states which indeed saturate this bound.

Finally, as a third task of dissipative engineering, we generalize the clock construction of Kitaev to open systems and show that dissipative computation is equivalent to circuit quantum computation for $5$-local Lindblad operators. We rigorously prove rapid convergence of the process.

Chapter 6:

We introduce and apply Hilbert’s projective metric in the context of quantum information theory. The metric is induced by convex cones such as the sets of positive, separable or PPT operators. It provides bounds on measures for statistical distinguishability of quantum states and on the decrease of entanglement under LOCC protocols or other cone-preserving operations. The results are formulated in terms of general cones and base norms and lead to contractivity bounds for quantum channels, for instance improving Ruskai’s trace-norm contraction inequality. A new duality between distinguishability measures and base norms is provided. For two given pairs of quantum states we show that the contraction of Hilbert’s projective metric is necessary and sufficient for the existence of a probabilistic quantum operation that maps one pair onto the other. Inequalities between Hilbert’s projective metric and the Chernoff bound, the fidelity and various norms are proven.
2.1 Basic notions

In this section we define some basic notions of Quantum Information Theory (QIT) which will be used throughout the thesis. This will also help set the notation and conventions straight, which, for the most part, are standard within the QIT community. For a more detailed treatment of the basics of QIT, see [NC00, KSV00], and for good textbooks on Matrix analysis, consult [HJ06, HJ07, Bha97].

We denote an abstract Hilbert space by $\mathcal{H}$ and the set of linear maps on $\mathcal{H}$ by $\mathcal{B}(\mathcal{H})$. Throughout this thesis we will mostly consider linear maps, often denoted $T$, from the complex $d$-dimensional matrix algebra $\mathcal{M}_d$ to itself. Note, that $\mathcal{M}_d$ itself becomes a Hilbert space when equipped with the standard Hilbert-Schmidt scalar product $\langle A|B \rangle \equiv \text{tr}[A^\dagger B]$; this Hilbert space is naturally isomorphic to $\mathcal{M}_d \simeq \mathbb{C}^{d^2}$. The eigenvalues and singular values of $T$ can be understood in terms of the matrix representation $\hat{T} \in \mathcal{M}_{d^2}$ of $T$ acting on $\mathbb{C}^{d^2}$. The matrix representation, which will always be written with a hat (ex. $\hat{T}$), is given in terms of some complete orthonormal basis $\{F_i\}_{i=1}^{d^2}$ of $\mathcal{M}_d$, where its matrix elements are $\hat{T}_{ij} = \langle F_i|T|F_j \rangle$. Unless otherwise specified, we consider the basis of matrix units. Dual maps $T^*$ can be seen as the hermitian conjugate of $T$ with respect to the Hilbert-Schmidt scalar product. In the above matrix representation of the map, this corresponds exactly to taking the hermitian conjugate $\hat{T}^\dagger$.

2.1.1 Norms

We will be using a number of different norms on $\mathcal{M}_d$, most of which can be derived from Shatten $p$-norms (or simply $p$-norms):

$$||A||_p := \left( \sum_{i=1}^{d} |s_i(A)|^p \right)^{1/p}, \quad \text{for any } p \geq 1$$

where $[s_i(A)]_{i=1}^{d}$ are the singular values of $A \in \mathcal{M}_d$. The Shatten $p$-norms are unitarily invariant (i.e. $||UAV||_p = ||A||_p$ for all $p \geq 1$ and all unitaries $U, V$) and have a natural ordering $||A||_i \geq ||A||_p \geq ||A||_{p'} \geq ||A||_\infty$ with $p' \geq p$. Moreover, $p' > p$ leads to a
strict inequality iff \( A \) has rank at least two. The case when \( p = 1 \) is usually referred to as the **trace norm** and the case when \( p = \infty \) is called the **operator norm** (or **infinity norm**).

For any \( A, B \in \mathcal{M}_d \), unitarily invariant norms in general, and \( p \)-norms in particular satisfy a very useful inequality called **Hölder’s inequality**: for any \( q \geq 1 \) and \( 1/q + 1/r = 1 \),

\[
||AB|| \leq ||A||^{1/q} ||B||^{1/r} \quad (2.2)
\]

Applying Hölder’s inequality to the trace norm and observing that \( |\text{tr}[A^\dagger B]| \leq \text{tr}||A||B|| \) leads to an operator Cauchy-Schwarz inequality

\[
|\text{tr}[A^\dagger B]| \leq ||A||_q ||B||_r \quad (2.3)
\]

For \( q = r = 2 \) this reduces to the Cauchy-Schwarz inequality for the Hilbert-Schmidt inner product. Hölder’s inequality also leads to an important set of dimensional dependent inequalities for the \( p \)-norms: for \( p' \geq p \geq 1 \),

\[
||A||_p \leq d^{1/p-1/p'} ||A||_{p'} \quad (2.4)
\]

Eqn. (2.4) is usually interpreted as meaning that for finite dimensional spaces all norms are equivalent (up to a dimensional pre-factor). Finally, we mention some important variational characterizations of the \( p \)-norms:

**Lemma 1.** Let \( A, B, P \in \mathcal{M}_d \) with \( P \geq 0 \) and \( 1/q + 1/r = 1 \). Then

\[
||A||_q = \sup \{|\text{tr}[A^\dagger B]| : ||B||_r = 1\} \quad (2.5)
\]

\[
||A||_1 = \sup \{|\text{tr}[A^\dagger U]| : UU^\dagger = 1\} \quad (2.6)
\]

\[
||A||_\infty = \sup \{|\langle \phi |A|\psi\rangle : ||\phi|| = ||\psi|| = 1\} \quad (2.7)
\]

\[
||P||_q^q = \frac{1}{q} \sup_{X \geq 0} \left[ \text{tr}[PX] - \frac{1}{r} ||X||_r^r \right] \quad (2.8)
\]

The proofs of Lemma 1 and of the previous statements on \( p \)-norms can be found in [Bha97].

**Superoperator norms**

Often times, we will want to work with the norm of a linear map. For this, we introduce an extension of the \( p \)-norms to linear maps as

**Definition 2.** Let \( \Phi : \mathcal{M}_d \to \mathcal{M}_d \) be a linear map, then the \( q \to p \) norm of \( \Phi \) is

\[
||\Phi||_{q \to p} := \sup_{X \in \mathcal{M}_d, X \neq 0} \frac{||\Phi(X)||_p}{||X||_q} \quad (2.9)
\]

These norms share a number of properties with the Shatten \( p \)-norms, with the one outstanding exception that they are not stable under taking tensor products (i.e. \( ||\Phi \otimes \Psi||_{q \to p} \neq ||\Phi||_{q \to p}||\Psi||_{q \to p} \)). To remedy this, and in accordance with the requirements of complete positivity, we introduce the stabilized superoperator norms, also called the completely bounded or simply **cb-norms**.
Definition 3. Let $\Phi : \mathcal{M}_d \to \mathcal{M}_d$ be a linear map, then the $q \to p$ cb-norm of $\Phi$ is

$$
\|\Phi\|_{cb,q\to p} := \sup_{X \in \mathcal{M}_d, X \neq 0} \frac{\|\Phi \otimes id_d(X)\|_p}{\|X\|_q},
$$

(2.10)

where $id_d$ is the identity map on $\mathcal{M}_d$.

Below, we list some of the properties of the $q, p$ norms (proofs can be found in [Wat04], and references therein).

- For any linear maps $\Phi, \Psi$, and any $p \geq 1$,

$$
\|\Phi \otimes \Psi\|_{cb,1\to p} = \|\Phi\|_{cb,1\to p} \|\Psi\|_{cb,1\to p}
$$

(2.11)

- For all $p \geq 2$ and $q \leq 2$, and any linear map $\Phi$,

$$
\|\Phi\|_{q\to p} = \|\Phi\|_{cb,q\to p}
$$

(2.12)

- For any completely positive map $\Phi$, the $\|\Phi\|_{q\to p}$ is reached for a positive state (complete positivity will be defined in the next section).

2.1.2 From classical to quantum probability: quantum Markov chains

A (classical) stochastic system is described by a finite state space $\Omega$ consisting of elementary events, or outcomes. A random variable, denoted $X, Y, ...$, takes values in $\Omega$. A sequence of random variables $X_1, X_2, ...$ is called a Markov chain if the probability of any given event $x \in \Omega$ at time $n + 1$ depends only on the state of the system at time $n$, i.e.

$$
P(X_{n+1} = x | X_n = y, X_{n-1} = y', ..., X_1 = y^{(n-1)}) = P(X_{n+1} = x | X_n = y) \equiv P_{xy}
$$

(2.13)

The evolution of the Markov chain can then naturally be described by the probability transition matrix $P$. All elements of $[P_{xy}]_{x,y=1,...,|\Omega|}$ are real and non-negative, and $\sum_{x \in \Omega} P_{xy} = 1$ for all $y \in \Omega$. In Matrix analysis, $P$ is said to be stochastic. The Markov property is often understood as meaning that the future state of the system does not depend on its history, but only on its state at the present time.

A natural quantum generalization of a probability vector (on $L^1$) with $d$ outcomes is a density matrix on $S_d$. A density matrix $\rho$ is a positive trace-one operator; i.e $S_d = \{\rho \in \mathcal{M}_d | \rho \geq 0, \text{tr}[\rho] = 1\}$. We will consider a number of restricted sets of density matrices. The set of pure states (rank one density operators) is denoted $S^1_d$, while the set of positive definite states is denoted $S^+_d$. The set of separable states on a specified bipartition $\mathcal{H}_A \otimes \mathcal{H}_B$ will be denoted

$$
S^{\text{sep}} := \{\rho^{AB} \in S_{d,d^2} | \rho^{AB} = \sum_k r_k p_k^A \otimes p_k^B, \rho^{AB} \in S_{d,d^2}, r_k \geq 0, \forall k, \sum_k r_k = 1\}
$$

(2.14)

\text{We formally assume the probability space to be } L^1; \text{ i.e. the states are normalized in one-norm.}
A natural quantum extension of the probability transition matrix is a linear completely positive, and trace preserving map (cpt), or quantum channel. For every $A, B \in \mathcal{M}_d$ and $\lambda \in \mathbb{C}$, a map $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ is (i) linear if $T(A + \lambda B) = T(A) + \lambda T(B)$, (ii) trace preserving if $\text{tr}[T(A)] = \text{tr}[A]$, and (iii) completely positive if

$$T \otimes \text{id}(AA^\dagger) \geq 0, \quad \forall A \in \mathcal{M}_d \otimes \mathcal{M}_{d'} \quad \text{and} \quad d' \in \mathbb{N} \quad (2.15)$$

The linearity assumption is inherent to quantum mechanics. Trace and positivity preservation guarantee that density matrices are always mapped to density matrices by quantum channels. The assumption of complete positivity might seem peculiar, but it can be seen that positive maps are not sufficient to guarantee that all physical states are again mapped onto physical states. In particular, taking two copies of a system, acting on the first with a quantum channel $T$ and trivially on the second (i.e. $T \otimes \text{id}$) should be a reasonable physical operation. However, there exist positive maps for which this is not the case; where positive inputs on the joint system are mapped onto non-positive output states. The archetypal example of such a map is the transpose on a bipartition [Wer89].

Quantum channels have a number of important representations, here we only mention the Kraus normal form, which states that for every quantum channel $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ there exist a set of at most $d^2$ non-zero linearly independent Kraus operators $\{K_j\}$ such that for any input state $\rho \in \mathcal{S}_d$,

$$T(\rho) = \sum_j K_j \rho K_j^\dagger \quad (2.16)$$

We will also consider time continuous quantum processes, described by a one-parameter semi-group of quantum channels

$$T_t(\rho) = e^{t \mathcal{L}}(\rho) \quad (2.17)$$

The generator of the semi group, the Liouvillian $\mathcal{L}$, has a canonical representation analogous to the Kraus normal form for quantum channels: the Lindblad normal form. For every Liouvillian $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ there exist a set of at most $d^2$ non-zero linearly independent Lindblad operators $\{L_j\}$ and a Hermitian matrix $H \in \mathcal{M}_d$ (the Hamiltonian) such that for any input state $\rho \in \mathcal{S}_d$,

$$\mathcal{L}(\rho) = i[\rho, H] + \sum_j L_j \rho L_j^\dagger - \frac{1}{2} \{L_j^\dagger L_j + L_j L_j^\dagger \} \rho \quad (2.18)$$

### 2.2 Spectral properties of channels

In this section, we go over some of the basic spectral properties of quantum channels. We omit many of the proofs of propositions and refer the interested reader to the set of notes [Wol10], from which many of the statements and notation were borrowed with little modification. For a further source on the spectral properties of quantum channels, consult [WPG10].

Understanding the spectral properties of quantum channels is important for a number of reasons. It is known that the convergence of classical Markov chains is intimately connected with the spectrum of its probability transition matrix, and the same holds true for
quantum channels. In fact, the spectrum of a quantum channel behaves in very much the same way as that of a stochastic matrix. Hence a good understanding of the spectral properties of channels is necessary as a basis for any theory of quantum Markov chain mixing. Furthermore, assumptions about the spectrum of a channel often enter into the statement of convergence theorems. A prime example of this is seen in Chapter 4, where the primitivity of the channel in Proposition 47 and the purity of the fixed point in Proposition 48 allow to prove a cutoff, which we are not able to prove in all generality (Theorem 45). We will first go over the basic spectral properties of quantum channels, and then characterize two special classes of quantum channels (irreducible and primitive).

If a linear map $T : \mathcal{M}_d \to \mathcal{M}_d$ has equal input and output dimensions ($d = d'$), then we can assign a spectrum to it. The spectrum of a quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$ is given by $\Sigma(T) := \{ \lambda | \exists X \in \mathcal{M}_d : T(X) = \lambda X \}$ and its spectral radius is $\rho(T) := \sup\{ ||\lambda|| | \lambda \in \Sigma(T) \}$.

**Proposition 4.** Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a positive map, then $\rho(T) \leq ||T(\mathbb{I})||_{\infty}$. If $T$ is trace preserving, then $\rho(T) \leq 1$, implying that $\Sigma(T)$ is contained in the closed unit disk of the complex plain.

Note that as a consequence of (complete) positivity, a quantum channel $T$ is also hermicity preserving; i.e. $T(X^\dagger) = T(X)^\dagger$. If $X$ is an eigenvector of $T$ with eigenvalue $\lambda$, then $\bar{\lambda}X^\dagger = (\bar{\lambda}\lambda)^\dagger = T(X)^\dagger = \bar{\lambda}T(X^\dagger)$. Hence, $X^\dagger$ is also an eigenvector with eigenvalue $\bar{\lambda}$. In other words, every eigenvalue has a complex conjugate partner.

Observing that the set of Hermitian matrices in $\mathcal{M}_d$ is a real vector space, and that $\mathcal{S}_d$ is a compact, convex set, Brouwer’s fixed point theorem implies that every quantum channel has at least one stationary state. In particular, this implies that for any finite dimensional quantum channel $T$, $\rho(T) = 1$. Conversely, every eigenvector with eigenvalue one can be written as a complex sum of 4 positive operators, each of which is also a fixed point of $T$.

The subset of the spectrum consisting of eigenvalues of magnitude 1 ($\Sigma_1 := \{ \lambda \in \Sigma(T) | ||\lambda|| = 1 \}$) is called the peripheral spectrum.

**Proposition 5.** Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a quantum channel. If $\lambda \in \Sigma_1$, then all Jordan blocks for $\lambda$ are one, i.e. its geometric multiplicity equals its algebraic multiplicity.

Like any linear map, a quantum channel can be decomposed uniquely into Jordan normal form:

$$\hat{T} = \sum_k \mu_k \hat{P}_k + \hat{N}_k,$$

where each $\mu_k \in \Sigma(T)$ is an eigenvalue of $\hat{T}$, $\hat{P}_k$ is a projection onto the corresponding Jordan eigenspace, and $\hat{N}_k$ is a nilpotent matrix on this eigenspace. Given that the peripheral spectrum has trivial Jordan blocks ($N_0 = 0$), the asymptotic space of the quantum channel $T$ (also called the rotating points of $T$) is $\mathcal{N}_T := \text{span}\{ X \in \mathcal{M}_d | \exists \theta \in \mathbb{R} : T(X) = e^{i\theta}X \}$. Its asymptotic evolution is the phase-preserving projection onto $\mathcal{N}_T$,

$$T_\varphi := \sum_{k:|\mu_k|=1} \mu_k \hat{P}_k,$$

and the corresponding map $T_\varphi : \mathcal{M}_d \to \mathcal{M}_d$ is a quantum channel.
If $T_t = e^{tL}$ comes from a one-parameter semigroup of quantum channels, the spectra and (generalized) eigendecompositions of $T_t$ and of $L$ are related by exponentiation. In this case, we suppress the time-dependence when writing $T_t \phi := (T_t)^t \phi$.

Note that $(T_t - T_\phi)$ has spectral radius equal to $\bar{\mu}$ where $\bar{\mu} := \sup \{ |\lambda| \mid \lambda \in \Sigma(T), |\lambda| < 1 \}$ is the largest modulus of the eigenvalues of $T$ in the interior of the unit disk. If $T_t = e^{tL}$ comes from a Markov semigroup, then $\bar{\mu}(t) = e^{-t\bar{\lambda}}$ where $\bar{\lambda} := \inf \{ |\Re(\lambda)| \mid \Re(\lambda) < 0, \lambda \in \Sigma(L) \}$, and $\bar{\lambda}$ is referred to as the gap of the Liouvillian.

We now give a partial classification of quantum channels, by the nature and properties of their spectra. One situation which is particularly important in the study of convergence rates of Markov channels is when the stationary state of the channel is unique. Classically, this scenario is characterized by the Perron-Frobenius theorem [Per07, Fro12]. We provide here a quantum version of it, and in the process define the notion of an irreducible quantum channel.

**Proposition 6** (Irreducible channels). Let $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a quantum channel. The following properties are equivalent:

1. Irreducibility: If $P \in \mathcal{M}_d$ is a Hermitian projector satisfying $T(P \mathcal{M}_d P) \subseteq P \mathcal{M}_d P$, then $P \in \{0, 1\}$.

2. For every non-zero $A \geq 0$, it holds that $(\text{id} + T)^{d-1}(A) > 0$.

3. For every non-zero $A \geq 0$ and every strictly positive $t \in \mathbb{R}$, it holds that $\exp[tT](A) > 0$.

4. For every orthogonal pair of non-zero, positive semi-definite $A, B \in \mathcal{M}_d$ there is an integer $t \in \{1, \ldots, d-1\}$ such that $\text{tr}[B T^t(A)] > 0$.

**Proof.** The proof of Proposition 6 can be found in [EHK78] and references therein.

If a channel $T$ has only one eigenvalue of modulus one and if its unique stationary state has full rank, then we call $T$ primitive. Primitivity, just like irreducibility, allows for a Perron-Frobenius type representation:

**Proposition 7** (Primitive channels). Let $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a quantum channel with Kraus operators $\{K_j\}$. Denote by $\mathcal{K}_m := \text{span}\{\prod_{k=1}^{m} K_j \}$ the complex linear span of all degree-$m$ monomials of Kraus operators. Then the following are equivalent:

1. $T$ is primitive.

2. There exists and $n \in \mathbb{N}$ such that for every non-zero $\psi \in \mathbb{C}^d$ and all $m \geq n$: $\mathcal{K}_m|\psi\rangle = \mathbb{C}^d$.

3. There exists a $q \in \mathbb{N}$ such that for all $m > q$: $(T^m \otimes \text{id}_d)(|\Omega\rangle\langle\Omega|) > 0$, where $\Omega \in \mathbb{C}^d \otimes \mathbb{C}^d$ denotes a maximally entangled state.

4. There exists a $q \in \mathbb{N}$ such that for all $m > q$: $\mathcal{K}_m = \mathcal{M}_d$. 


Proof. See [SPGWC10] for a proof, and for a detailed discussion of primitive quantum channels.

We call a Liouvillian generator \( \mathcal{L} \) primitive iff \( e^{t\mathcal{L}} \) is a primitive channel for all \( t > 0 \) or, equivalently, iff \( e^{t\mathcal{L}} \) is primitive for one \( t > 0 \) or, equivalently, iff \( \mathcal{L} \) has exactly one eigenvalue 0 and the corresponding stationary state \( \rho \) (i.e. \( \mathcal{L}(\rho) = 0 \)) has full rank.

Note: in several of the above theorems, the restriction to quantum channels can be relaxed to Schwarz maps or to positive maps. For simplicity and consistency, we have stated all of the theorems in terms of quantum channels whenever it was possible.

### 2.2.1 Fixed points of quantum channels

We have already seen some of the properties of the fixed points of quantum channels in the previous section. In particular, we saw that every channel has at least one stationary state. In this section we want to characterize the structure of these stationary states and give conditions for when a channel has a unique fixed point, and when it is of full rank.

**Definition 8.** Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel. Then the set of its fixed points will be denoted

\[
\mathcal{F}(T) := \{ \rho \in \mathcal{S}_d | T(\rho) = \rho \} \tag{2.20}
\]

**Theorem 9** (Fixed points theorem). Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel. Then there is a unitary \( U \in \mathcal{M}_d \) and a set of positive definite matrices \( \rho_k \in \mathcal{S}^+_{m_k} \) such that the fixed point set of \( T \) is given by

\[
\mathcal{F}(T) = U \left( 0 \oplus \bigoplus_{k=1}^{K} \mathcal{S}_{d_k} \otimes \rho_k \right) U^\dagger \tag{2.21}
\]

for an appropriate decomposition of the Hilbert space \( \mathbb{C}^d = \mathbb{C}^{d_0} \oplus \bigoplus_{k=1}^{K} \mathbb{C}^{d_k} \otimes \mathbb{C}^{m_k} \).

**Proof.** This statement and proof can be traced back to [BKNPV08] and [Lin99].

We now give a condition which guarantees the existence and uniqueness of a full rank fixed point

**Theorem 10.** Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel with Kraus decomposition \( T(\cdot) = \sum_j K_j \cdot K_j^\dagger \). If for some \( n \in \mathbb{N} \), we have

\[
\text{span}\{ \prod_{k=1}^{n} K_{k} \} = \mathcal{M}_d,
\]

i.e. if homogeneous polynomials of the Kraus operators span the entire matrix algebra, then the channel has a unique full rank fixed point.

**Corollary 11** (Davies-Frigiero-Spohn criterion). Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be the generator of a one-parameter semi-group of quantum channels (a Liouvillian) with standard Lindblad form \( \mathcal{L}(\cdot) = i[\cdot, H] + \sum_j L_j \cdot L_j^\dagger - \frac{1}{2} \{ L_j^\dagger L_j \cdot + L_j \cdot L_j^\dagger \} \), then there is a unique full rank fixed point iff

\[
\{ L_j, L_j^\dagger, H \} = c \mathbb{1}
\]

where \( \{ \cdot \} \) indicates the commutant, and \( c \) is a constant.

**Proof.** Proofs of this statement were given independently in [Spo77] and [Fri78].


2.3 Distance measures

In order to discuss convergence of a quantum (or classical stochastic) process to its equilibrium distribution, we need to elucidate the notion of distance between quantum states. Distance measures somehow aim at quantifying the overlap between two states. As this notion of "overlap" is quite vague, there is a lot of freedom in the definition. We will see that different measures quantify different aspects of common information content, and we will try to point out the similarities and distinctions between these.

2.3.1 Distance measures review

We recall some of the basic distance measures in quantum information theory, and discuss some of their representations and properties. We introduce two new distance measures - the $\chi^2$ distance and Hilbert’s projective metric - which are analyzed in detail in Chapter 3 and 6. For $\rho, \sigma \in S_d$ consider:

1. The trace distance:

$$d_{tr}(\rho, \sigma) = \frac{1}{2} ||\rho - \sigma||_1$$

The trace distance is one of the most widely used distance measures in quantum information theory. Its usefulness comes on the one hand from the fact the it is naturally related to the trace-norm, and on the other hand because it is one of the few distance measures which has a clear operational interpretation. Indeed, as expressed concisely through the Chernoff bound, the trace distance between two quantum states characterizes how distinguishable these two states are if we are allowed to perform arbitrary measurements. This interpretation is seen explicitly through the following variational representation of the trace distance [NC00]:

$$d_{tr}(\rho, \sigma) = \sup_{1 \geq X \geq 0, X \neq 0} \text{tr}[X(\rho - \sigma)] = \sup_{p, \rho^2} \text{tr}[P(\rho - \sigma)]$$

(2.25)

It turns out that there is another useful variational formula for the trace norm which is a consequence of Eqn. 2.7:

$$d_{tr}(\rho, \sigma) = \sup \{ \text{tr}[U(\rho - \sigma)] | UU^\dagger = 1 \}$$

(2.26)

The trace norm is the tightest distance measure in a sense which will be made precise in the next section. However, it does not distinguish between quantum and classical information, so that its usefulness, in the context of quantum mixing, is mainly in terms of certifying complete information loss.

2. The Bures distance:

$$d_B(\rho, \sigma) = \sqrt{1 - F(\rho, \sigma)}$$

(2.27)

where $F(\rho, \sigma) = \text{tr} [\sqrt{\sqrt{\rho^2} \sqrt{\sigma^2}}]$ is the fidelity. The Bures metric also allows for a number of variational characterizations which make it just as convenient to work with as the trace distance. The first of these is the Uhlmann variational representation [Uhl76]:

$$F(\rho, \sigma) = \sup \left\{ \langle \varphi | \phi \rangle | \text{tr}_E[|\varphi\rangle\langle\varphi|] = \rho, \text{tr}_E[|\phi\rangle\langle\phi|] = \sigma \right\}$$

(2.28)
In other words, the fidelity between $\rho$ and $\sigma$ is given by the largest overlap between two purifications of $\rho$ and $\sigma$ respectively. This expression is closely related, as the dual semi-definite program \cite{Wat09}, to the Alberti variational representation of the fidelity \cite{Alb83}:

$$ F(\rho, \sigma) = \inf_{Z > 0} \text{tr}[Z \rho] \text{tr}[Z^{-1} \sigma] $$

The fidelity can be understood as the natural generalization to mixed states of the inner product between two pure states. The fact that this measure is distinctly quantum mechanical makes it a very appealing measure to use when one wants to consider preservation or loss of quantum information.

3. **The Chernoff distance:**

$$ d_C(\rho, \sigma) = \sqrt{1 - Q(\rho, \sigma)} $$

where $Q(\rho, \sigma) = \min_{0 \leq s \leq 1} \text{tr}[\rho^s \sigma^{1-s}]$ is a quantity which appears naturally in the Chernoff bound \cite{ANSV08}. Its logarithm coincides with the asymptotic error rate of quantum hypothesis testing.

4. **The relative entropy distance:**

$$ d_S(\rho, \sigma) = \sqrt{S(\rho, \sigma)} $$

where $S(\rho, \sigma) = \text{tr}[\rho (\log(\rho) - \log(\sigma))]$ is the relative entropy. The relative entropy plays a very important role throughout quantum information theory. So much so in fact that no unique operational interpretation can be attributed to it. It is worth mentioning that in the context of asymmetric hypothesis testing \cite{HP91, NO00}, the relative entropy replaces the Chernoff function $Q(\rho, \sigma)$ as the exponential of the asymptotic error rate. This distance measure is somehow more closely related to the mutual information content between two state, rather than their distinguishability.

The relative entropy is technically very convenient as it becomes a special limiting case of several families of generalizations: Renyi relative entropies, Tsallis relative entropies, quantum $f$-divergences, and min-max relative entropies to mention a few. In each of these cases, it is often easier to work with the general family than with the actual relative entropy. Finally we provide a variational characterization of the relative entropy, which is not very well known in the literature \cite{Hia93}:

**Lemma 12.**

a) If $A \in \mathcal{M}_d$ is Hermitian, and $Y \in \mathcal{M}_d$ $Y > 0$, then

$$ \log \text{tr}[e^{A + \log Y}] = \max \{ \text{tr}[\sigma A] - S(X, \sigma) | \sigma \in S^+_d \} $$

b) If $\sigma \in S^+_d$, and $B \in \mathcal{M}_d$ is Hermitian, then

$$ S(\sigma, e^B) = \max \{ \text{tr}[\sigma A] - \log \text{tr}[e^{A + B}] | A = A^\dagger \} $$

5. **The $\chi^2$-divergence:**

$$ d_{\chi^2}(\rho, \sigma) = \sqrt{\text{tr}[(\rho - \sigma)\sigma^{-1/2}(\rho - \sigma)\sigma^{-1/2}]} $$
The $\chi^2$-divergence is useful because it can be expressed as an inner product: $d_{\chi^2}^2(\rho, \sigma) = \langle \rho - \sigma, \rho - \sigma \rangle_{\sigma}$, where $\langle Y, X \rangle_{\sigma} = \text{tr}[Y^\dagger \sigma^{-1/2} X \sigma^{-1/2}]$. Because of this representation, some mixing properties of a quantum channel can be related to its spectrum in a natural manner. The $\chi^2$-divergence will be analyzed in detail in Chapter 3.

6. Hilbert’s projective metric

For $\rho, \sigma \in S_d$, Hilbert’s projective metric is given by

$$d_h(\rho, \sigma) = \ln \left[ \frac{1}{||\rho^{-1/2} \sigma \rho^{-1/2}||_{\infty}} ||\sigma^{-1/2} \rho \sigma^{-1/2}||_{\infty} \right],$$

if $\text{supp}[\rho] = \text{supp}[\sigma]$ and $\infty$ otherwise.

Hilbert’s projective metric is defined on general cones, and can be seen to be invariant under the scaling of its arguments; making it a projective metric. When restricted to a hyperplane of the cone (ex: the trace one hyperplane in the cone of positive operators), then it becomes a proper metric. In Chapter 5, it will be defined precisely, and many of its properties will be worked out.

All of the above distance measures have the following important properties:

- **Non-negativity**: $d(\rho, \sigma) \geq 0$ for all $\rho, \sigma \in S_d$.
- **Discernability**: $d(\rho, \sigma) = 0$ iff $\rho = \sigma$ for all $\rho, \sigma \in S_d$.
- **Monotonicity**: For any quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$ and any two states $\rho, \sigma \in S_d$, $d(T(\rho), T(\sigma)) \leq d(\rho, \sigma)$.

The monotonicity property is in particular crucial for their use as convergence measures of a quantum channel. We now provide a partial ordering of these distance measures, by clarifying the relationships between them. We start by relating the trace distance, the Bures distance and the Chernoff distance:

**Lemma 13.** For any two states $\rho, \sigma \in S_d$, the following holds

$$d_Q^2(\rho, \sigma) \leq d_B^2(\rho, \sigma) \leq d_{tr}(\rho, \sigma) \leq \sqrt{2}d_B(\rho, \sigma) \leq \sqrt{2}d_Q(\rho, \sigma)$$

(2.36)

This relationship can in fact be sharpened when expressed in terms of the fidelity and $Q$:

$$1 - Q(\rho, \sigma) \leq 1 - F(\rho, \sigma) \leq d_{tr}(\rho, \sigma) \leq \sqrt{1 - F^2(\rho, \sigma)} \leq \sqrt{1 - Q^2(\rho, \sigma)}$$

(2.37)

**Proof.** The inequalities relating the trace distance and the Bures distance can be found in [NC00], and the inequalities relating the Bures and Chernoff distances were proved in [ANSV08].

It turns out that for states $\rho$ close to a full-rank state $\sigma > 0$, the Bures and trace distances can be bounded even linearly in terms of each other:

**Proposition 14** (Trace vs. Bures distance infinitesimally). Let $\sigma \in S^+_d$ be a strictly positive density operator with smallest eigenvalue $\lambda_{\min}(\sigma) > 0$. Then there exists $\varepsilon = \varepsilon(\sigma) > 0$ such that

$$d_B(\rho, \sigma) \leq \frac{1}{\sqrt{\lambda_{\min}(\sigma)}} d_{tr}(\rho, \sigma)$$

(2.38)

for all density matrices $\rho \in S_d$ with $d_{tr}(\rho, \sigma) \leq \varepsilon$. 


2.4 Contraction and convergence measures

Proof. See Proposition 1 in [KRW11].

Remark: A general linear upper bound of the form $d_B(\rho, \sigma) \leq C d_{tr}(\rho, \sigma)$ as in Eqn. (2.38) cannot hold for $\sigma \notin S_d^+$. For instance, in this case there exist density matrices $\rho \in S_d$ orthogonal to $\sigma$ ($\rho \sigma = 0$). Then defining $\rho_\delta := \delta \rho + (1-\delta) \sigma$ (for $\delta \in [0,1]$) one has $d_{tr}(\rho_\delta, \sigma) = \delta$ and $F(\rho_\delta, \sigma) = \sqrt{1-\delta}$, so that $d_{tr}(\rho_\delta, \sigma) \leq 2d_B^2(\rho_\delta, \sigma)$ $\forall \delta \in [0,1]$.

Thus, there do not exist constants $C, \epsilon > 0$ such that $d_B(\rho, \sigma) \leq C d_{tr}(\rho, \sigma)$ holds for all $d_{tr}(\rho, \sigma) < \epsilon$.

We now complete the partial ordering by relating the other distance measures to each other:

Lemma 15. For any two density operators $\rho, \sigma \in S_d$, the following hold:

1. $d_{tr}(\rho, \sigma) \leq d_{\chi^2}(\rho, \sigma)/2$
2. $d_{tr}(\rho, \sigma) \leq d_S(\rho, \sigma)/\sqrt{2}$
3. $d_S(\rho, \sigma) \leq d_{\chi^2}(\rho, \sigma)$
4. $d_S^2(\rho, \sigma) \leq d_h(\rho, \sigma)$

Proof. The inequalities relating the trace distance and relative entropy distance to the $\chi^2$ distance were proved in [TKR+10] and will be reproduced in the next section, while the inequality relating the trace distance and the relative entropy distance is known as the quantum Pinsker inequality and a proof can be found in [OP04]. The inequality relating the Hilbert distance to the Relative entropy distance was shown in [Dat09].

The inequalities above will be used throughout the thesis, and actually reveal a lot of information about what kind of information is accessed in different mixing type bounds.

2.4 Contraction and convergence measures

Having introduced appropriate distance measures between quantum states, we now want to characterize the distance to stationarity of a quantum channel. Such a convergence measure should somehow quantify one or several of the three closely related properties: (i) how far an output state of the channel $T$ may be from its limiting evolution $T_\varphi$, (ii) how reversible the action of the channel is, (iii) how much information is lost by the application of the channel. We will now introduce two types of measures of distance to stationarity. The first, which addresses point (i) will be called a convergence measure and denoted $\eta_g$ for some distance measure $d_g$, whereas the second, which more closely addresses points (ii) and (iii) will be called a contraction coefficient and will be denoted with a bar $\bar{\eta}_g$ for some distance measure $d_g$. We now give formal definitions:

Definition 16 (Convergence and contraction). Let $T : M_d \rightarrow M_d$ be a quantum channel, and let $d_g$ be one of the monotone distance measures introduced in the previous section. Then the $g$-convergence measure of $T$ is defined as

$$\eta_g[T] := \sup_{\rho \in S_d} d_g(T(\rho), T_\varphi(\rho))$$

(2.39)
and the $g$-contraction coefficient of $T$ is defined as
\[
\tilde{\eta}_g[T] := \sup_{\rho, \sigma \in S_d} \frac{d_g(T(\rho), T(\sigma))}{d_g(\rho, \sigma)}
\]
(2.40)

Both of these measures have their strengths and weaknesses. We point out in particular that $\eta_g[T]$ can be discontinuous in $T$, whenever the size of the peripheral spectrum is discontinuous, while $\tilde{\eta}_g[T]$ is equal to one whenever the channel is not strictly contractive. In particular, whenever $\mathcal{N}(T)$ is not one-dimensional (trivial peripheral spectrum), then $\tilde{\eta}_g[T] = 1$. We also note, that if the channel $T_i$ is the member of a one-parameter semi-group of quantum channels, and if the peripheral spectrum is trivial, then $\tilde{\eta}_g[T_i]$ and $\eta_g[T_i]$ are both finite and strictly smaller than 1 for all $t > 0$. The most widely used distance measure for convergence and contraction is without any doubt the trace distance. The reason for this is that the questions raised often pertain to claims about worst case scenarios, which are well addressed by the trace distance, but also because the trace distance convergence measure and contraction coefficients often allow for easier manipulation. For instance, by convexity of the trace norm, for any quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$,
\[
\eta_{\text{tr}}(T) = \sup_{\rho, \sigma \in S_d} \frac{||T(\rho) - \sigma||_1}{||\rho - \sigma||_1} = \sup_{\phi, \psi \in S^+_d, (\phi | \psi) = 0} \frac{1}{2} ||T(\psi) - T(\phi)||_1.
\]
(2.41)

A proof of this identity can be found in [Rus94]. In particular, if the semigroup is primitive, then we get that:

**Proposition 17.** Let $T_i : \mathcal{M}_d \to \mathcal{M}_d$ be the member of a one-parameter semi-group of primitive quantum channels with $t > 0$, then
\[
\eta_{\text{tr}}[T_i] \leq \tilde{\eta}_{\text{tr}}[T_i] \leq 2\eta_{\text{tr}}[T_i]
\]
(2.42)

**Proof.** Given that the channel is primitive, it has a unique full rank stationary state; call it $\sigma \in S_d^+$. This is equivalent to saying that $T_\phi(\rho) = \sigma$ for any input state $\rho \in S_d$. We also know that $T_t(\rho)$ will have full support for any input state $\rho$, whenever $t > 0$. Then,
\[
\eta_{\text{tr}}(T) = \frac{1}{2} \sup_{\rho \in S_d} ||T(\rho) - \sigma||_1
\]
(2.43)
\[
\leq \frac{1}{2} \sup_{\rho, \sigma \in S_d} ||T(\rho) - T(\sigma)||_1
\]
(2.44)
\[
= \frac{1}{2} \sup_{\phi, \psi \in S^+_d, (\phi | \psi) = 0} ||T(\phi - \psi)||_1 = \tilde{\eta}_{\text{tr}}[T]
\]
(2.45)

The other inequality follows form the triangle inequality and convexity of the trace norm:
\[
\tilde{\eta}_{\text{tr}}[T] = \frac{1}{2} \sup_{\phi, \psi \in S^+_d, (\phi | \psi) = 0} ||T(\phi - \psi)||_1
\]
(2.46)
\[
\leq \frac{1}{2} \sup_{\phi, \psi \in S^+_d, (\phi | \psi) = 0} (||T(\phi) - \sigma||_1 + ||T(\psi) - \sigma||_1) \leq 2\eta_{\text{tr}}(T)
\]
(2.47)

We now point out an often very useful relationship between the convergence measure of a channel and the operator norm of the difference between the channel and the projection onto its rotating points.
Proposition 18. Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel, and \( \| \cdot \| \) the operator norm. Then:
\[
\frac{1}{8\sqrt{d}} \| \hat{T} - \hat{T}_\varphi \| \leq \eta_{tr}[T] \leq \frac{\sqrt{d}}{2} \| \hat{T} - \hat{T}_\varphi \| .
\] (2.48)

Proof. For the lower bound, we use in the first inequality below that every \( X \in \mathcal{M}_d \) can be written as \( X = P_1 - P_2 + iP_3 - iP_4 \) with positive semidefinite \( P_i \) satisfying \( P_1P_2 = P_3P_4 = 0 \), and that then \( \| P_j \|_2 \leq \sum_i \| P_i \|_2 = \| X \|_2^2 \). In the following chains we also use that \( \| X \|_2 \leq \| X \|_1 \leq \sqrt{d} \| X \|_2 \).

\[
\| \hat{T} - \hat{T}_\varphi \| = \sup_{\| X \|_2 \leq 1} \| (T - T_\varphi)(X) \|_2 \leq 4 \sup_{P \geq 0, \| P \|_2 \leq 1} \| (T - T_\varphi)(P) \|_2 \\
\leq 4 \sup_{P \geq 0, \| P \|_1 \leq \sqrt{d}} \| (T - T_\varphi)(P) \|_1 \\
= 4\sqrt{d} \sup_{P \geq 0, \| P \| \leq 1} \| (T - T_\varphi)(P) \|_1 = 8\sqrt{d}\eta_{tr}[T].
\] (2.49)

\[
\eta_{tr}[T] \leq \frac{1}{2} \sup_{\| X \|_1 \leq 1} \| (T - T_\varphi)(X) \|_1 \\
\leq \frac{1}{2} \sup_{\| X \|_2 \leq 1} \sqrt{d} \| (T - T_\varphi)(X) \|_2 = \frac{\sqrt{d}}{2} \| \hat{T} - \hat{T}_\varphi \|. 
\] (2.50)

As the convergence measures are convex in their distance measure, they have the same natural ordering given in Lemmas 13 and 15. The same is not true for the contraction coefficients, as both the numerator and the denominator contribute in determining the supremum. However, the \( \chi^2 \) and trace norm contraction coefficients are simply related to each other:

**Theorem 19.** Given a quantum channel \( T : \mathcal{M}_d \to \mathcal{M}_d \),
\[
\overline{\eta}_2^2(T) \leq \eta_{tr}(T) \leq \overline{\eta}_\chi(T)
\] (2.51)

Proof. Theorem 19 is proved in Chapter 3 in a slightly more general setting.

\[ \square \]

**2.5 The Convergence Theorem**

We now state an asymptotic convergence theorem for one-parameter semigroups of quantum channels, which is also a crucial fact guiding our further investigations.

**Theorem 20** (Contraction theorem). Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be a Liouvillian, i.e. the generator of a one-parameter semigroup of quantum channels \( T_t = e^{t\mathcal{L}} \) \( (t \geq 0) \), and let \( \bar{\lambda} \) be the gap of \( \mathcal{L} \). Then, there exists \( L > 0 \) and for any \( v < \bar{\lambda} \) there exists \( R > 0 \) such that
\[
Le^{-t\lambda} \leq \eta_{tr}[T_t] \leq Re^{-tv} \quad \forall t \geq 0.
\] (2.52)
Proof. Let \( \hat{\mathcal{L}} \) be the matrix representation of the Liouvillian. The Jordan normal form gives

\[
\hat{\mathcal{L}} = \hat{S} \bigoplus_{j} \hat{J}(\lambda_j) \hat{S}^{-1}
\]

for some invertible matrix \( \hat{S} \), where \( \lambda_j \) are the eigenvalues of \( \mathcal{L} \), and \( \hat{J}(\lambda_j) \) are Jordan blocks of the following form (note that eigenvalues \( \lambda_j \) with \( \text{Re}(\lambda_j) = 0 \) have one-dimensional Jordan blocks, so in particular all 0 eigenvalues):

\[
\hat{J}(\lambda_j) = \begin{pmatrix} \lambda_j & \lambda_j & 0 \\ \lambda_j & \lambda_j & 0 \\ & & \ddots \end{pmatrix}.
\]

Let \( d_j \geq 1 \) be the dimension of Jordan block \( j \). Then, in the Jordan basis \( \{ |k\rangle \} \) defined by this,

\[
e^{t\hat{J}(\lambda_j)} = e^{t\lambda_j} \sum_{l=1}^{d_j} \sum_{k=1}^{l} \frac{(t\lambda_j)^{l-k}}{(l-k)!} |k\rangle \langle l|.
\] (2.53)

Let \( \| \cdot \| \) be the operator norm, and denote by \( \kappa(\hat{S}) := \| \hat{S} \| \| \hat{S}^{-1} \| \) the condition number of the similarity transformation into Jordan form. Then:

\[
\| e^{t\hat{L}} - \hat{T}_\varphi \| = \| \hat{S} \bigoplus_{j : \text{Re}(\lambda_j) \neq 0} e^{t\hat{J}(\lambda_j)} \hat{S}^{-1} \|
\]

\[
\leq \kappa(\hat{S}) e^{-t\tilde{\lambda}} \max_{j : \text{Re}(\lambda_j) \neq 0} \left| \sum_{l=1}^{d_j} \sum_{k=1}^{l} \frac{(t\lambda_j)^{l-k}}{(l-k)!} |k\rangle \langle l| \right|
\]

\[
\leq \kappa(\hat{S}) e^{-t\tilde{\lambda}} \max_{j : \text{Re}(\lambda_j) \neq 0} \left( \sum_{l=1}^{d_j} \sum_{k=1}^{l} \frac{|t\lambda_j|^{l-k}}{(l-k)!} \right)
\]

\[
\leq Ce^{-t\tilde{\lambda}} \max \{ (t\tilde{\lambda})^{d_j-1}, 1 \},
\] (2.54)

where \( C \) is a \( t \)-independent constant and \( J := \max_j d_j \) is the dimension of the largest Jordan block. The last step is obtained by factoring \( (t\tilde{\lambda})^{d_j-1} \) out of the sum (for times \( t \geq 1/\tilde{\lambda} \)) and bounding the remaining term by a constant. Thus clearly, for any \( \nu < \tilde{\lambda} \) there exists a constant \( K > 0 \) such that the last expression is upper bounded by \( Ke^{-t\tilde{\lambda}} \) (for all \( t \geq 0 \)).

The lower bound is obtained similarly (letting \( \hat{J}_1(\lambda_1) \) be any Jordan block with \( \text{Re}(\lambda_1) = -\tilde{\lambda} \)):

\[
\| e^{t\hat{L}} - \hat{T}_\varphi \| \geq \kappa(\hat{S})^{-1} \left| \bigoplus_{j : \text{Re}(\lambda_j) \neq 0} e^{t\hat{J}_1(\lambda_1)} \right|
\]

\[
= \kappa(\hat{S})^{-1} \max_{j : \text{Re}(\lambda_j) \neq 0} \| e^{t\hat{J}_1(\lambda_1)} \|
\]

\[
\geq \kappa(\hat{S})^{-1} \max_{1 \leq k \leq l \leq d_j} | \left( e^{t\hat{J}_1(\lambda_1)} \right)_{kl} | \geq \kappa(\hat{S})^{-1} e^{-t\tilde{\lambda}},
\]

where maximum in the second-to-last expression runs over all matrix elements \( (k, l) \) in (2.53), and in the last step we chose \( k = l = 1 \).

Using these upper and lower bounds on \( \| \hat{T}_t - \hat{T}_\varphi \| \), we invoke Lemma 18 (below) to complete the proof of Theorem 20 by lumping all of the time-independent constants together and denoting them by \( L > 0 \) and \( R \).
The proof shows, in particular, that one may not choose $\nu = \bar{\lambda}$ when an eigenvalue $\lambda_k$ of $\mathcal{L}$ with modulus $|\lambda_k| = \bar{\lambda}$ has a non-trivial Jordan block. Theorem 20 makes a statement only about the asymptotic convergence behavior, i.e. the exponential rate as $t \to \infty$. If $\nu$ is taken close to $\bar{\lambda}$, then $R$ can become very large. But for fixed $\nu$, a universal dimension-dependent upper bound on $R$ of order $d^2$ can be obtained. If the system at hand is composed of many particles, say $n$ qubits, then this time-independent prefactor can in principle become doubly exponentially large in the number of particles; this would correspond to an exponentially long time to convergence, even for a gap constant in the system size.

Thus, if the phase space of a given process is exponentially large (as is essentially always the case in a many particle system), then even if one can bound the gap, the convergence could still be slow. Hence, in order to prove rapid convergence, it is necessary to bound both $\nu$ and $R$!
CHAPTER 3

Quantum Markov chain mixing

Synopsis:

We introduce quantum versions of the $\chi^2$-divergence, provide a detailed analysis of their properties, and apply them in the investigation of mixing times of quantum Markov processes. An approach similar to the one presented in [DS91, Fil91, Mih89] for classical Markov chains is taken to bound the trace-distance from the steady state of a quantum processes. A strict spectral bound to the convergence rate can be given for time-discrete as well as for time-continuous quantum Markov processes. Furthermore the contractive behavior of the $\chi^2$-divergence under the action of a completely positive map is investigated and compared with the contraction of the trace norm. In this context we analyze different versions of quantum detailed balance and, finally, give a geometric conductance bound to the convergence rate for unital quantum Markov processes. Furthermore, we extend the classical concept of detailed balance to the quantum setting and discuss its relevance in general terms.

The chapter is organized as follows; The remainder of section 3.1 is devoted to recalling the framework of classical $\chi^2$ mixing. Then in section 3.2 we introduce the quantum $\chi^2$-divergence, and prove some basic properties relating it to other divergence and distance measures. In particular we focus on a specific subfamily of interest. In section 3.3 we consider contraction of the $\chi^2$-divergence under the action of a channel, and relate it to trace-norm contraction. Furthermore, we prove some fundamental quantum mixing time results, whose classical analogues are well known. In section 3.4 we study quantum detailed balance, and in section 3.5 we extend an important classical geometric mixing bound (Cheeger’s inequality) to the quantum setting.

Based on:

*The $\chi^2$-divergence and mixing times of quantum Markov processes*

K. Temme, M. J. Kastoryano, M. B. Ruskai, M. M. Wolf and F. Verstraete,
3.1 Markov chain mixing

The mixing time of a classical Markov chain is the time it takes for the chain to be close to its steady state distribution, starting from an arbitrary initial state. The ability to bound the mixing time is important, for example in the field of computer science, where the bound can be used to give an estimate for the running time of some probabilistic algorithm such as the Monte Carlo algorithm. The mixing time for a classical Markov process \( P_{ij} \), with \( \sum_i P_{ij} = 1 \) on the space of probability measures \( S^{cl} \) is commonly defined in terms of the one norm, \( \|p\|_1 = \sum_i |p_i| \). Let \( \pi \) denote the fixed point of the classical Markov process, i.e. \( P\pi = \pi \), then the mixing time is defined as:

\[
t_{\text{mix}}(\epsilon) = \min \{ n \mid \forall q \in S, \|P^n q - \pi\|_1 < \epsilon \}.
\]

(3.1)

A large set of tools has emerged over the years that allows to investigate the convergence rate of classical Markov chains [LPW08]. One of the most prominent approaches to bounding the mixing time of a Markov chain is based on the \( \chi^2 \)-divergence [Pea00]. This divergence is defined for two probability distributions \( p, q \in S^{cl} \) as,

\[
\chi^2(p, q) = \sum_i \frac{(p_i - q_i)^2}{q_i}.
\]

(3.2)

The usefulness of the \( \chi^2 \)-divergence for finding bounds to the mixing time of classical Markov chains arises from the fact that it serves as an upper bound to the one norm difference between two probability distributions,

\[
\|p - q\|_1 \leq \chi^2(p, q)
\]

(3.3)

and allows for an easier access to the spectral properties of the Markov chain. The \( \chi^2 \)-divergence is intimately related to the Kullback-Leibler divergence, or relative entropy, \( H(p, q) = \sum_i p_i(\log p_i - \log q_i) \). In fact, it can be obtained directly from the relative entropy as the approximating quadratic form, i.e. as the Hessian, of the latter:

\[
\chi^2(p, q) = -\frac{\partial^2}{\partial \alpha \partial \beta} H(q + \alpha(p - q), q + \beta(p - q)) \bigg|_{\alpha=\beta=0}.
\]

(3.4)

The \( \chi^2 \) divergence was first introduced by Karl Pearson in the context of statistical inference tests, the most widely used of which is the "Pearson’s \( \chi^2 \) test" [Pea00]. Its computational simplicity and its clear relation to other distance measures have made it one of the most studied divergence measures in the literature.

3.2 The quantum \( \chi^2 \)-divergence

We want to define a generalization of the classical \( \chi^2 \)-divergence to the case when we are working on spaces with non-commuting density matrices. We shall require that any generalization to the setting of density matrices satisfies the condition that when the inputs are diagonal, the classical \( \chi^2 \)-divergence is recovered. The first observation we make, reading straight off from Eqn. (3.2), is that the classical \( \chi^2 \)-divergence can be seen as an inner product on the probability space weighted with the inversion of the distribution \( q_i \).
Due to the non-commutative nature of density matrices there is no unique generalization of this inversion. Consider for instance a generalization for two density matrices \( \rho, \sigma \in S_d \), where for now we assume \( \sigma \) to be full rank, that is given by

\[
\chi^2_\alpha(\rho, \sigma) = \text{tr} \left[ (\rho - \sigma) \sigma^{-\alpha} (\rho - \sigma) \sigma^{\alpha - 1} \right] = \text{tr} \left[ \rho \sigma^{-\alpha} \rho \sigma^{\alpha - 1} \right] - 1. \tag{3.5}
\]

This gives rise to an entire family of \( \chi^2 \)-divergences with (as we see below) special properties, for every \( \alpha \in [0, 1] \). The natural question of whether there exists a classification of all possible inversions of \( \sigma \), was investigated in a series of papers by Morozova and Chentsov [MC89] and Petz [Pet96, PS96, PR98], in the context of information geometry. They considered the characterization of monotone Riemannian metrics on matrix spaces. Their general definition is based on the modular operator formalism of Araki [Ara76, Ara87], which we will also consider here. In order to classify the valid inversions, we first need to define the following set of functions, each of which gives rise to a possible inversion:

\[
\mathcal{K} = \{ k \mid -k \text{ is operator monotone, } k(w^{-1}) = wk(w), \text{ and } k(1) = 1 \}. \tag{3.6}
\]

Now, we define left and right multiplication operators as \( L_Y(X) = YX \) and \( R_Y(X) = XY \) respectively. The modular operator is defined as

\[
\Delta_{\rho, \sigma} = L_{\rho} R_{\sigma}^{-1}, \tag{3.7}
\]

for all \( \rho, \sigma \in S_d, \sigma > 0 \). Note, that \( R_{\sigma} \) and \( L_{\rho} \) commute and inherit hermicity and positivity from \( \rho, \sigma \). The above should be read as follows: acting on some \( A \in M_d \), \( \Delta_{\rho, \sigma}(A) = \rho A \sigma^{-1} \). When manipulating the modular operators it is often convenient to write them in matrix form, in which case, they read: \( \hat{\Delta}_{\rho, \sigma}|A\rangle = \rho \otimes \sigma^{-1}|A\rangle \), where \( |A\rangle = A \otimes |I\rangle \), and \( |I\rangle = \sum_{i=1}^{d} |ii\rangle \) corresponds to \( \sqrt{d} \) times the maximally entangled state. This formalism gives rise to a more general quantum \( \chi^2 \)-divergence.

**Definition 21.** For \( \rho, \sigma \in S_d \), and \( k \in \mathcal{K} \) we define the the quantum \( \chi^2 \)-divergence

\[
\chi^2_k(\rho, \sigma) = \left\langle \rho - \sigma, \Omega^k_\sigma(\rho - \sigma) \right\rangle, \tag{3.8}
\]

when \( \text{supp}(\rho) \subseteq \text{supp}(\sigma) \), and infinity otherwise. The inversion of \( \sigma \) is defined only when \( \text{supp}(\rho) \subseteq \text{supp}(\sigma) \), and given by

\[
\Omega^k_\sigma = R_{\sigma}^{-1} k(\Delta_{\sigma, \sigma}). \tag{3.9}
\]

The functions \( k_\alpha(w) = \frac{1}{2} (w^{-\alpha} + w^{\alpha - 1}) \), with \( k_\alpha \in \mathcal{K} \), yield the family of \( \chi^2_\alpha \)-divergences given in Eqn. (3.5) which we call the mean \( \alpha \)-divergences to distinguish them from the well-known family of WYD \( \alpha \)-divergences. Although we focus on the family Eqn. (3.5), most of our results hold for any divergence given by Eqn. (3.8) with \( k \in \mathcal{K} \) with the exceptions of Theorem 35.
3.2.1 Monotone Riemannian metrics and generalized relative entropies.

This definition of the $\chi^2$-divergence stems from the analysis of monotone Riemannian metrics. By Riemannian metric, we mean a positive definite bilinear form $M_\sigma(A, B)$ on the hermitian tangent hyperplane $T_p = \{ A \in M_d : A = A^\dagger, \text{tr}[A] = 0 \}$. The metric is monotone if for all quantum channels $T : M_d \mapsto M_d$, states $\sigma \in S^+_d$, and $A \in T_p$, $M_{T(\sigma)}(T(A), T(A)) \leq M_\sigma(A, A)$. Petz showed that there is a one-to-one correspondence between the above metrics and a special class of convex operator functions, which correspond to $1/k$ in our notation. He furthermore was able to relate several generalized relative entropies (which he defined much earlier [Pet86] and referred to as quasi-entropies) to monotone Riemannian metrics [PS96, PR98, PG10]. The reverse implication, that every monotone Riemannian metric stems from a generalized relative entropy was first proved by Lesniewski and Ruskai [LR99]. Taking advantage of the well-known integral representations of operator monotone and convex functions [Bha97] one can express the $\chi^2$-divergences as well as the relative entropies explicitly. We shall briefly repeat the key points of the analysis that are necessary for our understanding of the mixing-time and contraction analysis for cpt-maps.

We need to consider the class of functions $G$ by which we denote the set of continuous operator convex functions from $\mathbb{R}^+$ to $\mathbb{R}$ that satisfy $g(1) = 0$. Note that these functions can all be classified in terms of the integral representation:

$$g(w) = a(w - 1) + b(w - 1)^2 + c\left(\frac{w - 1}{w}\right)^2 + \int_0^\infty \frac{(w - 1)^2}{w + s} d\nu(s), \quad (3.10)$$

where $a, b, c > 0$ and the integral of the positive measure $d\nu(s)$ on $(0, \infty)$ is bounded. The generalized relative entropy for states $\rho, \sigma \in S^+_d$ was first defined in [Pet86].

**Definition 22.** Let $g \in G$. The generalized quantum relative entropy is given by

$$H_g(\rho, \sigma) = \text{tr}[\rho^{1/2}g(\Delta_{\sigma, \rho})(\rho^{1/2})] \quad (3.11)$$

when $\text{supp}(\rho) \subseteq \text{supp}(\sigma)$, and infinity otherwise, and where $\Delta_{\rho, \sigma}$ is again the modular operator.

We now recall without proof a theorem [PS96, PR98, LR99] relating the relative entropy and the monotone Riemannian metric, mirroring the classical result Eqn. (3.4):

**Theorem 23.** For every $k \in K$, there is a $g \in G$ such that for a given $\sigma \in S^+_d$, and $A, B$ hermitian traceless, we get:

$$M^k_\sigma(A, B) = -\frac{\partial^2}{\partial \alpha \partial \beta} H_g(\sigma + \alpha A, \sigma + \beta B)\bigg|_{\alpha=\beta=0} \quad (3.12)$$

$$= \left\langle A, \Omega^k_\sigma(B) \right\rangle.$$

and, $k$ is related to $g$ by

$$k(w) = \frac{g(w) + wg(w^{-1})}{(w - 1)^2} \quad (3.13)$$
3.2 The Quantum $\chi^2$-Divergence

From this theorem follows a convenient integral representation of the inversion $\Omega_{\sigma}^k$, which is equivalent to Eqn. (3.9) [LR99].

$$
\Omega_{\sigma}^k = \int_0^\infty \left( \frac{1}{sR_{\sigma} + L_{\sigma}} + \frac{1}{R_{\sigma} + sL_{\sigma}} \right) N_\sigma(s)ds,
$$

(3.14)

where $N_\sigma$ denotes the singular measure $N_\sigma(s)ds = (b_\sigma + c_\sigma)\delta(s)ds + dv_\sigma(s)$. Note, that the relationship between $k$ and $\sigma$ is not one-to-one. Indeed, by setting $\tilde{g}(w) = wg(w^{-1})$, we get back the above relation. However, there is a one-to-one correspondence between each $k$ and a symmetric $g_\sigma(w) = g(w) + wg(w^{-1})$, and hence between each metric and a symmetric relative entropy.

Note that the $\alpha$-subfamily of Eqn. (3.5) has the associated symmetric relative entropy:

$$
\Delta_\alpha^{sym}(x) = \frac{(1-x^2)}{2} (\alpha^{x-1} + \alpha^{-x}),
$$

so that

$$
H_\alpha^{sym}(\rho, \sigma) = \frac{1}{2}(H_\alpha(\rho, \sigma) + H_\alpha(\sigma, \rho))
$$

(3.15)

where,

$$
H_\alpha(\rho, \sigma) = \text{tr} \left[ \rho^{2-\alpha} \sigma^{\alpha-1} + \rho^{1+\alpha} \sigma^{-\alpha} - 2\rho^\alpha \sigma^{1-\alpha} \right].
$$

The integral representation Eqn. (3.14) of the inversion $\Omega_{\sigma}^k$ allows for a partial ordering of different monotone Riemannian metrics that follows from the set of inequalities:

$$
\frac{2}{x+1} \leq \frac{1}{2} \left( \frac{1}{s+x} + \frac{1}{sx+1} \right) \leq \frac{x+1}{2x}
$$

(3.16)

for $s \in [0, 1]$, and $x \in \mathbb{R}^+$. We therefore see that there exists a partial ordering for the inversions, with a lowest and highest element in the hierarchy. The lowest element gives rise to the so called Bures metric. Thus,

$$
\Omega_{\sigma}^{Bures} = 2(R_{\sigma} + L_{\sigma})^{-1} \leq \Omega_{\sigma}^k \leq (L_{\sigma}^{-1} + R_{\sigma}^{-1})/2 = \Omega_{\sigma}^{\alpha=0}
$$

(3.17)

The $\chi^2$-divergence is recovered from the metric upon setting $\chi_\alpha^2(\rho, \sigma) \equiv M_\alpha^k(\rho - \sigma, \rho - \sigma)$. We are therefore left with a partial order for all possible $\chi^2$-divergences with a smallest and largest element according to,

$$
\chi_\alpha^2(\rho, \sigma) \leq \chi_\alpha^2(\rho, \sigma) \leq \chi_\alpha^2(\rho, \sigma).
$$

(3.18)

The defining attribute of the above set of metrics is their monotonicity under the action of quantum channels. This was first shown by Petz [PR98], and later a proof based on the integral representation of $\Omega_{\sigma}^k$, see Eqn. (3.14), and on Schwarz-type inequalities, was provided by Ruskai and Lesniewski in [LR99]. Due to its importance for the mixing time analysis we shall repeat it here.

**Theorem 24.** For all $\sigma \in S_d$, $M^k_\sigma$ is monotone under the action of a quantum channel $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ for all $k \in \mathcal{K}$ and $A \in \mathcal{M}_d$, i.e.

$$
M^k_\sigma(A, A) \geq M^k_{T(\sigma)}(T(A), T(A))
$$

(3.19)

**Proof.** The monotonicity follows immediately from the integral representation of the inversion $\Omega_{\sigma}^k$ in Eqn. (3.14), and an argument proved below; Lemma 25. The proof of the contractivity of a general Riemannian metric is based on the following lemma first proved in [LR99].
Lemma 25. For a channel \( T : \mathcal{M}_d \rightarrow \mathcal{M}_d \), we have that,
\[
\text{tr} \left[ A^\dagger \frac{1}{R_\sigma + sL_\rho} A \right] = \text{tr} \left[ T \left( A^\dagger \frac{1}{R_\sigma + sL_\rho} A \right) \right] \geq \text{tr} \left[ (A^\dagger)^\dagger \frac{1}{R_{T(\sigma)} + sL_{T(\rho)}} T(A) \right].
\] (3.20)

Proof. Let \( \sigma > 0 \), then \( \text{tr}[A^\dagger A] \geq 0 \), and \( \text{tr}[A^\dagger A] \geq 0 \) so that \( L_\sigma \) as well as \( R_\sigma \) are both positive semi definite super operators on the matrix space. Therefore we infer, that for a positive \( \rho > 0 \) the operator \( R_\sigma + sL_\rho \) is also positive. We define a matrix \( X = [R_\sigma + sL_\rho]^{-1/2}(A) + [R_\sigma + sL_\rho]^{1/2} T^*(A) \) and furthermore \( B = [R_{T(\sigma)} + sL_{T(\rho)}]^{-1} T(A) \).

Since \( \text{tr}[X^\dagger X] \geq 0 \), we have that
\[
\text{tr} \left[ A^\dagger \frac{1}{R_\sigma + sL_\rho} A \right] - \text{tr} \left[ T^*(B^\dagger) A \right] - \text{tr} \left[ A^\dagger T^*(B) \right] + \text{tr} \left[ T^*(B^\dagger) [R_\sigma + sL_\rho] T^*(B) \right] \geq 0.
\] (3.21)

Furthermore note, that
\[
- \text{tr} \left[ A^\dagger T^*(B) \right] - \text{tr} \left[ T^*(B^\dagger) A \right] = -2 \text{tr} \left[ T(A^\dagger) \frac{1}{R_{T(\sigma)} + sL_{T(\rho)}} T(A) \right].
\] (3.22)

It therefore suffices to show that we are able to bound the last term in Eqn. (3.21) by the right side of the inequality in Eqn. (3.20). Note, that
\[
\text{tr} \left[ T^*(B^\dagger) [R_\sigma + sL_\rho] T^*(B) \right] = \text{tr} \left[ T^*(B^\dagger) T^*(B) \rho + sT^*(B^\dagger) \rho T^*(B) \right] \leq \text{tr} \left[ T^*(B^\dagger B) \rho + sT^*(BB^\dagger) \rho \right],
\] (3.23)

since \( \rho, \sigma > 0 \) and due to the operator inequality \( T^*(B^\dagger) T^*(B) \leq T^*(B^\dagger B) \). This inequality holds for any \( B \) since \( T \) is a channel and by that trace preserving, hence \( T^*(\mathbb{1}) = \mathbb{1} \). With \( \text{tr} \left[ T^*(B^\dagger B) \rho \right] = \text{tr} \left[ B^\dagger BT(\rho) \right] \) we can write
\[
\text{tr} \left[ T^*(B^\dagger) [R_\sigma + sL_\rho] T^*(B) \right] \leq \text{tr} \left[ B^\dagger BT(\rho) + sB^\dagger BT(\rho) \right] \]
(3.24)

\[
= \text{tr} \left[ B^\dagger [R_{T(\sigma)} + sL_{T(\rho)}] B \right] = \text{tr} \left[ B^\dagger T(A) \right] = \text{tr} \left[ T(A^\dagger) \frac{1}{R_{T(\sigma)} + sL_{T(\rho)}} T(A) \right].
\]

\( \square \)

3.2.2 Properties of the quantum \( \chi^2 \)-divergence

The fact that the quantum \( \chi^2 \)-divergence can be used to bound the mixing time lies in the following Lemma, that upper bounds the trace distance which is the relevant distance measure in the mixing time definition.

Lemma 26. For every pair of density operators \( \rho, \sigma \in S_d \), we have that
\[
||\rho - \sigma||_1^2 \leq \chi^2_d(\rho, \sigma)
\] (3.25)
3.2 The Quantum $\chi^2$-Divergence

Proof. If the support of $\rho$ is not contained in the support of $\sigma$, then the right hand side is $\infty$. We can therefore assume w.l.o.g. that $\sigma > 0$ by restricting the analysis to the support space of $\sigma$. The trace norm $\|A\|_1$ of some matrix $A \in \mathcal{M}_d$ can be expressed as $\|A\|_1 = \max_{U \in \mathcal{U}(d)} \text{tr}[UA]$, where the maximum is taken over all unitaries acting on the $d$-dimensional Hilbert space. Thus, for any inversion $\Omega_k^\sigma$:

$$\|A\|_1^2 = \max_{U \in \mathcal{U}(d)} \text{tr}[UA]^2 = \max_{U \in \mathcal{U}(d)} \left[U[\Omega^k_\sigma]^{-1/2} \circ [\Omega^k_\sigma]^{1/2}(A)\right]^2$$

$$= \max_{U \in \mathcal{U}(d)} \left[\text{tr}\left([\Omega^k_\sigma]^{-1/2}(U)[\Omega^k_\sigma]^{1/2}(A)\right)^2 \right]$$

$$\leq \text{tr}\left[A^\dagger \Omega^k_\sigma(A)\right] \max_{U \in \mathcal{U}(d)} \left[\text{tr}[U^\dagger \Omega^k_\sigma(U)]\right]$$

(3.26)

Let us consider the Bures inversion given by $\Omega^Bures_\sigma = 2[L_\sigma + R_\sigma]^{-1}$. Clearly, its inverse is $[\Omega^Bures_\sigma]^{-1} = \frac{1}{2}[L_\sigma + R_\sigma]$. Therefore, for any unitary $U$,

$$\text{tr}\left[U^\dagger [\Omega^Bures_\sigma]^{-1}(U)\right] = \frac{1}{2} \left(\text{tr}[U^\dagger U \sigma U] + \text{tr}[U^\dagger U^\dagger \sigma U]\right) = 1.$$  

(3.27)

Setting $A = \rho - \sigma$ and observing that $\chi^2_{\text{Bures}} \leq \chi^2_k$ for all $k \in \mathcal{K}$ completes the proof. \qed

We have already stated that the family of $\chi^2_\alpha$-divergences defined in Eqn. (3.5) can be cast into the general framework of monotone Riemannian metrics. Because of its computational simplicity, and its special symmetry when $\alpha = 1/2$, we consider its properties more specifically. It is possible for instance to show monotonicity of this subfamily using arguments from joint convexity. As the proof is interesting in its own right, we give it here:

Proposition 27. $\chi^2_\alpha$ is jointly convex in its arguments for $\alpha \in [0, 1]$. Moreover, it is monotone w.r.t. completely positive trace-preserving maps, i.e.,

$$\chi^2_\alpha(\rho, \sigma) \geq \chi^2_\alpha(T(\rho), T(\sigma)),$$

(3.28)

for every quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$.

Proof. A direct application of Corrolary 2.1 in [Lie73] guarantees that $\chi^2_\alpha(\rho, \sigma)$ is jointly convex in its arguments for any $\alpha \in [0, 1]$. This in turn implies monotonicity w.r.t. cp-maps by a standard argument: let us represent $T$ as $T(\rho) = \text{tr}_E \left[U(\rho \otimes \psi)U^\dagger\right]$ where $\psi$ is a pure state (i.e. rank-one projection), $U$ a unitary and $\text{tr}_E$ the partial trace over an ‘environmental’ system of dimension $m$. If we take a unitary operator basis $\{V_i\}_{i=1}^{m^2}$ in $\mathcal{M}_m$ (orthonormal w.r.t. the Hilbert-Schmidt inner product), we can write

$$T(\rho) \otimes 1/m = \frac{1}{m^2} \sum_{i=1}^{m^2} (1 \otimes V_i)U(\rho \otimes \psi)U^\dagger(1 \otimes V_i^\dagger).$$

(3.29)

However, since $\chi^2_\alpha(T(\rho), T(\sigma)) = \chi^2_\alpha(T(\rho) \otimes \tau, T(\sigma) \otimes \tau)$ in particular for $\tau = 1/m$, we can now apply joint convexity. With the help of the fact that for any unitary $W$ it holds that $(W \cdot W^\dagger)^\alpha = W(\cdot)^\alpha W^\dagger$ we obtain the claimed result. \qed

Furthermore, we note that this subfamily also has a natural ordering.
Proposition 28. For every \( \rho, \sigma \in S_d \), \( \chi^2_\alpha \) is convex in \( \alpha \), and reaches a minimum for \( \alpha = 1/2 \).

Proof. First note that \( \chi^2_{\alpha=0}(\rho, \sigma) = \chi^2_{\alpha=1}(\rho, \sigma) \). That the minimum is reached for \( \alpha = 1/2 \) follows directly from the Cauchy-Schwarz inequality. Applied to our problem we get

\[
\text{tr} \left[ \rho \sigma^{-1/2} \rho \sigma^{-1/2} \right]^2 = \text{tr} \left[ \rho \sigma^{(\alpha-1)/2} \rho \sigma^{-\alpha/2} \rho \sigma^{(\alpha-1)/2} \rho \sigma^{-\alpha/2} \right]^2 \leq \text{tr} \left[ \rho \sigma^{-\alpha} \rho \sigma^{-1} \right]^2
\]

To see convexity, consider the second partial derivative of \( \chi^2_\alpha \) with respect to \( \alpha \):

\[
\frac{\partial^2}{\partial \alpha^2} \chi^2_\alpha(\rho, \sigma) = \text{tr} \sigma^{\alpha-1} \rho \sigma^{-\alpha} (\rho \log^2 \sigma + \log^2 \sigma \rho - 2 \log \sigma \log \rho) = \sum_{kl} \mu_k^{\alpha-1} \mu_l^{-\alpha} (\log \mu_k - \log \mu_l)^2 |\langle k|l \rangle|^2 \geq 0
\]

where we used \( \sigma = \sum_k \mu_k |k \rangle \langle k| \).

Finally, we point out a bound on the relative entropy in terms of the \( \alpha \)-subfamily of \( \chi^2 \)-divergences:

Theorem 29 (Relative Entropy bound). For every pair of density operators \( \rho \) and \( \sigma \) and every \( \alpha \in (0, 1] \) we have that

\[
\chi^2_\alpha(\rho, \sigma) \geq S(\rho, \sigma),
\]

where \( S(\rho, \sigma) = \text{tr} \rho (\log \rho - \log \sigma) \) is the usual relative entropy.

Proof. It was shown in [RS90] that for \( \gamma \in (0, 1] \), the following holds:

\[
S(\rho, \sigma) \leq \frac{1}{\gamma} (\text{tr} \rho^{1+\gamma} \sigma^{-\gamma} - 1)
\]

Then consider,

\[
\chi^2_\alpha(\rho, \sigma) - S(\rho, \sigma) \geq \text{tr} \rho \sigma^{-1/2} \rho \sigma^{-1/2} - 2 \text{tr} \rho^{3/2} \sigma^{-1/2} + 1 = \text{tr} (\rho^{1/2} \sigma^{-1/2} \rho^{1/2} - \rho^{1/2} \sigma^{1/2})^2 \geq 0
\]

where the first inequality comes from taking \( \gamma = 1/2 \) in Eqn. (3.2.2), and \( \alpha = 1/2 \) for \( \chi^2 \), and the last line is obtained from rearranging terms.

3.3 Mixing time bounds and contraction of the \( \chi^2 \)-divergence.

3.3.1 Mixing time Bounds

The \( \chi^2 \)-divergence is an essential tool in the study of Markov chain mixing times, because on the one hand it bounds the trace distance, and on the other it allows easy access to the spectral properties of the map. The subsequent analysis can be seen as a generalization of the work presented in [DS91, Fil91] to the non-commutative setting.
3.3 Mixing time bounds and contraction of the $\chi^2$-divergence.

**Theorem 30** (Mixing time bound). Let $T: M_d \mapsto M_d$ be a primitive quantum channel with fixed point $\sigma \in S^+_d$, for any $\rho \in S_d$ and any $k \in \mathcal{K}$, we can bound

$$\|T^n(\rho) - \sigma\|_{tr} \leq (s_1^k)^n \sqrt{\chi^2_k(\rho, \sigma)}.$$  

(3.35)

Here $s_1^k$ denotes the second largest singular value (the largest being 1) of the map

$$Q_k = [\Omega^k_\rho]^{1/2} \circ T \circ [\Omega^k_\rho]^{-1/2}$$  

(3.36)

Before we prove Theorem 30, we would like to point out an important fact that regards the singular values of $Q_k$. The monotonicity of the $\chi^2$-divergence ensures, that the singular values $s_1^k$ of $Q_k$ are always contained in $[0, 1]$ irrespectively of the choice of $k \in \mathcal{K}$. Let us therefore prove the following:

**Lemma 31** (spectral interval). The spectrum of the map $S_k = Q_k^* \circ Q_k = [\Omega^k_\rho]^{-1/2} \circ T^* \circ \Omega^k_\rho \circ T \circ [\Omega^k_\rho]^{-1/2}$ is contained in $[0, 1]$.

**Proof.** Let us first note, that the map $S_k$ is hermitian and positive by construction. Furthermore, the monotonicity of the $\chi^2$-divergence, as stated in Theorem 24 ensures that the Rayleigh-Ritz quotient is bounded by 1. This holds, since $\forall B$

$$\langle B, S_k(B) \rangle = \langle A, T^* \circ \Omega^k_\rho \circ T(A) \rangle = M^k_{\rho^\delta}(T(A), T(A)) \leq 1$$

(3.37)

where we defined the intermediate state $A = [\Omega^k_\rho]^{-1/2}(B)$. Note that we made use of the fact that $\sigma = T(\sigma)$ is the fixed point of the map. Therefore

$$\lambda_{\text{max}} = \max_{B \in M_d} \frac{\langle B, S_k(B) \rangle}{\langle B, B \rangle} \leq 1$$

(3.38)

and the maximum is attained for $\lambda_{\text{max}} = 1$ and $B_{\text{max}} = [\Omega^k_\rho]^{1/2}(\sigma)$. \hfill \Box

With the bound on the spectrum at hand, it is now straight forward to prove Theorem 30.

**Proof.** Define $e(n) \in M_d$, as $e(n) = T^n(\rho - \sigma)$. By Lemma 26 we get $\|e(n)\|_1^2 \leq \chi^2_k(T^n(\rho), T^n(\sigma)) \equiv \chi^2_k(n)$. In the matrix representation, $|e(n)\rangle = e(n) \otimes I|I\rangle$, we can rewrite $\chi^2_k(n) = \langle e(n) | \hat{\Omega}^k_\rho | e(n) \rangle$. Note that also, $|e(n + 1)\rangle = \hat{T} |e(n)\rangle$ and so,

$$\chi^2_k(n) - \chi^2_k(n + 1) = \langle e(n) | \hat{\Omega}^k_\rho \hat{T} \hat{\Omega}^k_\rho | e(n) \rangle - \langle e(n) | \hat{T} \hat{\Omega}^k_\rho \hat{T} | e(n) \rangle$$

(3.39)

$$= \langle e(n) | \langle \hat{\Omega}^k_\rho \rangle^{1/2} \left(1 - \hat{S}_k^* \hat{Q}_k \right) \langle \hat{\Omega}^k_\rho \rangle^{1/2} | e(n) \rangle.$$  

(3.40)

Due to Lemma 31 we know that the spectrum of $\hat{S}_k = \hat{Q}_k^* \hat{Q}_k$, which is equal to the square of the singular values of $\hat{Q}_k$, is contained in the interval $[0, 1]$. Hence,

$$\langle e(n) | \langle \hat{\Omega}^k_\rho \rangle^{1/2} (1 - \hat{S}_k) \langle \hat{\Omega}^k_\rho \rangle^{1/2} | e(n) \rangle \geq (1 - s_1^k) \langle e(n) | \langle \hat{\Omega}^k_\rho \rangle^{1/2} \sum_{a \neq 0} P_a \langle \hat{\Omega}^k_\rho \rangle^{1/2} | e(n) \rangle.$$  

(3.42)
The sum is taken over spectral projectors $P_k$ of $S_k = \sum_k (s_k^2) P_k$, apart from $P_0$ which projects onto $[\hat{\chi}^k]^{-1/2}$. In particular, $P_0 = [\hat{\chi}^k]^{-1/2} |\psi\rangle \langle \psi| [\hat{\chi}^k]^{-1/2}$, so that

$$\langle e(n)| [\hat{\chi}^k]^{-1/2} P_0^k [\hat{\chi}^k]^{1/2}| e(n) \rangle = \langle e(n)|\sigma|T^n(\rho - \sigma)\rangle = 0,$$

(3.43)

by trace preservation of $T$. We can write,

$$\chi_k^2(n) - \chi_k^2(n + 1) \geq (1 - (s_k^2)^2) \chi_k^2(n).$$

(3.44)

Rearranging terms completes the theorem. □

**Remark:** The fact, that the singular values of $Q_k$ are always smaller or equal to one justifies the use of the generalized $\chi^2$-divergence as the appropriate distance measure to bound the convergence of an arbitrary channel. It is tempting to use the Hilbert-Schmidt inner product to give an upper bound to the trace norm. This can always be done at the cost of a dimension dependent prefactor, since on finite dimensional spaces all norms are equivalent. However, when doing so a problem arises if one tries to bound the convergence in terms of the spectral properties of the map $S_{HS} = T^* \circ T$. It is in general not ensured that the spectrum will be bounded by one. In fact, for every non-unital channel $T$, $S_{HS}$ will have an eigenvalue larger than one [PGWPR06]. The similarity transformation of the channel $T$ with $[\hat{\chi}^k]^{1/2}$ alters the singular values, but of course leaves the spectrum invariant. Furthermore, it is a well known fact [HJ07] that the singular values of a square matrix log-majorize the absolute value of the eigenvalues. As the spectrum of $Q_k$ is bounded by one (and equal that of $\hat{T}$ by similarity), we conclude that its second largest eigenvalue is always smaller or equal to its second largest singular value. One can also give a general bound in terms of the second largest eigenvalue of $T$ (cf. Theorem 20 and subsequent comments), but one is then confronted with a potentially severe dimensional prefactor.

For some instances of the inversion $\Omega^k$, it becomes immediately evident that the symmetrization $S_k$ has the desired spectral properties without making use of the monotonicity of the $\chi^2$-divergence. It can occur, that $S_k$ is again similar to a quantum channel that is of the form $T_{S_k} = [\hat{\chi}^k]^{-1/2} \circ S_k \circ [\hat{\chi}^k]^{1/2}$. A possible example of such an inversions is $\Omega^k_{HS} = L^{-1/2} \circ R^{-1/2}$. This is however not the generic case, most inversions will lead to maps that are not completely positive any longer. It would be very desirable to find other such examples, as they mirror the classical situation where the symmetrized maps are always probability transition matrices, and because these specific inversions allow for clean contraction bounds as will be seen in section 3.3.2.

It is clear from the discussion above that the singular values of $Q_k$ play a crucial role in the mixing time analysis presented here. This seems to contradict the general understanding that the convergence is determined by the spectral properties of the channel $T$ in the asymptotic limit. This can however be understood as follows: the matrix $\hat{Q}_k$ is similar to $\hat{T}$, i.e. $\hat{Q}_k = [\hat{\chi}^k]^{1/2} \cdot \hat{T} \cdot [\hat{\chi}^k]^{-1/2}$, so the spectra of $\hat{Q}_k$ and $T$ coincide. The following lemma establishes a relation between the singular values and the eigenvalues in the asymptotic limit. For a proof, see e.g. [HJ05] pg.180.

**Lemma 32** (Singular values). Let $\hat{Q}_k \in \mathcal{M}_{d^2}$ be given, and let $s_0(\hat{Q}_k) \geq \ldots \geq s_{d^2-1}(\hat{Q}_k)$ and $|\lambda_i(\hat{Q}_k)| \leq \ldots \leq |\lambda_{d^2-1}(\hat{Q}_k)|$ denote its singular values and eigenvalues, respectively with $|\lambda_0(\hat{Q}_k)| \geq \ldots \geq |\lambda_{d^2-1}(\hat{Q}_k)|$. Then

$$\lim_{n \to \infty} |s_i(\hat{Q}_k)|^{1/n} = |\lambda_i(\hat{Q}_k)| \quad \forall \ i = 0 \ldots d^2 - 1$$

(3.45)
In the limit of \( n \to \infty \) applications of the quantum channel, we can start blocking the channel in \( m \) subsequent applications \( T^{(m)} \equiv T^m \) and bound the convergence rate as a function of the singular values of the corresponding \( \hat{Q}^{(m)}_k \), which indeed converge to the eigenvalues of the original cp-map. Convergence following the eigenvalue is therefore only guaranteed in the limit of \( n \to \infty \), and this would indeed be the case, when e.g. the eigenstructure of the original cp-maps contains a Jordan block associated to the second largest eigenvalue. Note, that convergence in the above lemma goes typically as \( 1/n \), which is very slow. Hence for finite \( n \), convergence is governed by the singular values of \( \hat{Q}_k \) as opposed to the eigenvalues. The bound derived in Eqn. (30) is an absolute bound for finite \( n \) and clearly leads to a strictly monotonic decay. Note that in the case that the second largest singular value is also equal to 1, this can then always be cured by blocking the cp-maps together. Finally, it is worth mentioning that the convergence can in fact be much more rapid if one starts in a state “closer” to the fixed point. In particular, if the initial state is such that \( \rho - \sigma \propto Y_k, k \geq 2 \), where \( Y_k \) is the eigenvector corresponding to \( \lambda_k \), then the convergence will be governed by the magnitude of \( \lambda_k \). Furthermore, if instead of a single fixed point, we have a fixed subspace, or a collection of fixed subspaces (with or without rotating points), then the convergence to this fixed subspace will be governed by the largest eigenvalue whose magnitude is strictly smaller than one.

Thus far we have only considered the time-discrete case, it is however straightforward to give a similar bound for time-continuous Markov processes, that are described by a one parameter semi-group. The following lemma bounds the trace-distance as a function of \( t \in \mathbb{R}_0^+ \): The proof of the following lemma is very similar to the proof of the time discrete case, we will therefore omit it here.

**Lemma 33** (Time-continuous bound). Let \( \mathcal{L} \) denote the generator of a one-parameter semigroup of primitive quantum channels, described by the master equation \( \partial_t \rho = \mathcal{L}(\rho) \), with solution \( \rho(t) \in S_d \ L(\sigma) = 0 \), then

\[
\| \rho(t) - \sigma \|^2_{\text{tr}} \leq e^{t \lambda_1^{(k)}} \chi^2_k(\rho(0), \sigma). \tag{3.46}
\]

Here, \( \lambda_1^{(k)} \leq 0 \) refers to the second largest eigenvalue of

\[
\Lambda_k = [\Omega^k_c]^{1/2} \circ \mathcal{L}^* \circ [\Omega^k_c]^{-1/2} + [\Omega^k_c]^{-1/2} \circ \mathcal{L} \circ [\Omega^k_c]^{1/2}. \tag{3.47}
\]

The symmetrization for the generator of the time continuous Markov process is additive as would be expected. Furthermore, we note that the monotonicity of the \( \chi^2 \)-divergence ensures that the spectrum of \( \Lambda_k \) is never positive, based on a similar reasoning as given in Lemma (31).

### 3.3.2 Contraction Coefficients

In the following we study the contraction of the \( \chi^2 \)-divergences under quantum channels, and its relation to the trace norm contraction. We consider general contraction rather than contraction to the fixed point because analytic results are more readily available, and because these bounds are in a sense the most stringent one can require. We focus primarily on the mean \( \alpha \)-subfamily of \( \chi^2 \)-divergences.
Let us recall the definitions of the following contraction coefficients ($\chi^2$- and trace norm-contraction cf. Eqn. (2.40)):

\[
\bar{\eta}_\alpha^\chi(T) = \sup_{\rho, \sigma \in S_d} \chi^2_\alpha(T(\rho), T(\sigma)) / \chi^2_\alpha(\rho, \sigma)
\]

and

\[
\bar{\eta}_{tr}(T) = \sup_{\rho, \sigma \in S_d} \frac{||T(\rho) - T(\sigma)||_1}{||\rho - \sigma||_1} = \sup_{\phi, \psi \in S_1^d, \langle \phi | \psi \rangle = 0} \frac{1}{2} \frac{||T(\psi) - T(\phi)||_1}{||\psi - \phi||_1},
\]

where $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ is a quantum channel, and the last equality is seen simply by convexity of the trace norm.

We first upper bound the trace-norm contraction in terms of the $\chi^2$ contraction, which is a generalization of a result in [Rus94]:

**Theorem 34.** For all $\alpha \in (0, 1]$, and a quantum channel $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$,

\[
\bar{\eta}_{tr}(T) \leq \sqrt{\bar{\eta}_\alpha^\chi(T)}
\]

**Proof.** From Lemma 26, we have that $||T(\rho - \sigma)||^2_1 \leq \chi^2_\alpha(T(\rho), T(\sigma))$, for all $\rho, \sigma \in S_d$. Let $N$ be traceless and hermitian, and note that it can be written as $N = N_+ - N_-$, where $N_+, N_-$ are positive definite and orthogonal in their support. Now let $P = |N| / ||N||_1$ and recall that $||N|| = N_+ + N_-$, then we get $\text{tr} [NP^{-a}NP^{a-1}] = ||N||^2_1$, for every $\alpha \in (0, 1]$. Also,

\[
\frac{||T(N)||^2_1}{||N||^2_1} \leq \frac{\text{tr} [T(N)T(P)^{-a}T(N)T(P)^{a-1}]}{\text{tr} [NP^{-a}NP^{a-1}]}
\]

where the inequality is in the numerator, and the denominators are equal, by the previous observation. Taking the supremum over all traceless hermitian $N$ on the left hand side and identifying $\rho - \sigma = N$, $P = \sigma$ then gives desired result.

We now provide a lower bound to the trace norm contraction for primitive channels:

**Theorem 35.** Given a quantum channel $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$,

\[
\bar{\eta}_\alpha^{a=1/2}(T) \leq \bar{\eta}_{tr}(T)
\]

First we introduce an eigenvalue type min-max characterization of the $\chi^2$-contraction, and then show that this eigenvalue must be smaller than the trace norm-contraction.

Let $P > 0$, and consider the following eigenvalue equation:

\[
\hat{\Gamma} |A\rangle \equiv \hat{\Omega}_P^{-1} \hat{\Omega}_T(P) \hat{\Omega}_P |A\rangle = \lambda |A\rangle,
\]

where $\Omega_X \equiv \Omega_X^{a=1/2}$. It $T$ has a non-trivial kernel, then $\Omega_{T(P)}$ should be understood in terms of the pseudo-inverse. First note that $\Gamma$ is a quantum channel, so its spectrum is bounded by one, and that it reaches one for $A = P$. Also note that $\Gamma$ is similar to a
hermitian operator, so it has all real eigenvalues, so we can take the eigenvectors to be hermitian. Then rewriting Eqn. (3.53) as \( \hat{T} \hat{\Omega}(P) \hat{T} |A\rangle = \lambda \hat{\Omega} |A\rangle \), we can express the second largest eigenvalue as:

\[
\lambda_1(T, P) = \sup_{\langle N | \hat{\Omega}(P) \rangle = N} \frac{\langle N | \hat{T} \hat{\Omega}(P) \hat{T} | N\rangle}{\langle N | \hat{\Omega}|N\rangle},
\]

\[
= \sup_{\text{tr } N = 0, N = N^\dagger} \frac{\text{tr} [T(N) T(P)^{-1/2} T(N) T(P)^{-1/2}]}{\text{tr}[N P^{-1/2} N P^{-1/2}]}.
\]

Clearly, by maximizing over all \( P \), one recovers \( \bar{\eta}_\chi^{1/2}(T) \). We now prove the above theorem:

**Proof.** Let \( N_1 \) be the eigenvector for which \( \lambda_1 \) satisfies the eigenvalue Eqn. (3.53), and recall that \( N_1 \) is Hermitian and traceless. Then,

\[
\lambda_1 |N_1|_1 = ||T(N_1)||_1 \leq ||T||_1
\]

because \( T \) is a channel, and

\[
\lambda_1 \leq \frac{||T(N_1)||_1}{||N_1||_1} \leq \sup_{N = 0, N^\dagger = N} \frac{||T(N)||_1}{||N||_1} = \bar{\eta}_{\text{tr}},
\]

taking the supremum over positive \( P \) completes the proof.

**Remark:** Theorem 35 gives a computable lower bound to the trace norm contraction. A key subtlety in the argument is that \( \hat{\Omega}(P) \) is a completely positive (CP) map (with a single Kraus operator \( \sqrt{P} \)) which implies that \( T \) is a quantum channel. In general, \( \hat{\Omega} \) is not even positivity preserving. Another exception is the monotone metric associated with the usual logarithmic relative entropy for which \( \bar{k}(w) = \log \frac{w}{w-1} \). It is well-known [AN00, Pet86, LR99] that \( \hat{\Omega}_{\text{log}}(P) \) can be written as

\[
\hat{\Omega}_{\text{log}}(P)(A) = \int_0^\infty \frac{1}{P + x} A \frac{1}{P + x} dx
\]

which is clearly CP. An analogous lower bound was shown in [LR99] for this map using a similar argument. Clearly, this can be extended to any monotone metric for which \( \hat{\Omega} \) is CP; however, we do not know of any other examples.

Very little is known about the ordering of the general \( \bar{\eta}_k \) contraction coefficients. In particular, we do not know whether whether \( \bar{\eta}_\chi^{1/2} \) is smaller or larger than \( \bar{\eta}_\chi^{1/2} \). However, it is known [LR99] that \( \bar{\eta}_k \) are not all identical for different \( k \in \mathcal{K} \); because examples can be constructed using non-unital qubit channels. Theorem 34 can readily be extended to any metric associated with \( k \in \mathcal{K} \). However, it seems unlikely that Theorem 35 holds in general. Thus, we can conclude

\[
\max\{\bar{\eta}_\chi^{1/2}(T), \bar{\eta}_\chi^{\text{log}}(T)\} \leq \bar{\eta}_{\text{tr}}(T) \leq \inf_{k \in \mathcal{K}} \sqrt{\bar{\eta}_k(T)}.
\]
Note that if instead of maximizing over all \( P \) we only consider contraction of the map to the steady state, and denote it \( \eta(T) = \tilde{\eta}(T)_{P \to \sigma} \), then we recover the convergence measure of Eqn. (2.39), and one immediately gets:

\[
\eta^a(T) \leq \eta_{\text{tr}}(T) \leq \bar{\eta}_{\text{tr}}(T) \leq 1
\]

(3.59)

Combining this with the previous bounds above, we have

\[
\lambda_1 \leq s_1^{a=1/2} = \eta^a = \frac{1}{2} \leq \eta_{\text{tr}} \leq \sqrt{\eta^a_{\text{tr}}} = \sqrt{\frac{1}{2}}.
\]

(3.60)

Moreover, \( k(w) = \sqrt{w} \) on the right can be replaced by any \( k \in \mathbb{C} \), and that on the left by \( k(w) = (w - 1)^{-1} \log w \). It is very tempting to conjecture that \( \eta^2_{\text{tr}} \leq \eta^a_{\text{tr}} \), and/or that \( \bar{\eta}_{\text{tr}} \leq \sqrt{\eta^a_{\text{tr}}} \), but simple numerical counterexamples show these to be false.

### 3.4 Quantum Detailed Balance

The detailed balance condition is often crucial in the analysis of classical Markov chain mixing times, as it ensures several convenient properties of the Markov chain. In particular, it implies that the classical probability distribution with respect to which the stochastic map is detailed balanced is a fixed point of the chain. Furthermore, detailed balanced stochastic maps have a real spectrum. In this section we generalize the notion of classical detailed balance to quantum Markov chains. Alternative definitions of quantum detailed balance have been given in the literature: [Fri90, MS98, Maj84, Ali76] and references therein. Central to our approach is the operator \( Q_k \) as previously introduced in Lemma 30. In the literature for classical Markov chains an analogous matrix exists and is often referred to as the discriminant.

**Definition 36.** For a quantum channel \( T : \mathcal{M}_d \to \mathcal{M}_d \) and a state \( \sigma \in \mathcal{S}_d^+ \) with corresponding inversion \( \Omega_k^\sigma \) as defined in Eqn. (3.9), we define the quantum discriminant of \( T \) as,

\[
Q_k = [\Omega_k^\sigma]^{1/2} \circ T \circ [\Omega_k^\sigma]^{-1/2}.
\]

(3.61)

We recall that the convergence of an arbitrary quantum Markov process can be bounded by the singular values of \( Q_k \). Classical detailed balanced Markov chains have the property that the corresponding discriminant becomes symmetric. We shall therefore define the quantum generalization by requiring that for a quantum detailed balanced process

\[
Q_k^\sigma = Q_k.
\]

(3.62)

This immediately allows to make a statement about the spectrum of quantum detailed balanced maps. Due to the hermicity of the matrix representation of the map Eqn. (3.61) we can immediately deduce, just as for classically case, that the quantum channel \( T \) has a real spectrum. For detailed balanced maps, the second largest eigenvalue in magnitude coincides with the second largest singular value. Furthermore, we would like to point out that this is actually not just a single condition for quantum detailed balance but a whole family. Hence every different inversion \( \Omega_k^\sigma \) gives rise to a different condition for detailed balance. We therefore define as the quantum generalization of detailed balance:
Definition 37. For a quantum channel $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ and a state $\sigma \in \mathcal{S}_d^+$, we say that $T$ obeys $k$-detailed balance with respect to $\sigma$ with $k \in \mathcal{K}$, when

$$[\Omega^k_\sigma]^{-1} \circ T^* = T \circ [\Omega^k_\sigma]^{-1}. \quad (3.63)$$

A consequence of this definition is that $\sigma$ is a fixed point of $T$.

Lemma 38. Let $\sigma \in \mathcal{S}_d$ be a state and $T$ a quantum channel that satisfies the detailed balance condition of Eqn. (37) with respect to $\Omega^k_\sigma$, then $\sigma$ is a steady state of $T$.

Proof. Recall that the inverse is given by $[\Omega^k_\sigma]^{-1} = R_{\sigma} f (\Delta_{\sigma,\sigma})$, where $f(w) = 1/k(w)$. Hence, since $k(1) = f(1) = 1$, we have

$$[\Omega^k_\sigma]^{-1}(1) = R_{\sigma} f (\Delta_{\sigma,\sigma}) 1 = R_{\sigma} 1 = \sigma. \quad (3.64)$$

Now, since furthermore $T^*(1) = 1$, we have that

$$T(\sigma) = T \circ [\Omega^k_\sigma]^{-1}(1) = [\Omega^k_\sigma]^{-1} \circ T^* (1) = [\Omega^k_\sigma]^{-1}(1) = \sigma. \quad (3.65)$$

\[ \square \]

Given a probability distribution on some set of states, it is desirable to have a simple criterium to check whether a completely positive map obeys detailed balance with respect to the state generated from the distribution. This criterium may then serve to set up a Markov chain that actually converges to the desired steady state.

Proposition 39. Let $\{|i\rangle\}_i$ be a complete orthonormal basis of $H$ and let $\{\mu_i\}_i$ be a probability distribution on this basis. Furthermore, assume that a quantum channel $T$ obeys

$$\frac{\mu_n}{k(\mu_m/\mu_n)} \langle i | T( | n \rangle \langle m | ) | j \rangle = \frac{\mu_i}{k(\mu_j/\mu_i)} \langle m | T( | j \rangle \langle i | ) | n \rangle, \quad (3.66)$$

then $\sigma = \sum_i \mu_i |i\rangle \langle i|$ and $T$ obey the detailed balance condition with respect to $\Omega^k_\sigma$.

Proof. Note that $\{|i\rangle \langle j\rangle\}_ij$ forms a complete and orthonormal basis in the space $\mathcal{M}_d$ with respect to the Hilbert-Schmidt scalar product. We can therefore express Eqn. (3.63) in this basis. The individual entries are equal due to

$$\text{tr} \left[ \langle | m \rangle \langle n | \rangle^\dagger [\Omega^k_\sigma]^{-1} \circ T^* (| j \rangle \langle i |) \right] = \mu_n k^{-1} (\mu_m/\mu_n) \text{tr} \left[ T (\langle | m \rangle \langle n | \rangle^\dagger (| j \rangle \langle i |) \right] = \mu_i k^{-1} (\mu_j/\mu_i) \text{tr} \left[ (\langle | m \rangle \langle n | \rangle^\dagger T (| j \rangle \langle i |) \right] = \text{tr} \left[ (\langle | m \rangle \langle n | \rangle^\dagger T \circ [\Omega^k_\sigma]^{-1} (| j \rangle \langle i |) \right] \quad (3.67)$$

\[ \square \]

Remark: We note that the different quantum detailed balance conditions coincide for classical channels, i.e. for stochastic processes that are included in the framework of quantum channels. Define the following "classical" Kraus operators:

$$A_{ij}^\sigma = \sqrt{P_{ij}} |i\rangle \langle j| \quad \text{and a state,} \quad \sigma = \sum_i \mu_i |i\rangle \langle i|. \quad (3.68)$$
In this case, the condition of Proposition 39 reduces to the classical condition. This can be seen when considering the channel

\[ T_{cl}(\rho) = \sum_{ij} A_{cl}^{ij} \rho A_{cl}^{ij\dagger} \]

and checking for detailed balance with respect to \( \sigma \), since

\[ \mu_m \frac{\delta_{nm} \delta_{ij} P_{in}}{k (\mu_m / \mu_m)} \quad \text{and} \quad \mu_i \frac{\delta_{nm} \delta_{ij} P_{ni}}{k (\mu_i / \mu_i)}. \quad (3.69) \]

However since \( k(1) = 1 \) we are just left with the classical detailed balance condition

\[ \mu_i P_{ni} = \mu_n P_{in} \]

for all pairs \( i, n \).

A natural question to ask is therefore, whether the different detailed balance condition are all identical. To see that this is not the case, consider the example given by the Kraus operators of a single qubit, i.e. \( \mathcal{H} = \mathbb{C}^2 \),

\[ A_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad A_2 = \frac{1}{2} \begin{pmatrix} 1 & -1 \\ 1 & -1 \end{pmatrix}. \quad (3.70) \]

This channel has the unique fixed point

\[ \sigma = \frac{1}{6} \begin{pmatrix} 5 & 1 \\ 1 & 1 \end{pmatrix}. \quad (3.71) \]

From this channel it is now possible to construct a channel that obeys detailed balance with respect to the inversion given by choosing \( k(w) = w^{-1/2} \), that is the inversion reads \( \Omega_{\sigma}^{a=1/2} = L_{\sigma}^{-1/2} R_{\sigma}^{-1/2} \). We consider therefore the symmetrized map,

\[ T_s = \left[ \Omega_{\sigma}^{a=1/2} \right]^{-1} \circ T^* \circ \Omega_{\sigma}^{a=1/2} \circ T. \quad (3.72) \]

For the specific instance where \( \Omega_{\sigma}^{a=1/2} \) is given as above, we are assured that the map \( T_s \) is again a quantum channel, because one immediately finds the Kraus representation for \( T_s(\rho) = \sum_{ij} B_{ij} \rho B_{ij}^\dagger \) as \( B_{ij} = \sqrt{\sigma} A_i^{\dagger} [\sqrt{\sigma}]^{-1} A_j \). The individual Kraus operators read,

\[ B_{11} = \frac{3}{5} \begin{pmatrix} 1 \\ 1/2 \\ 1/2 \end{pmatrix} \quad \text{and} \quad B_{12} = \frac{\sqrt{2}}{5} \begin{pmatrix} 1 & -1 \\ 1/2 & -1/2 \end{pmatrix}, \quad (3.73) \]

\[ B_{21} = \frac{\sqrt{2}}{5} \begin{pmatrix} 3 \\ -1 \\ -1 \end{pmatrix} \quad \text{and} \quad B_{22} = \frac{1}{5} \begin{pmatrix} 3 & -3 \\ -1 & 1 \end{pmatrix}. \]

The channel \( T_s \) satisfies detailed balance with respect to \( \Omega_{\sigma}^{a=1/2} \) by construction. This channel however does not satisfy detailed balance with respect to the inversion \( \Omega_{\sigma}^{Bures} = 2 [L_{\sigma} + R_{\sigma}]^{-1} \) as can be seen directly by evaluating the detailed balance condition in terms of the matrix representations,

\[ \left[ \tilde{\Omega}_{\sigma}^{Bures} \right]^{-1} \cdot \hat{T}_s^\dagger - \hat{T}_s \cdot \left[ \tilde{\Omega}_{\sigma}^{Bures} \right]^{-1} = \frac{7}{600} [1 \otimes Y + Y \otimes 1], \quad (3.74) \]

where

\[ Y = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \quad (3.75) \]

The family of quantum detailed balance conditions is therefore much richer than the classical counterpart.
3.5 Quantum Cheeger’s Inequality

In the context of classical stochastic processes a very powerful formalism has been developed, often referred to as the conductance bound or Cheeger’s inequality, to bound convergence rates of stochastic processes. We will generalize this to the quantum setting in this section. Similar results have appeared in [Has07]. The gap of the map \( S_k \) is defined as the difference between the largest and second largest eigenvalue, \( \Delta = 1 - \lambda_1 \). The gap can be characterized in a variational fashion [HJ07].

**Proposition 40.** The gap of the map \( S_k = [\Omega^k]^{-1/2} \circ T^* \circ \Omega^k \circ T \circ [\Omega^k]^{-1/2} \) is given by

\[
\Delta = \min_{X \in M_d} \frac{\langle X, (id - S_k)X \rangle}{\| (X \otimes \sqrt{\sigma} - \sqrt{\sigma} \otimes X) \|_{HS}^2},
\]

where \( \| A \|_{HS}^2 = \text{tr}[A^* A] \) denotes the standard Hilbert-Schmidt norm and \( \langle , \rangle \) the corresponding Hilbert-Schmidt scalar product.

**Proof.** The eigenvector that corresponds to the eigenvalue \( \lambda_0 = 1 \) of \( S_k \) is given by \( \sqrt{\sigma} \). The gap therefore can be written as [HJ07]:

\[
\Delta = \min_{X \in M_d, \text{tr}[X \sqrt{\sigma}] = 0} 1 - \frac{\text{tr}[X^* S(X)]}{\text{tr}[X^* X]},
\]

\[
= \min_{X \in M_d, \text{tr}[X \sqrt{\sigma}] = 0} \frac{\text{tr}[X^* (X - S(X))] - \text{tr}[X \sqrt{\sigma}]^2}{\text{tr}[X^* X] - \text{tr}[X \sqrt{\sigma}]^2},
\]

\[
= \min_{X \in M_d} \frac{\text{tr}[X^* (X - S(X))]}{\text{tr}[X^* (X - S(X))]},
\]

(3.77)

Note that the constrained \( \text{tr}[X \sqrt{\sigma}] = 0 \) can be dropped in the last line. Suppose that \( \text{tr}[X \sqrt{\sigma}] = c \), we can then define \( X' = X - c \sqrt{\sigma} \) and vary \( X' \) since the equation is invariant under such shifts.

Throughout the remainder of this section we consider unital quantum channels, i.e. maps which obey \( T(\mathbb{1}) = \mathbb{1} \). For this case it is ensured that already the simple map \( S = T^* \circ T \) has a spectrum that is contained in \([0, 1]\), since all \( \Omega^k \) coincide and correspond to the identity map. The \( \chi^2 \)-divergence just reduces to the standard Hilbert-Schmidt inner product times a prefactor given by the dimension of the space \( d \). In the case of a detailed balanced stochastic map it even suffices to just consider the map itself. In either case we will denote the corresponding map as \( S \) from now on. The variational characterization of the gap \( \Delta \) now allows us to give an upper as well as a lower bound to the second largest eigenvalue of \( S \).

**Lemma 41.** Let \( T : M_d \rightarrow M_d \) be a unital quantum channel. Then the second largest eigenvalue \( \lambda_1 \) of its symmetrization \( S = T^* \circ T \), is bounded by,

\[
1 - 2h \leq \lambda_1 \leq 1 - \frac{1}{2} h^2,
\]

where \( h \) is Cheeger’s constant defined as,

\[
h = \min_{\Pi, \text{tr}[\Pi] \leq d/2} \frac{\text{tr}[(\mathbb{1} - \Pi) S(\Pi)]}{\text{tr}[\Pi]},
\]

(3.79)
The minimum is to be taken over all projectors $\Pi_A$ on the space $\mathcal{A} \subseteq \mathcal{M}_d$, so that $\text{tr}[\Pi_A] \leq d/2$.

Proof. An upper bound to the gap is immediately found by choosing $X = \Pi_A$. Due to Proposition (40) we can write:

$$\Delta \leq \frac{\text{tr}[\Pi_A(\text{id} - S)(\Pi_A)]}{\text{tr}[\Pi_A^2] - \frac{1}{2}\text{tr}[\Pi_A]^2} = \frac{\text{tr}[(\Pi_A - I)A(\Pi_A)]}{\frac{1}{2}\text{tr}[(\Pi_A - I)A] \text{tr}[\Pi_A]} \leq 2h,$$

(3.80)

where in the last line we have used that $\text{tr}[\Pi_A - I] \geq d/2$.

For the lower bound, we can restrict the minimization in Eqn. (3.79) to diagonal projections. Furthermore, when considering only unital quantum channels, it is possible to reduce the problem of bounding the gap $\Delta$ to that of bounding the gap of a classical stochastic process. To see this, let us work in the basis where the eigenvector $X_1 \in \mathcal{M}_d$ corresponding to $\lambda_1$ is diagonal. We shall assume wlog that $X_1^\dagger = X_1$. In this basis, we can write $X = \sum_i x_i |i\rangle \langle i|$. The numerator then becomes

$$\text{tr} \left[ X^\dagger (X - S(X)) \right] = \sum_{ij} x_ix_j (\text{tr}[|i\rangle \langle i|] |j\rangle \langle j|) - \text{tr}[|i\rangle \langle i| S(|j\rangle \langle j|) |j\rangle \langle j|)] = \sum_i x_i^2 - \sum_{ij} x_ix_j P_{ij} = \frac{1}{2} \sum_{ij} P_{ij} (x_i - x_j)^2.$$

(3.81)

We introduced the matrix $P_{ij} = \langle i| S(|j\rangle \langle j|) |i\rangle$, which is a symmetric non-negative matrix which obeys $P_{ij} \geq 0, \sum_i P_{ij} = 1$ and $P^T = P$. Hence $P$ is doubly stochastic. Performing the same reduction in the denominator we obtain

$$\frac{1}{2d} \|(X \otimes 1 - 1 \otimes X)\|_{HS}^2 = \frac{1}{2d} \sum_{ij} (x_i - x_j)^2.$$

(3.82)

Hence, we arrive at the classical version of Mihail’s Identity [Mih89].

$$\Delta = \min_{\{x_i\}} \frac{\sum_{ij} P_{ij} (x_i - x_j)^2}{1/d \sum_{ij} (x_i - x_j)^2}.$$

(3.83)

Given the classical version of Mihail’s identity, the proof of the lower bound is the same as in the classical case. For completeness we repeat it here.

First, we define, $z_i \equiv |x_i| x_i$ and write,

$$\sum_{ij} P_{ij} |z_i - z_j| = \sum_{ij} P_{ij} |x_i| x_i - |x_j| x_j \leq \sum_{ij} \sqrt{P_{ij}} \sqrt{P_{ij}(|x_i| + |x_j|)} (x_i - x_j) \leq \sqrt{\sum_{ij} P_{ij} (x_i - x_j)^2} \sqrt{\sum_{ij} P_{ij}(|x_i| + |x_j|)^2},$$

(3.84)

where we used Cauchy-Schwartz in the last step. Consider now,

$$\sum_{ij} P_{ij}(|x_i| + |x_j|)^2 = 2(\sum_i x_i^2 + \sum_{ij} |x_i| P_{ij} |x_j|) \leq 4 \sum_i |x_i|^2.$$

(3.85)
Furthermore, note that we can bound,

\[ 1/d \sum_{ij} (x_i - x_j)^2 \leq 2/d \sum_{ij} x_i^2 = 2 \sum_i |z_i|. \]  

(3.86)

We are therefore left with a lower bound to Mihail’s identity, which holds for all choices of \( \{x_i\} \)

\[ \frac{1}{2} \left( \frac{\sum_{ij} |P_{ij}| z_i - z_j|}{2 \sum_i |z_i|} \right)^2 \leq \frac{\sum_{ij} P_{ij} (x_i - x_j)^2}{1/d \sum_{ij} (x_i - x_j)^2}. \]  

(3.87)

We shall now assume, that \( x_i \geq 0 \) everywhere and we can hence drop the absolute values in the definition for the \( z_i \). This is assumption is valid since we are free in adding an arbitrary constant \( x_i \rightarrow x_i + c \) to make all \( x_i \) positive. Note that we therefore are left with a lower bound to the gap of the form,

\[ \Delta \geq \frac{1}{2} \left( \frac{\sum_{ij} |P_{ij}| x_i^2 - x_j^2|}{2 \sum_i x_i^2} \right)^2. \]  

(3.88)

Let’s focus on the right side of the inequality. Since,

\[ 2 \sum_{ij : x_i \geq x_j} P_{ij} (x_i^2 - x_j^2) = 4 \sum_{ij : x_i \geq x_j} P_{ij} \int_{x_j}^{x_i} t \, dt = 4 \int_0^\infty t \sum_{ij : x_j \geq x_i} P_{ij} \, dt, \]  

(3.89)

and furthermore,

\[ \sum_{ij : x_j \geq x_i} P_{ij} = \sum_{i \in A(t)} \sum_{j \in A^c(t)} P_{ij} \quad \text{where,} \quad A(t) \equiv \{i|x_i \geq t\}, \]  

(3.90)

we can bound,

\[ 4 \int_0^\infty t \sum_{ij : x_j \geq x_i} P_{ij} \, dt \geq 4 \int_0^\infty t \sum_{i \in A(t)} \Theta(t - x_i) \, dt = 2 h \left( \sum_i x_i^2 \right), \]  

(3.91)

where we defined \( h \) as in the same fashion as above. We have therefore found the desired lower bound for the spectral gap of the map \( S \).

\[ \square \]

### 3.5.1 Example: Conductance bound for unital qubit channels

A convenient basis for the matrix space \( \mathcal{M}_2 \) associated with the Hilbert space \( \mathcal{H} = \mathbb{C}^2 \) is given in terms of the Pauli basis \( \{1, \sigma_x, \sigma_y, \sigma_z\} \). In this basis a density matrix \( \rho \in \mathcal{S}_2 \) can be parametrized in terms of its Bloch vector \( r \in \mathbb{R}^3 \). In the Bloch representation the density matrix reads \( \rho = \frac{1}{2} (1 + r \cdot \Sigma) \), where \( \Sigma = (\sigma_x, \sigma_y, \sigma_z) \). It is also straightforward to determine the matrix representation of a quantum channel \( T : \mathcal{M}_2 \rightarrow \mathcal{M}_2 \) with respect to the Pauli basis. A general channel can be written as a matrix \( \hat{T} \in \mathcal{M}_4 \).

\[ \hat{T} = \begin{pmatrix} 1 & 0 \\ t & \mathbf{L} \end{pmatrix}. \]  

(3.92)

The channel acts on a density matrix via \( T(\rho) = T(\frac{1}{2} (1 + r \cdot \Sigma)) = \frac{1}{2} (1 + (t + \mathbf{L} r) \cdot \Sigma) \).

It can be shown, that the map \( T \) is unital if and only if \( t = 0 \). Let us now consider the
optimization for Cheeger’s constant $h$ as given in Lemma (41). Given the constraint, we have to vary all one dimensional projectors $\Pi_A = |\psi\rangle\langle\psi|$ with $\|\psi\|_2 = 1$, so that

$$h = \min_{|\psi\rangle \in \mathbb{C}^2} \text{tr} \left[ (\mathbb{1} - |\psi\rangle\langle\psi|) S (|\psi\rangle\langle\psi|) \right].$$

(3.93)

The symmetrized map $S$ of the unital channel $T$, with $t = 0$, now assumes the matrix representation,

$$\hat{S} = \begin{pmatrix} 1 & 0 \\ 0 & L^\dagger L \end{pmatrix}.$$  

(3.94)

Furthermore note, that any projector $|\psi\rangle\langle\psi| \in S_2$ can be parametrized via a Bloch vector $a \in \mathbb{R}^3$ that obeys $\|a\|_2 = 1$. The minimization for Cheeger’s constant reduces therefore to

$$h = \min_{\|a\|_2 = 1} 1 - \langle a | L^\dagger L | a \rangle,$$

(3.95)

where $\langle a | b \rangle$ denotes the canonical scalar product in $\mathbb{R}^3$. The minimum is attained when $a$ is the eigenvector associated with the largest eigenvalue $s_1^2$ of the matrix $L^\dagger L$. Hence for an arbitrary single qubit unital channel, Cheeger’s constant is given by $h = 1 - s_1^2$, where $s_1$ is the largest singular value of the matrix $L$ and hence the second largest singular value of the channel $T$. We see that the conductance bound as stated in (Lemma 41) is indeed satisfied, since

$$2s_1^2 - 1 \leq s_1^2 \leq \frac{1}{2} (1 + s_1^2).$$

(3.96)
The Cutoff Phenomenon

Synopsis:
We derive upper and lower bounds on the convergence behavior of certain classes of one-parameter quantum dynamical semigroups. The classes we consider consist of tensor product channels and of channels with commuting Liouvillians. We introduce the notion of Cutoff Phenomenon in the setting of quantum information theory, and show how it exemplifies the fact that the convergence of (quantum) stochastic processes is not solely governed by the spectral gap of the transition map. We identify a number of situations within the setting of product channels where a strict cutoff can be proved.

The outline of the chapter is as follows. In Section 4.1, we give a definition of the Cutoff Phenomenon in the quantum setting. In Section 4.2, we state and prove the main results, namely cutoff-type bounds for time-evolutions due to commuting Liouvillians or tensor product channels. Section 4.3 illustrates these main results by various examples.

Based on:
A Cutoff Phenomenon for Quantum Markov Chains
M. J. Kastoryano, D. Reeb, M. M. Wolf
4.1 The Cutoff Phenomenon

Often times, the relevant question when considering the convergence behavior of open systems is “how long does the process have to run before it reaches equilibrium?” To make precise statements about convergence, it is usually necessary to consider how the time to convergence scales with the system size. For instance, one would like to know how fast, as a function of the lattice size, a given dynamical process on a lattice converges to its steady state.

It was observed a while ago in the setting of classical Markov chains, that for a special set of chains this question can be answered exactly when the size of the system becomes large. This behavior, which has been coined the Cutoff Phenomenon \cite{Dia96, BD92, SC04}, characterizes the situation when for some (possibly long) period of time some information from the initial state is perfectly preserved until a critical time. Shortly after this critical time, however, essentially no information of the initial state can be recovered from the time-evolved state anymore. For large system sizes \(n\), the convergence of the channel as a function of time \(t\) will look like a step function at the cutoff time \(t_n\) (see Fig. 4.1a).

This behavior has been observed and proved to occur in a number of interesting examples of classical Markov chains. One case where this phenomenon is particularly pronounced, and which triggered widespread popular interest, is in card shuffling, where it was shown that a deck of \(n\) cards is well mixed after exactly \(3/2 \log n\) riffle shuffles, and poorly mixed under \(3/2 \log n\) riffle shuffles (when \(n\) becomes large) \cite{BD92}. In particular, this guarantees casino owners that if their dealers riffle shuffle their 52 poker cards seven or more times before each draw, then they do not need to worry about players trying to improve their odds by counting cards\footnote{The punchline in this example is that the cutoff behavior can be exploited to perform a spectacular magic trick called “Premo” \cite{Wil12}, where the magician can guess a card chosen randomly by a person from the audience who afterwards shuffles the deck a few times. The information in the initial configuration (i.e., the identity of the card that the person put on top) is preserved and can be identified before a “time” of exactly \(3/2 \log n\) riffle shuffles (for large \(n\)).}. Several other processes have also been shown to exhibit cutoffs, including random walks on graphs with a discrete group structure, birth and death type chains, and some Monte Carlo sampling methods \cite{SC04, DLP08, LS09}.

We now give a formal definition in the quantum setting:

\textbf{Definition 42 (Cutoff).} Let \(T_t^{(n)}\) be a sequence, indexed by the “system size” \(n\), of one-parameter semigroups of quantum channels. We say that \(T_t^{(n)}\) exhibits a cutoff (in trace-norm) at times \(t_n\), if for any real \(c > 0\):

\[
c < 1 \quad \Rightarrow \quad \lim_{n \to \infty} \eta_{tr} \left[ T_{ct}^{(n)} \right] = 1, \\
c > 1 \quad \Rightarrow \quad \lim_{n \to \infty} \eta_{tr} \left[ T_{ct}^{(n)} \right] = 0.
\]

We point out that this is not the only definition of a cutoff, and in a sense it is an incomplete one, as it does not provide detailed information about the cutoff window, i.e. the width of the drop-off at \(t_n\) (see Fig. 4.1a).

In many situations, it is difficult to prove an actual cutoff, whereas it might be easier to show a weaker statement which gives only the precise order of magnitude of the time to convergence:
4.2 Main Results

In this section, we present two situations which exhibit behavior related to the Cutoff Phenomenon introduced above: commuting Liouvillians and, as a more restrictive but still relevant class, Liouvillians acting independently on subsystems. In the latter situation, the convergence behavior of the constituent channels is known, and we ask how the convergence of the tensor product of channels behaves. We show in general terms that a sequence of tensor product channels exhibits a pre-cutoff of order $\Theta(\log n)$, where $n$ is the number of tensor factors. In the next section, we discuss some specific situations of this kind where an actual cutoff occurs, which includes the dissipative preparation of stabilizer states.
Our first theorem provides a general upper bound on the convergence measure of a channel from a one-parameter semigroup whose Liouvillian is composed of commuting parts, i.e. $\mathcal{L} = \sum_j \mathcal{L}_j$ where $[\mathcal{L}_j, \mathcal{L}_k] = 0$. In this case, the gap of the full Liouvillian is at least the minimum of the gaps of its constituent parts. We show that in this context the time to convergence is upper bounded by $O(\log n)$ times the convergence time of the “slowest” constituent channel, where $n$ is the number of commuting terms in the Liouvillian.

**Theorem 44** (Convergence for commuting Liouvillians). Let $\mathcal{L}_j : \mathcal{M}_d \to \mathcal{M}_d$ be Liouvillians which commute, i.e. $[\mathcal{L}_j, \mathcal{L}_k] = 0$ for all $j, k = 1, \ldots, n$. Define $\mathcal{L} = \sum_j \mathcal{L}_j$, and the corresponding semigroups of channels $T_{t,j} \equiv e^{t\mathcal{L}_j}$ and $T_t \equiv e^{t\mathcal{L}}$ ($t \geq 0$). Then:

$$\eta_{tr}[T_t] \leq \sum_j \eta_{tr}[T_{t,j}]. \quad (4.1)$$

**Proof.** The theorem is proved by induction. Let $T_{\varphi,1} = 1$ be the projector onto the asymptotic space of $T_{t,1}$, and let $T_{\varphi,j \neq 1} = 1$ be the projector onto the asymptotic space of $T_{t,j \neq 1} \equiv e^{t\sum_{j \neq 1} \mathcal{L}_j}$, see Eqn. (2.19). Note that $T_t = T_{t,1}T_{t,j \neq 1}$ and $T_{\varphi} = T_{\varphi,1}T_{\varphi,j \neq 1}$, by commutativity of the Liouvillians. Then,

$$\eta_{tr}[T_t] = \frac{1}{2} \sup_{\rho \in \mathcal{S}_d} ||(T_{t,1}T_{t,j \neq 1} - T_{\varphi,1}T_{\varphi,j \neq 1})(\rho)||_1$$

$$= \frac{1}{2} \sup_{\rho \in \mathcal{S}_d} ||(T_{t,1}T_{t,j \neq 1} - T_{\varphi,j \neq 1})(\rho) + (T_{t,1} - T_{\varphi,1})(T_{\varphi,j \neq 1})(\rho)||_1$$

$$\leq \eta_{tr}[T_{t,1}] + \eta_{tr}[T_{t,j \neq 1}], \quad (4.2)$$

where the last inequality follows from the triangle inequality, from monotonicity of the trace-norm under quantum channels, and by definition of $\eta_{tr}[T_t]$. By induction, we get $\eta_{tr}[T_t] \leq \sum_j \eta_{tr}[T_{t,j}]$. \hfill \Box

An immediate consequence of Theorem 44 also using Theorem 20 is that for a system described by $n$ commuting Liouvillians with bounded gaps, the convergence time will be upper bounded by $O(\log n)$. Note however, that commuting Liouvillians should not be confused with classical processes. Indeed, as described in Section 5.1.1, graph states can be prepared dissipatively as stationary states of commuting Liouvillians, whereas these states can be highly entangled (e.g. cluster state).

Our second result gives the general convergence behavior of a tensor power of a one-parameter semigroup of quantum channels. This is a special case of commutating Liouvillians, but where strict upper and lower bounds can be derived as the number of tensor factors becomes large, thereby establishing a pre-cutoff as defined in Section 4.1.

**Theorem 45** (Pre-cutoff for tensor powers). Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a Liouvillian with gap $\lambda$, and let $T_t \equiv e^{t\mathcal{L}}$ ($t \geq 0$). The sequence of one-parameter semigroups $T_t^{[n]} \equiv T_t^{\otimes n}$ exhibits a pre-cutoff in trace-norm at times $t_{1,n} = \log(n)/2\lambda$ and $t_{2,n} = \log(n)/\lambda$. 


Proof. Here and below we use the fact that \((T \otimes S) \varphi = T \varphi \otimes S \varphi\) for any pair of quantum channels \(T\) and \(S\). To prove the lower bound, let \(c \in (0, 1)\):

\[
\eta_{\text{tr}}[T_{\text{ct}, n}^{(n)}] = \sup_{\rho \in S_{d^2}} \text{tr}((T_{\text{ct}, n}^{(n)}(\rho), T_{\varphi}^{(n)}(\rho)) \geq \sup_{\sigma \in S_d} \text{tr}((T_{\text{ct}, n}(\sigma))^{\otimes n}, (T_{\varphi}(\sigma))^{\otimes n})
\]

\[
\geq 1 - \exp \left[-\frac{1}{2} n \sup_{\sigma \in S_d} \text{tr}^2 (T_{\text{ct}, n}(\sigma), T_{\varphi}(\sigma))\right]
\]

\[
\geq 1 - \exp \left[-\frac{L^2}{2} n e^{-2c_{t, n} \lambda}\right]
\]

\[
= 1 - \exp \left[-\frac{L^2}{2} n^{1-c}\right] \rightarrow 1 \quad (n \to \infty) . \tag{4.3}
\]

The first inequality is obtained by restricting the supremum to product states \(\rho = \sigma^{\otimes n}\), the next from Lemma 46 (see below), and the last follows from Theorem 20 (with some constant \(L > 0\)). Hence, \(\lim_{n \to \infty} \eta_{\text{tr}}[T_{\text{ct}, n}^{(n)}] = 1\), for \(c \in (0, 1)\).

For the upper bound, we apply Theorem 44 to get \(\eta_{\text{tr}}[T_{t}^{(n)}] \leq n \eta_{\text{tr}}[T_t \otimes \text{id}_{n-1}]\), where \(\text{id}_{n-1}\) is the identity channel on \(n - 1\) sites. In the following paragraph we show \(\eta_{\text{tr}}[T_t \otimes \text{id}_{n-1}] \leq 4d \eta_{\text{tr}}[T_t]\). Now, for any given \(c > 1\) one can choose \(v < \lambda\) such that \(cv / \lambda > 1\), and by Theorem 20 one can find \(R\) such that \(\eta_{\text{tr}}[T_t] \leq R e^{-vt}\) for all \(t \geq 0\). Combining all this, we finally get that for any \(c > 1\),

\[
\eta_{\text{tr}}[T_{\text{ct}, n}^{(n)}] \leq 4dn Re^{-vt_{\text{ct}, n}} = 4Rdn^{1-cv/\lambda} \rightarrow 0 \quad (n \to \infty) . \tag{4.4}
\]

It remains to show that \(\eta_{\text{tr}}[T \otimes \text{id}] \leq 4d \eta_{\text{tr}}[T]\) for any channel \(T : \mathcal{M}_d \to \mathcal{M}_d\) and any identity channel \(\text{id} : \mathcal{M}_{d'} \to \mathcal{M}_{d'}\). The inequality (used below) between the norm \(\| \cdot \|_{1-1}\) on superoperators induced by the trace-norm and its stabilized version \(\| \cdot \|_{cb}\) is proven in [Pau03] (exercise 3.11). In the following, \(X \in \mathcal{M}_d \otimes \mathcal{M}_{d'}\) and \(A + iB \in \mathcal{M}_d\) denote arbitrary matrices, \(A\) and \(B\) are Hermitian, and \(P, Q \in \mathcal{M}_{d'}\) are positive semidefinite with \(PQ = 0\). Further note that \(\|A\|_1 = \|((A + iB) + (A - iB))\|_1/2 \leq (\|A + iB\|_1 + \|A - iB\|_1)/2 = \|A + iB\|_1\), and similarly \(\|B\|_1 \leq \|A + iB\|_1\). Thus:

\[
\eta_{\text{tr}}[T \otimes \text{id}] = \sup_{\rho \in S_{d^2}} \text{tr}((T \otimes \text{id}(\rho), T_{\varphi} \otimes \text{id}(\rho))) \leq \sup_{\|X\|_1 \leq 1} \frac{1}{2} \|((T - T_{\varphi}) \otimes \text{id})(X)\|_1
\]

\[
\leq \frac{1}{2} \|T - T_{\varphi}\|_{cb} \leq \frac{d}{2} \|T - T_{\varphi}\|_{1-1} = \frac{d}{2} \sup_{\|A+iB\|_1 \leq 1} \|((T - T_{\varphi})(A + iB))\|_1
\]

\[
\leq d \sup_{\|A\|_1 \leq 1} \|((T - T_{\varphi})(A))\|_1 = d \sup_{\|P - Q\|_1 \leq 1} \|((T - T_{\varphi})(P + Q))\|_1
\]

\[
\leq 2d \sup_{\|P\|_1 \leq 1} \|((T - T_{\varphi})(P))\|_1 = 4d \eta_{\text{tr}}[T] .
\]

Theorem 45 can be generalized to certain cases where \(T_t^{(n)}\) is the tensor product of a set of one-parameter semigroups \(T_t\) that are not all identical. See [BL06] for the analogous classical result.

Theorem 45 establishes pre-cutoff rather than actual cutoff behavior. But at the end of subsection 4.3.3 we show examples where, for any chosen \(r \in [1, 2]\), a cutoff occurs at
times \( t_n = \log(n)/r\lambda \). This means that \( t_{1,n} \) and \( t_{2,n} \) in Theorem 45 viewed as upper and lower bounds on the contraction, are tight when expressed in terms of the gap \( \lambda \).

The following Lemma completes the proof of Theorem 45 (cf. Eqn. (4.3)); the inequalities for the Bures distance will be used to show cutoff in Proposition 47. For collections \( \rho_i, \sigma_i \in S_d \) of density matrices \( i = 1, \ldots, n \), define \( \rho^{(n)} = \bigotimes_{i=1}^n \rho_i \) and similarly \( \sigma^{(n)} \).

**Lemma 46** (Distances between tensor product states). Let \( \rho_i, \sigma_i \in S_d, i = 1, \ldots, n \), and denote by \( d_{tr}, d_B \) the trace and Bures distances, respectively. Then the following inequalities hold:

\[
1 - \exp \left[ -\sum_{i=1}^n d^2_B(\rho_i, \sigma_i) \right] \leq d^2_B(\rho^{(n)}, \sigma^{(n)}) \leq \sum_{i=1}^n d^2_B(\rho_i, \sigma_i). \tag{4.5}
\]

\[
1 - \exp \left[ -\frac{1}{2} \sum_{i=1}^n d^2_{tr}(\rho_i, \sigma_i) \right] \leq d_{tr}(\rho^{(n)}, \sigma^{(n)}) \leq \sum_{i=1}^n d_{tr}(\rho_i, \sigma_i). \tag{4.6}
\]

**Proof.** The fidelity is multiplicative under tensor products, \( F(\rho^{(n)}, \sigma^{(n)}) = \prod_{i=1}^n F(\rho_i, \sigma_i) \). Also, by induction it is easily seen that \( (1 - \prod_i x_i) \leq \sum_i (1 - x_i) \) for any collection of reals \( x_i \in [0, 1] \). Thus:

\[
d^2_B(\rho^{(n)}, \sigma^{(n)}) = 1 - \prod_{i=1}^n F(\rho_i, \sigma_i) \leq \sum_{i=1}^n (1 - F(\rho_i, \sigma_i)) = \sum_{i=1}^n d^2_B(\rho_i, \sigma_i).
\]

Since \( \prod_i e^{x_i-1} \geq \prod_i x_i \) whenever \( x_i \geq 0 \), we get the lower bound in (4.5):

\[
d^2_B(\rho^{(n)}, \sigma^{(n)}) = 1 - \prod_{i=1}^n F(\rho_i, \sigma_i) \geq 1 - \prod_{i=1}^n e^{F(\rho_i, \sigma_i)-1} = 1 - \exp \left[ -\sum_{i=1}^n d^2_B(\rho_i, \sigma_i) \right].
\]

The upper bound in Eqn. (4.6) follows by a calculation similar to the one yielding Eqn. (4.2), while the lower bound follows from (4.5) and two of the inequalities in Eqn. (2.36). \( \square \)

### 4.3 Examples of the cutoff phenomenon and applications

Theorem 45 establishes a pre-cutoff and thereby estimates, up to a factor of 2, the time to convergence. The next natural question is: when does an actual cutoff occur? We discuss two such situations. The first concerns tensor powers of primitive channels where the input states are restricted to be separable, the second concerns tensor powers of channels whose unique fixed point is a pure state. In subsection 4.3.3 we give an explicit example of this situation (the qubit amplitude damping channel).
4.3.1 Primitive Channels with Separable Initial States

Beyond Theorem 45, we can establish a sharp cutoff for primitive Liouvlillians when the inputs are restricted to be fully separable quantum states between the $n$ channels:

$$ S_{\otimes i, d_i}^{\text{sep}} := \left\{ \sum_k p_k \rho_1^k \otimes \ldots \otimes \rho_n^k \mid p_k \geq 0, \sum_k p_k = 1, \rho_i^k \in S_{d_i} \right\}. \quad (4.7) $$

**Proposition 47** (Primitive Liouvlillians with separable inputs). Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be the generator, with gap $\tilde{\lambda}$, of a one-parameter semigroup of primitive channels $T_t = e^{t \mathcal{L}}$ ($t \geq 0$), and define the trace-norm convergence of $T_t^{(n)} \equiv T_t^{\otimes n}$ restricted to separable input states:

$$ \eta_{\text{tr}}^{\text{sep}}[T_t^{(n)}] := \sup_{\rho \in S_{\otimes i, d_i}^{\text{sep}}} d_{\text{tr}} \left( T_t^{\otimes n}(\rho), T_t^{\otimes n}(\rho) \right). \quad (4.8) $$

Then, the sequence of one-parameter semigroups $T_t^{(n)} \equiv T_t^{\otimes n}$ exhibits a cutoff (with respect to the convergence measure $\eta_{\text{tr}}^{\text{sep}}$) at times $t_n = \log(n)/2 \tilde{\lambda}$.

**Proof.** From the primitivity of the channel we get that $T_\psi(\rho) = \sigma$ for any input state $\rho \in S_d$, where $\sigma$ is the unique stationary state of $\mathcal{L}$. Further, as $\sigma$ is of full rank, the new bound from Proposition 14 and bounds from Eqn. (14) together with Theorem 20 show that, for any $\nu < \tilde{\lambda}$, there exist constants $R > L > 0$ such that $Le^{-t\lambda} \leq \eta_B[T_t] \leq Re^{-t\nu}$ for all $t \geq 0$.

The rest of the proof follows the same lines as the proof of Theorem 45. However, we first show the theorem here for the Bures metric, i.e. replacing $d_{\text{tr}}$ in (4.8) by $d_B$. For proving the lower bound, the same arguments as the ones leading to Eqn. (4.5) show that $\lim_{n \to \infty} \eta_B^{\text{sep}}[T_{ctn}] = 1$ for $c \in (0, 1)$. For the upper bound, note that due to convexity of the Bures distance (derived from concavity of the fidelity [NC00]) the supremum in (4.8) is reached for a product state $\rho = \otimes_{i=1}^n \rho_i$, so that Lemma 47 can be applied:

$$ \left( \eta_B^{\text{sep}}[U_{ctn}] \right)^2 = \sup_{\rho_i \in S_d} d_B^2 \left( \bigotimes_{i=1}^n T_{ctn}(\rho_i), \sigma^{\otimes n} \right) \leq \sum_{i=1}^n \sup_{\rho_i \in S_d} d_B^2(T_{ctn}(\rho_i), \sigma) \leq nR^2e^{-2cvtn} = nR^2d_{\nu}^2. $$

As in the proof of Theorem 45, for each given $c > 1$ one can choose $\nu$ and $R$ accordingly to show $\lim_{n \to \infty} \eta_B^{\text{sep}}[T_{ctn}] = 0$, which proves a cutoff at times $t_n$. Finally, by Eqn. (2.36), a cutoff in the Bures convergence measure $\eta_B^{\text{sep}}$ is equivalent to a cutoff in the trace-norm convergence $\eta_{\text{tr}}^{\text{sep}}$, at the same times $t_n$.

We do not know whether the separable input assumption is actually necessary for Proposition 47. If the assumption were indeed necessary, then the statement would imply the possibility of increased storage time of classical information due to an entangled encoding.

4.3.2 Channels with Unique Pure State Fixed Point

**Proposition 48** (Unique pure state fixed point). Suppose that the pure state $\psi = |\psi\rangle\langle\psi| \in S_d$ is the unique stationary state of the Liouvillian $\mathcal{L}$, which has gap $\tilde{\lambda}$ and generates the...
channels \( T_t := e^{tL} \) \((t \geq 0)\). Then, \( T_{tn}^{(n)} \equiv T_t^{\otimes n} \) exhibits a trace-norm cutoff at times \( t_n = \log(n)/\bar{v} \), for some \( \bar{v} \leq v \leq 2\bar{v} \).

Proof. Since \( L \) has only one stationary state, the peripheral spectrum of \( e^{tL} \) is trivial for all \( t > 0 \), so that \( T_{\psi}(\rho) = \psi \) for all \( \rho \in S_d \). This, together with well-known inequalities relating the fidelity and the trace-norm between a pure and a mixed state [NC00], yields:

\[
1 - \inf_{\rho \in S_d} F^2(T_t^{\otimes n}(\rho), \psi^{\otimes n}) \leq \eta \operatorname{tr}[T_{tn}^{\otimes n}] \leq \sqrt{1 - \inf_{\rho \in S_d} F^2(T_t^{\otimes n}(\rho), \psi^{\otimes n})}.
\]

The last infimum can be evaluated explicitly in the case at hand:

\[
\inf_{\rho \in S_d} F^2(T_t^{\otimes n}(\rho), \psi^{\otimes n}) = \inf_{\rho \in S_d} \operatorname{tr}[T_t^{\otimes n}(\rho)\psi^{\otimes n}] = \inf_{\rho \in S_d} \operatorname{tr}[\rho (T_t^{\otimes n}(\psi))]^n
\]

\[
= \lambda_{\min} \left((\lambda_t(\psi))^{\otimes n}\right) = \left[\lambda_{\min} (\lambda_t(\psi))\right]^n
\]

\[
= [1 - \lambda_{\max} (1 - \lambda_t(\psi))]^n = (1 - ||T_t^{\otimes n}(1 - \psi)||_\infty)^n,
\]

where in the last step we used that \( T_t \) is trace-preserving \((T_t^{\otimes n}(1) = 1)\) and that \( T_t^{\otimes n} \) is a positive map. Thus, from equation (4.9) above:

\[
1 - (1 - ||T_t^{\otimes n}(1 - \psi)||_\infty)^n \leq \eta \operatorname{tr}[T_{tn}^{\otimes n}] \leq \sqrt{1 - (1 - ||T_t^{\otimes n}(1 - \psi)||_\infty)^n}.
\]

Since \( T_{\psi}(\rho) = \psi \) for all \( \rho \in S_d \), we have \( T_{\psi}(A) = \psi \operatorname{tr}[A] \) for all \( A \in \mathcal{M}_d \), so that its dual is given by \( T_{\psi}(B) = \psi \operatorname{tr}[B\psi] \) for \( B \in \mathcal{M}_d \). Thus:

\[
||T_t^{\otimes n}(1 - \psi)||_\infty = ||(T_t^{\otimes n} - T_{\psi}^{\otimes n})(\psi)||_\infty.
\]

Now we consider this last equation: When one writes \( \psi \) as a linear combination of the generalized eigenvectors of \( L^* \), then considering large times \( t \) will essentially pick out the Jordan-eigenvalue(s) occurring in \( \psi \) which has largest real part \( -\bar{v} < 0 \) (i.e., not the eigenvalue 0), and among these it will pick out the polynomial(s) of highest degree \( f \geq 0 \) that are occupied (i.e., occur with non-zero coefficient in the linear decomposition of \( \psi \)).

This means that, for any arbitrarily chosen \( t_0 > 0 \), there exist constants \( 0 < C_1 \leq C_2 \) such that

\[
C_1(\bar{v}t)^f e^{-\bar{v}t} \leq ||(T_t^{\otimes n} - T_{\psi}^{\otimes n})(\psi)||_\infty \leq C_2(\bar{v}t)^f e^{-\bar{v}t} \quad \forall t > t_0.
\]

Using this in Eqn. (4.10) gives

\[
1 - \left(1 - C_1(\bar{v}t)^f e^{-\bar{v}t}\right)^n \leq \eta \operatorname{tr}[T_{tn}^{\otimes n}] \leq \sqrt{1 - (1 - C_2(\bar{v}t)^f e^{-\bar{v}t})^n}.
\]

This proves a cutoff for \( T_t^{\otimes n} \) at times \( t_n = (\log n)/\bar{v} \), since for any constants \( c, K > 0 \) and \( f \geq 0 \):

\[
\lim_{n \to \infty} 1 - \left(1 - K(\bar{v}ct_n)^f e^{-\bar{v}ct_n}\right)^n = 1 - \lim_{n \to \infty} \left(1 + \frac{K(c \log n)/n^{1-c}}{n}\right)^n = 1 - \lim_{n \to \infty} \exp\left(-K(c \log n)/n^{1-c}\right) = \begin{cases} 1, & c < 1 \\ 0, & c > 1. \end{cases}
\]
As \((−\bar{\nu})\) is the real part of an eigenvalue of \(L\), it is evident that \(\bar{\nu} \geq \bar{\lambda}\), and Theorem 45 shows \(\bar{\nu} \leq 2\bar{\lambda}\).

Both infima in the upper bound and in the lower bound in Eqn. (4.9) are attained for some pure product state \(\rho = \varphi^{\otimes n}\), even though this is not clear for the supremum that achieves \(\eta_{tr}[T_{t}^{\otimes n}]\). The paradigmatic example in the following subsection saturates the upper bound \(\bar{\nu} = 2\bar{\lambda}\), but we also provide modifications of this example where \(\bar{\nu}\) takes on any values between \(\bar{\lambda}\) and \(2\bar{\lambda}\).

### 4.3.3 Qubit Amplitude Damping

The amplitude damping process (on qubits) describes the situation where the excited state \(\ket{1}\) decays into the ground state \(\ket{0}\) at a constant rate \(\gamma\). This corresponds to a Master equation with a single Lindblad operator \(L := \sqrt{\gamma}\ket{1}\bra{0} + \ket{0}\bra{1}\) and no coherent contribution:

\[
\mathcal{L}(\rho) := L\rho L^\dagger - \frac{1}{2}L^\dagger L\rho - \frac{1}{2}\rho L^\dagger L = \gamma \left(\ket{0}\bra{0} \cdot \ket{1}\bra{1} - \frac{1}{2}\ket{1}\bra{1} - \frac{1}{2}\rho\ket{1}\bra{1}\right). \tag{4.11}
\]

A straightforward calculation shows that:

\[
\eta_{tr}[e^{t\mathcal{L}}] = \begin{cases} e^{-\gamma t}, & 0 \leq t \leq (\log 2)/\gamma; \\ e^{-\gamma t^2/2}/\sqrt{4(1-e^{-\gamma t})}, & t \geq (\log 2)/\gamma. \end{cases}
\]

The contraction maximum in the contraction measure is attained for \(\varphi = \ket{1}\), when \(0 \leq t \leq (\log 2)/\gamma\), and for \(\varphi \propto \ket{1} + \sqrt{1-2e^{-\gamma t}}\ket{0}\) otherwise. Thus, \(\eta_{tr}[e^{t\mathcal{L}}]\) decays asymptotically in time as \(e^{-\gamma t^2/2}\), and not as \(e^{-\gamma t}\), which one would expect from the analogous classical noise process (the classical Markov map has eigenvalues 0 and \(-\gamma\), whereas the Liouvillian (4.11) has two additional eigenvalues \(-\gamma/2\).

By Proposition 48 the semigroups \((e^{t\mathcal{L}})^{\otimes n}\) exhibit a trace-norm cutoff at times \(t_n = (\log n)/\bar{\nu}\) for some \(\bar{\nu}\) with \(\bar{\lambda} = \gamma/2 \leq \bar{\nu} \leq 2\bar{\lambda} = \gamma\). \(\bar{\nu}\) can be computed explicitly by using \(\|T_t^{\otimes n}(1 - \psi)\|_{\infty} = e^{-\gamma t}\) in Eqn. (4.10), or from the proof of Proposition 48 by writing \(\psi\) as a linear combination of eigenvectors of \(\mathcal{L}^\ast\):

\[
\psi = \ket{0}\bra{0} = \mathbb{1} - \ket{1}\bra{1}, \tag{4.12}
\]

where \(\mathbb{1}\) and \(\ket{1}\bra{1}\) are eigenvectors of \(\mathcal{L}^\ast\) with eigenvalues 0 and \(-\gamma\), respectively. Thus, \(\bar{\nu} = \gamma = 2\bar{\lambda}\), and the cutoff occurs at times \(t_n = (\log n)/\gamma\).

For system size \(n\) it thus takes time \(O(\log n)\) before convergence happens, even though the Liouvillians

\[
\mathcal{L}^{(n)} = \mathcal{L} \otimes \mathbb{1} \otimes \ldots \otimes \mathbb{1} + \mathbb{1} \otimes \mathcal{L} \otimes \ldots \otimes \mathbb{1} + \ldots + \mathbb{1} \otimes \mathbb{1} \otimes \ldots \otimes \mathcal{L}, \tag{4.13}
\]

which generate the semigroups \(T_t^{(n)} = e^{t\mathcal{L}^{(n)}}\), have a gap \(\bar{\lambda}^{(n)} = \bar{\lambda} = \gamma/2\) which is independent of \(n\). Therefore, this example refutes the conventional wisdom whereby “the gap governs the convergence time”.

If, in addition to the Liouvillian (4.11), there are also processes with Lindblad operators \(\sqrt{\beta}\ket{0}\bra{0}\) and \(\sqrt{\beta}\ket{1}\bra{1}\) acting on each qubit, then the steady state \(\psi\) and its decomposition (4.12) into eigenvectors of the dual evolution operator are as above (in particular,
$\bar{v} = \gamma$, and a cutoff occurs at times $t_n = (\log n)/\gamma$. In this new situation, however, the gap is given by $\bar{\lambda} = \min\{\gamma, (\gamma + \alpha + \beta)/2\}$, which shows that the bounds on the cutoff time given by Proposition 48 and implied by Theorem 45 are tight.
5.1 Dissipative state preparation

The reliable and efficient preparation of entangled states has been one of the main tasks in quantum information science since the birth of the field. The effort has been driven on the one hand by the desire to understand these quintessentially non-classical states of matter, and on the other, by their promise as building blocks for quantum information processing tasks. In particular, bipartite maximally entangled states constitute the gold standard of entanglement theory, which in turn is believed to be the main ingredient responsible for the additional information processing power of quantum machines over classical ones. As maximally entangled states are such an important resource in many quantum information processing protocols (ex: repeaters, cryptography), having access to a reliable source of them cannot be overestimated. Since the advent of quantum information science, noise has been considered a detrimental element in a physical setup, causing decoherence which must at all cost be avoided. A few years ago, however, it has been suggested that dissipative noise can be used as a resource for quantum information processing, abetting in the preparation of entangled states [VWC09, DMK+08, KBD+08].

The first experimental studies along these lines [LHN+11, KMJ+11] have shown these new ideas to be realistic and promising as a new path for harnessing the potential of quantum information. In this section, we consider two $\Lambda$-atoms trapped in a single mode cavity QED setup [PCZ96, DRBH95] coherently driven by a classical optical field and a microwave or Raman field. We demonstrate that a maximally entangled stationary state of the two atoms can be prepared dissipatively with very high fidelity. In this scheme, the two atoms are rapidly driven into a singlet state, independent of the initial state of the system, and without need for any unitary feedback control. Consequently, the lifetime of the state is dictated by the lifetime of the experiment. We identify the relevant interactions by systematically truncating the Hilbert space of the problem using an effective operator formalism based on second order perturbation theory of the excited states. This gives us an effective master equation from which all of the desired performance measures can be analytically derived. In particular, we analyze the optimal stationary-state fidelity and the convergence time as a function of system parameters. We show that the fidelity of our scheme scales quadratically better in the cooperativity (the invariant quality measure of the cavity QED setup) than any known coherent unitary protocol. Our analysis thus
indicates that dissipative state preparation is more than just a new conceptual approach, but can allow for significant improvement as compared to preparation protocols based on coherent unitary dynamics.
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Preparing entangled states faithfully and reliably has been one of the major challenges in the field of experimental quantum information science, where a plethora of different systems has been investigated [1]. In particular, several schemes based on cavity QED have been proposed (see, e.g., [2–8]), and these schemes have been used to generate entanglement of atoms using microwave cavities [9,10].

Traditionally, it has been assumed that noise can only have detrimental effects in quantum information processing. Recently, however, it has been suggested [11–14], and realized experimentally [15], that the environment can be used as a resource. In particular, it was shown in Ref. [11] that universal quantum computation is possible using only dissipation, and that a very large class of states, known as tensor product states [16,17], can be prepared efficiently. On general grounds, one may argue that dissipative state preparation can have significant advantages over other state preparation methods by converting a detrimental source of noise into a resource. Whether this is really true can, however, only be determined by considering concrete physical systems. To answer this question we study the generation of entanglement in high finesse optical cavities [18–20]. Generating entanglement in this system by unitary evolution has been studied in great detail theoretically (see, e.g., [2–5]) and the limitations coming from dissipation are thus well understood. We find that dissipative state preparation leads to higher fidelity entangled states than schemes based on unitary dynamics for this system. Our results thus indicate that dissipative state preparation is more than just a new conceptual approach, but may also be of significant advantage in practice.

In this Letter, we suggest a dissipative scheme for preparing an entangled state of two $\Lambda$ atoms in an optical cavity, with detunings as depicted in Fig. 1(a). Our scheme can be understood from Fig. 1(b), which describes the effective coupled ground states of the atoms in the cavity. A microwave field shuffles the three triplet state around while the cavity interaction causes a transition $|00\rangle|0\rangle \rightarrow |S\rangle|1\rangle$ followed by a rapid decay to $|S\rangle|0\rangle$. The latter is coupled to $|11\rangle|1\rangle$ which then decays to $|11\rangle|0\rangle$. Here the first ket in the pair refers to the atoms, the second to the cavity photon number, and $|S\rangle = (|10\rangle - |10\rangle)/\sqrt{2}$ is the singlet state. The first cavity transition $|00\rangle|0\rangle \rightarrow |S\rangle|1\rangle$ is shifted by $g^2/\Delta$ due to the interaction of the photon with a single atom in state $|1\rangle$ in the final state $|S\rangle|1\rangle$, while the second transition $|S\rangle|0\rangle \rightarrow |11\rangle|1\rangle$ is shifted by twice that amount, $2g^2/\Delta$, due to the interaction of the photon with two atoms in state $|1\rangle$. Setting the cavity detuning equal to $g^2/\Delta$ will greatly favor the transition to the singlet state and strongly suppress the transition away from it. Thus, essentially all of the population is driven into the maximally entangled singlet state.

Our protocol actively exploits the cavity decay to drive the system to a maximally entangled stationary state. The only generic source of noise left in the system is then the one coming from spontaneous emission. This leads, quite remarkably, to a linear scaling of the fidelity with the cooperativity [see the inset in Fig. 1(c)], which is in contrast to schemes based on controlled unitary dynamics, where there are two malevolent noise sources, cavity and atomic decay, typically resulting in a weaker square root scaling of the fidelity [2–6].

We point out that a similar study to ours has been conducted by Wang and Schirmer [21], where they consider a detuning of the energy levels in order to break the symmetry in the system, and guarantee a unique steady state. It can be shown that their scheme, when adapted to optical cavities, does not give a linear scaling of the fidelity [22], but rather the square root, as for coherent unitary protocols.

In the following, the system-environment interaction will be assumed Markovian, and can thus be modeled by a master equation in Lindblad form:

$$\dot{\rho} = [\rho, H] + \sum_j L_j \rho L_j^\dagger - \frac{1}{2} (L_j^\dagger L_j \rho + \rho L_j^\dagger L_j),$$

where the $L_j$‘s are the so-called Lindblad operators. We derive a master equation for the ground states of the...
This is achieved in our setup, by constructing an effective Hamiltonian \( \hat{H}_\text{eff} = \hat{H}_0 + \hat{H}_g + \hat{V}_+ + \hat{V}_- \),
\[
\hat{H}_0 = \delta_0 \hat{a}^\dagger \hat{a} + \Delta (|e\rangle \langle e| + |e\rangle \langle e|) + [g|e\rangle_1(1 + |e\rangle_2(1)|a + \text{H.c.}],
\]
\[
\hat{H}_g = \frac{\Omega_{\text{MW}}}{2} (|1\rangle_1(0) + |1\rangle_2(0) + \text{H.c.}),
\]
\[
\hat{V}_+ = \frac{\Omega}{2} (|e\rangle_1(0) - |e\rangle_2(0)),
\]
where \( \hat{V}_- = V_+ \), \( g \) is the cavity coupling constant, \( a \) is the cavity field operator, \( \Omega \) represents the optical laser driving strength, and \( \Omega_{\text{MW}} \) the microwave driving strength. On top of the Hamiltonian dynamics, two sources of noise will inherently be present: spontaneous emission of the excited state of the atoms to the lower states with decay rates \( \gamma_j \); and cavity leakage at a rate \( \kappa \). We assume for convenience that the spontaneous emission rates are the same for decaying to the \( |0\rangle \) and to the \( |1\rangle \) states (i.e., \( \gamma_0 = \gamma_1 = \gamma/2 \)). This translates into five Lindblad operators governing dissipation
\[
L^e_\text{eff} = \sqrt{\kappa} \hat{a}, \quad L^m_\text{eff} = \sqrt{\gamma/2} |0\rangle_1(1), \quad L^c_\text{eff} = \sqrt{\gamma/2} |0\rangle_2(2),
\]
\[
L^m_j = \sqrt{\gamma/2} |1\rangle_1(1), \quad L^c_j = \sqrt{\gamma/2} |1\rangle_2(2).
\]
If the optical pumping laser is sufficiently weak, and if the excited states are not initially populated, then the excited states of the atoms, as well as the excited cavity field modes, can be adiabatically eliminated. The resulting effective dynamics will describe two-level systems in a strongly dissipative environment. To second order in perturbation theory, the dynamics are then given by the effective operators [22]:
\[
\hat{H}_\text{eff} = \frac{1}{2} [\hat{V}_- \hat{H}_\text{SH} \hat{V}_+ + \hat{V}_+ (\hat{H}_\text{SH}^\dagger) \hat{V}_-] + \hat{N}_H,
\]
\[
\hat{L}_{\text{eff}, j} = L_j \hat{H}_\text{SH} \hat{V}_+,
\]
where \( \hat{H}_\text{SH} = \hat{H}_0 - \frac{i}{2} \sum_j L_j \) is a non-Hermitian Hamiltonian describing the nonunitary dynamics of the excited states which we eliminate. Applying the above equations to our setup, and keeping only terms to lowest order in \( \Omega \), the operators in the effective Master equation can be evaluated explicitly, yielding the effective Hamiltonian and principle Lindblad operator
\[
\hat{H}_\text{eff} = \frac{1}{2} \Omega_{\text{MW}} (|1\rangle_1(0) + |1\rangle_2(0) + \text{H.c.}) + \frac{\Omega^2}{\Delta}
\]
\[
\hat{L}_\kappa = \sqrt{\frac{g^2 g^2/\Delta - \delta^2 + (\kappa/2 + \gamma/2) \Delta^2} {[S](00)}
\]
\[
\hat{L}_\kappa = \sqrt{\frac{g^2 g^2/\Delta - \delta^2 + (\kappa/2 + \gamma/2) \Delta^2} {[S](11)}.
\]
The principal Lindblad operator \( L_{\text{eff}}^\gamma \) describes the decay from \( \ket{00} \) to \( \ket{S} \) at a rate \( \kappa_{\text{eff},1} \) and from \( \ket{S} \) to \( \ket{11} \) at a rate \( \kappa_{\text{eff},2} \). The effective decay rates \( \kappa_{\text{eff},1}, \kappa_{\text{eff},2} \), equal to the square of the first coefficient, are much smaller than the cavity decay \( \kappa_{\text{eff},1} \ll \kappa \), such that the two decays happen sequentially. The first term in the denominators represents the effective detuning of the cavity which is shifted by \( g^2/\Delta \) by each atom in state \( \ket{1} \) in the final state. Setting the cavity detuning equal to the cavity line shift from a single atom and ensuring that this is much larger than the cavity loss (\( g \)), the cavity detuning equals the cavity line shift shifted by \( g^2/\Delta \). The effective detuning of the cavity which is proportional to the gap (the square of the first coefficient, are much smaller than the cavity decay \( \kappa_{\text{eff},1} \ll \kappa \), such that the two decays happen sequentially. The first term in the denominators represents the effective detuning of the cavity which is shifted by \( g^2/\Delta \) by each atom in state \( \ket{1} \) in the final state. Setting the cavity detuning equal to the cavity line shift from a single atom and ensuring that this is much larger than the cavity loss (\( g \)).

For comparison, in a controlled unitary dynamics protocol, the fidelity will suffer errors coming from spontaneous emission on the one hand, and from cavity decay on the other. Decreasing one of the error sources will typically increase the other in such a way that the optimal value of the fidelity is \( 1 - F \approx 1/\sqrt{C} \) [6]. Indeed, to the best of our knowledge, all entangled state preparation protocols based solely on controlled unitary dynamics scale at best as \( 1/\sqrt{C} \) [2–5]. This means that the linear scaling of the fidelity from Eq. (11), is a quadratic improvement as compared to any known closed system entanglement preparation protocol. We note, however, that it is possible to beat this if one exploits measurement and feedback [6–8]. As mentioned previously, the reason for this improvement stems from the fact that cavity decay is used as a resource in our dissipative scheme, so that the only purely detrimental source of noise is the spontaneous emission. We point out as well that some systems, such as Circuit QED [10,23], are ill suited for measurement feedback schemes, as single photon detection can be a severe experimental hurdle. For such systems, it could very well be that a dissipative scheme is more favorable in practice.

The above analysis has been conducted without any consideration of the speed of convergence. We now show, that the entangled stationary state can be reached rapidly. In Fig. 2, we simulate the dynamics of the full master equation for an appropriate set of parameters. Starting from an arbitrary initial state, the populations of the triplet states undergo rapid coherent oscillations with an envelope decaying at a rate proportional to the gap (the smallest nonvanishing real part of an eigenvalue of the Liouvillian), while the singlet state converges to its maximum value at the same rate.
For a given cavity, $g$, $\kappa$, and $\gamma$ can be considered fixed by experimental constraints, and the speed of convergence is primarily governed by the magnitudes of $\Omega$ and $\Omega_{MW}$. The speed of convergence can be increased by increasing the driving laser strength ($\Omega$), but the latter can not be too large otherwise perturbation theory breaks down, and the excited cavity and atomic states can no longer be ignored. Furthermore, $\Omega_{MW}$ can not be too small with respect to $\{\kappa_{eff}, \gamma_{eff}\}$, otherwise the coherent shuffling of the triplet states will not be sufficiently strong to keep them at equal population. The inset in Fig. 2 shows how the maximal fidelity scales as a function of the gap for a specific set of cavity parameters. The curve is plotted by optimizing the fidelity, for given fixed values of the gap, with respect to $\{\Omega, \Omega_{MW}\}$, for fixed values of $\{\Delta, \delta\}$ (those which are optimal for small $\Omega$). There is clearly a trade-off between the accuracy of the dissipative state preparation protocol and the speed at which one reaches the stationary state, but close to optimal fidelity the dependence is weak.

Present day experimentally achievable values for the cooperativity are around $C \approx 30$ [18–20]. This puts our scheme at $\sim 90\%$ fidelity with respect to the singlet state. While this is still limited, the prospect for improving it is much more promising with the current protocol than for protocols based on controlled unitary dynamics; e.g., decreasing the error by and order of magnitude would require improving the cavity finesse by a factor of 10 as opposed to a factor of 100 with the square root scaling. Figure 2 shows that the stationary state is reached in a time $\sim 1000/g$, which yields for $g = (2 \pi) 35$ MHz [18] a convergence time of roughly $5 \mu s$ starting from an arbitrary initial state. This is much faster than typical decoherence time scales for this system.

We have investigated the possible advantage of dissipative state preparation by proposing a novel scheme for the preparation of an entangled state of two trapped atoms in an optical cavity. From both analytical and numerical evidence, we give the scaling of the error explicitly, and show that the stationary state is reached rapidly. Our results indicate that not only can one produce entanglement dissipatively in a simple cavity system, but, to the best of our knowledge, the scaling of the fidelity for such entanglement preparation is better than any existing coherent unitary protocol. These results are an indication that an approach based on dissipation can be very fruitful for state preparation, as one manifestly can transform a previously undesirable noise source into a resource. It would be interesting to see if one could obtain similar results in related systems such as trapped ions or solid state based quantum devices, where dissipation traditionally plays a detrimental role.
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5.1 Dissipative State Preparation

5.1.1 Dissipative Preparation of Graph States

In this section, we consider the dissipative preparation of graph states. This task was considered in [VWC09, KBD+08], where it was shown that a set of local Lindblad operators can be constructed in a way analogous to Eqn. (4.13) such that the unique stationary state of the process is the desired graph state and that the spectral gap of the process is independent of the number \( n \) of particles or stabilizer operators.

We complete this analysis by showing that the convergence time, measured in trace-norm, scales as \( \log n \) with the system size. Trace-norm convergence is the relevant quantity to consider in this case, as it quantifies the maximal failure probability when the graph state is used for further quantum information processing, like the cluster state for measurement-based quantum computing. We actually show that the dissipative preparation of graph states exhibits a cutoff (in trace-norm) at times of order \( O(\log n) \) in the sense of Definition 42. Although still efficient, the \( \log n \) scaling of the preparation time again indicates that the gap does not fully determine the convergence behavior.

**Proposition 49** (Dissipative preparation of graph states). Any graph state on \( n \) sites, associated to a graph of maximal degree \( k \), can be prepared dissipatively in a time of order \( \log n \) by using \( n \) Lindblad operators that are at most \( k \)-local.

In fact, for large \( n \), the preparation procedure described in [VWC09, KBD+08] takes exactly time \( t_n = (\log n)/\gamma \) to converge to the desired graph state, where \( \gamma \) is the decay rate \((\gamma/2 = \text{spectral gap})\) of each local Lindblad operator and when starting from the most disadvantageously chosen initial state.

**Proof.** Given a set \( \{S_k\}_{k=1}^n \) of stabilizer operators, the unique state which is an eigenstate of \( S_k \) with eigenvalue \(+1\) for every \( k \) is called a stabilizer state. Graph states [HDE+05] are a special case of these and can be described by an undirected graph with \( n \) vertices. The stabilizer operators of the graph state are then \( S_k = \sigma_k^z \prod_{j \in \text{nbhd}(k)} \sigma_j^z \), where \( \text{nbhd}(k) \) denotes the set of all vertices connected to vertex \( k \) by an edge.

The stabilizer operators of a graph state uniquely defines a “graph basis”, written as \( \{|\Phi_{i_1,\ldots,i_n}\rangle\}_{i_j \in \{0,1\}} \), by \( S_k |\Phi_{i_1,\ldots,i_n}\rangle = (-1)^{i_k} |\Phi_{i_1,\ldots,i_n}\rangle \). These basis vectors satisfy \( \sigma_k^z |\Phi_{i_1,\ldots,i_k=1,\ldots,i_n}\rangle = |\Phi_{i_1,\ldots,i_k=0,\ldots,i_n}\rangle \), and the “graph state” is \( |\Phi_{0,\ldots,0}\rangle \).

Define the \( n \) Lindblad operators [KBD+08] \((k = 1, \ldots, n)\)

\[
L_k = \sqrt{\gamma} \sigma_k^z \frac{1 - S_k}{2},
\]

and observe that \( L_k |\Phi_{i_1,\ldots,i_k=1,\ldots,i_n}\rangle = \sqrt{\gamma} |\Phi_{i_1,\ldots,i_k=0,\ldots,i_n}\rangle \); and \( L_k |\Phi_{i_1,\ldots,i_k=0,\ldots,i_n}\rangle = 0 \). Thus, in the graph basis, each of these Lindblad operators acts as one term of the sum (4.13) acts in the computational basis. Therefore, together they act like the tensor product of amplitude damping channels in subsection 4.3.1, now with the graph state as the stationary state. Proposition 48 or, more explicitly, subsection 4.3.1 thus prove a cutoff at times \((\log n)/\gamma \) for the preparation of graph states.

Note in particular, Proposition 49 shows that, for the procedure described by Eqn. (5.1), there exist some initial states for which one can guarantee convergence not to occur before time \((\log n)/\gamma \).
5.2 Dissipative computation

This section can be seen as a detailed exposition of the proof in [VWC09] that dissipative quantum computation can efficiently simulate circuit quantum computation.

5.2.1 Dissipative quantum computation on $H_2^\otimes N \otimes H_{M+1}$ with quasi-local Lindblad operators

Consider an $N$ qubit quantum circuit consisting of a sequence of $M \in \mathbb{N}$ 2-local unitary gates $\{U_t\}_{t=1}^M$. Suppose that the input of the computation is encoded in the circuit, and define an initial reference state of the circuit $|0\rangle^\otimes N$, so that the intermediate state of the computation after a “time” $t \leq M$ is

$$|\psi_t\rangle = U_t U_{t-1} \ldots U_1 |0\rangle^\otimes N,$$

where $|\psi_M\rangle$ is the final, desired, state of the computation. It is understood that an efficient computation is on for which $M$ scales as poly$(N)$.

Our goal is to prepare an open quantum system, accurately modeled by a time-independent Markovian master equation, which relaxes rapidly\(^1\) to a unique stationary state from which $|\psi_M\rangle$ can be read off efficiently. In other words, we will prepare a time-independent master equation $\dot{\rho} = L(\rho)$ with a Liouvillian in Lindblad form

$$L(\rho) = i[\rho, H] + \sum_k L_k \rho L_k - \frac{1}{2} \{L_k^\dagger L_k, \rho\}.$$  (5.3)

We want to construct local $\{L_k, H\}$ which guarantee that (i) the master equation has a unique stationary state $\rho_{ss}$, (ii) $\psi_M$ can be read of from $\rho_{ss}$ in a time poly$(N, M)$, (iii) the relaxation time of the semigroup is of order poly$(N, M)$.

As in Feynman’s construction of a quantum simulator, we consider a Hilbert space split into a logical part consisting of $N$ qubits, and a time register with states $\{|t\rangle\}_{t=0}^M$. We define the Lindblad operators of the system:

$$L_i = \sqrt{\gamma} |0\rangle_i \langle 1 | \otimes |0\rangle_i \langle 0|,$$

$$L_\alpha = \sqrt{\gamma} (U_\alpha \otimes |\alpha + 1\rangle \langle \alpha| + U_\alpha^\dagger \otimes |\alpha\rangle \langle \alpha + 1|),$$

where $i = 1, \ldots, N$ and $\alpha = 0, \ldots, M^2$. $|0\rangle_i \langle 1 |$ is short-hand notation for $id_{2^{i-1}} \otimes |0\rangle \langle 1 | \otimes id_{2^{N-i}}$, whereas the $t$ subscript in (5.4) is just meant as a reminder that we are referring to the time registry. Our construction can be described purely dissipatively; i.e. we let $H = 0$. We assume for simplicity that the frequency ($\gamma$) of the two Lindblad operators is the same, but this is not necessary. Clearly, the Lindblad operators act locally on the qubits, but non-locally on the time register. Later, we will show that the time register can be efficiently encoded locally as well.

\(^1\)Provided the computation was efficient.

\(^2\)Throughout this section, the logical subspaces will be indexed by a latin letter (usually $i$), while the time degrees of freedom will be indexed by a greek letter (usually $\alpha$).
5.2 Dissipative Computation

It is easy to check that

\[ \rho_{ss} = \frac{1}{M+1} \sum_{t=0}^{M} |\psi_t\rangle \langle \psi_t| \otimes |t\rangle \langle t| \]  

(5.6)

is a stationary state of the master equation. It is also the unique stationary state of the system, because Eqns. (5.4) and (5.5) satisfy the Davies-Frigiero-Spohn criterion (11). Later, by analyzing the spectrum of \( \hat{L} \), we will also see directly that the fixed point is unique.

The outcome of the computation can manifestly be extracted from \( \rho_{ss} \) with probability \( \frac{1}{(M+1)} \) by measuring the time register. Therefore, all that is left to show is that the semigroup relaxes in a time which is \( \text{poly}(N, M) \).

We now state the main theorem of this section:

**Theorem 50.** The quantum Markov semigroup defined by the Lindblad operators of Eqns. (5.4), (5.5) converges to its unique stationary state in a time which scales, at worst, as \( t_{\text{mix}} = O(NM^3 \log M) \).

For now, we prove the theorem for the case of an \((M+1)\)-state time register. In the next section, we will show that the time register can be replaced by the unary encoding of Kitaev, without changing the order of the convergence time.

It turns out to be more convenient to work in the Linear operator representation. By Proposition 18, we have

\[ 2\eta[e^{t\hat{L}}] = \sup_{\phi \in \mathcal{S}_i^k} ||e^{t\hat{L}}(\phi) - \rho_s||_1 \leq \sqrt{2d}||e^{t\hat{L}} - \hat{T}_\infty|| \]  

(5.7)

The dimensional factor of \( \sqrt{d} = 2^{N/2} \sqrt{M+1} \) translates to a factor of \( \mathcal{O}(N \log M) \) in the convergence time bound.

In the linear operator picture, and using the canonical Matrix basis, the Liouvillian is given by \( \hat{L} = \hat{L}_{\text{init}} + \hat{L}_{\text{comp}} \), where, given that the Lindblad operators are real,

\[ \hat{L}_{\text{init}} = \sum_{i=1}^{N} L_i \otimes L_i - \frac{1}{2}(L_i^\dagger L_i \otimes 1 + 1 \otimes L_i^\dagger L_i) \]  

(5.8)

\[ \hat{L}_{\text{comp}} = \sum_{a=0}^{M} L_a \otimes L_a - \frac{1}{2}(L_a^\dagger L_a \otimes 1 + 1 \otimes L_a^\dagger L_a) \]  

(5.9)

In order to bound the convergence time, we first estimate the gap of \( \hat{L} \), and then show that the prefactor cannot be too large. The trick, in bounding the gap, is to apply two successive similarity transformations to this Liouvillian, which bring it into a more tractable form. The first serves to eliminate the unitaries in Eqn. (5.4), and the second serves to bring the logical subsystem into diagonal form.

Consider the unitary operator

\[ W = \sum_{\alpha} U_{\alpha-1}...U_1 \otimes |\alpha\rangle_i \langle \alpha|, \]  

(5.10)

then the unitary transformation \( W^\dagger \otimes W^\dagger \hat{L} W \otimes \hat{W} \) leaves \( \hat{L}_{\text{init}} \) unchanged, but reduces the Lindblad operators in \( \hat{L}_{\text{comp}} \) to \( L_a = 1 \otimes \tilde{L}_a \) with \( \tilde{L}_a = \gamma(|\alpha\rangle_i \langle \alpha+1| + |\alpha+1\rangle_i \langle \alpha|). \)
This unitary transformation renders the convergence rate of the Liouvillian independent of the actual nature of the computation. Without loss of generality, we therefore assume from now on that \( \forall \alpha : U_\alpha = 1 \). The only two parameters which determine the speed of the computation are the number of two qubit gates \((M + 1)\) in the circuit, and the number of logical qubits involved in the computation \((N)\).

The critical step in proving rapid convergence of this process is to perform a similarity transformation which casts the map \( e^{t\hat{L}} \) into block diagonal form. The similarity transform considered is \( Y = 1_{qq} \otimes 1_{tt} + (X \otimes N - 1_{qq}) \otimes (\sum_{\alpha=0}^{M} |\alpha\rangle_1 \langle \alpha|_t) \), where

\[
X = \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}
\]  

(5.11)

It can easily be checked that \( Y^{-1} = Y \). We point out also that the ordering of the indices has been changed here. Indeed, the Hilbert space ordering is now \( \mathcal{H}_q \otimes \mathcal{H}_q \otimes \mathcal{H}_t \otimes \mathcal{H}_t \), where the doubling of logical (q) and time (t) degrees of freedom is a consequence of the linear operator representation of the map. Applying this similarity transformation to \( \hat{L} \), one obtains (after a slightly tedious calculation):

\[
\hat{L} = Y \hat{L} Y = \hat{L}_{\text{init}} + \hat{L}_{\text{comp}}
\]  

with

\[
\hat{L}_{\text{init}} = -\frac{1}{2}\gamma \sum_i (|1\rangle_i \langle 1| \otimes 1_q \otimes |0\rangle_t \langle 0| \otimes 1_t \otimes 1_q \otimes |0\rangle_t \langle 0|)
\]  

(5.12)

\[
\hat{L}_{\text{comp}} = 1_{qq} \otimes \hat{L} \equiv \sum_\alpha 1_{qq} \otimes (\hat{L}_\alpha \otimes \hat{L}_\alpha - \frac{1}{2}(\hat{L}_\alpha^+ \hat{L}_\alpha + 1_t \otimes \hat{L}_\alpha^+ \hat{L}_\alpha))
\]  

(5.13)

Clearly, \( \hat{L} \) is diagonal in the logical basis, and its block diagonal elements can be rewritten explicitly as

\[
L_{ij} = \hat{L} - \frac{1}{2}(\gamma_i |0\rangle_t \langle 0| \otimes 1_t + \gamma_j |0\rangle_t \langle 0|)
\]  

(5.14)

where \( \gamma_i = \gamma \sum_{k=1}^{N} i_k \) is the number of ones in the binomial expansion of the block diagonal index. Each block can then be further decomposed into: one dimensional blocks with values \((-2\gamma), -\frac{1}{2}(3\gamma + \gamma_i), -\frac{1}{2}(3\gamma + \gamma_j); \) two dimensional blocks of the form

\[
-\frac{1}{2} \begin{pmatrix}
3\gamma + \gamma_i & -2\gamma \\
-2\gamma & 3\gamma + \gamma_j
\end{pmatrix}, \gamma \begin{pmatrix}
-2 & 1 \\
1 & -2
\end{pmatrix}
\]  

(5.15)

and tridiagonal matrices of the form \( (\gamma E - \frac{1}{2}(\gamma_i + \gamma_j)V) \), where

\[
E = \begin{pmatrix}
-1 & 1 & 1 \\
1 & -2 & 1 \\
1 & -2 & 1
\end{pmatrix}, \quad V = \begin{pmatrix}
1 & 0 \\
0 & 1 \\
\ldots & \ldots
\end{pmatrix}
\]  

(5.16)

\( E \) is the generator of a stochastic matrix, which has been extensively studied in the context of Markov chains, and is often called a \textit{homogeneous birth and death chain}. Its eigenvalues, eigenvectors, and convergence rate can be calculated analytically [DLP08].
We now use some of the contraction properties from the first section along with some basic bounds on the eigenvalues of Markov chains in order to get upper bounds on the convergence of this semigroup. Properties of the operator norm tell us that it is sufficient to bound each of the block diagonal elements separately. By inspection, it is clear that the one- and two-dimensional blocks have spectra whose real part is bounded above by \(-\frac{1}{2}\). As the dimension of the blocks and the gap are independent of \((N, M)\), and the multiplicity of the blocks does not affect the convergence time, it follows that these blocks do not contribute to the convergence for increasing \((N, M)\). Therefore, we can restrict our attention to the convergence of the tridiagonal blocks.

The effective dimension of each tridiagonal block is \((M + 1)\), so that directly invoking Prop. 20, and the comments following it, we see that in order to prove polynomial convergence time, it is sufficient to bound the gap of the process. In particular, the prefactor can only contribute an order \(O(M^4)\) to the mixing time. Below, we improve this bound as well as bounding the gap.

The spectrum of \(E\) is given by

\[
\lambda_k = 2(\cos \left[ \pi k / (M + 1) \right] - 1), \quad (k = 0, 1, ..., M).
\]

Clearly, the eigenvalues of \(E\) are all non-degenerate, and 0 is an eigenvalue. We therefore get

\[
\| e^{tE} - \hat{T}_\infty \| = \| \sum_{k=0}^M e^{\lambda_k} |\phi_k\rangle \langle \phi_k | - |\phi_0\rangle \langle \phi_0 | \| \leq \sum_{k=1}^M e^{\lambda_k} \leq Me^{\lambda_1},
\]

which leads to a mixing time for \(E\) of \(O(M^2 \log M)\). The convergence time of this Markov chain actually is \(O(M^2)\), but this improvement is irrelevant to us, as we anyhow picked up a \(\log M\) term by bounding the contraction coefficient by the operator norm in Eqn. (5.7). Thus, we have proved that the tridiagonal block with \(\gamma_i = \gamma_j = 0\) converges in a time which scales as \(O(NM^2 \log M)\). What about the other blocks?

First note that adding \(-\frac{1}{2}(\gamma_i + \gamma_j)V\) to \(\gamma E\) will decrease each eigenvalue individually. Therefore, the blocks with \(\gamma_i + \gamma_j = 1\) have the longest convergence times of any block, except possibly the one with \(\gamma_i = \gamma_j = 0\). In order to compare these two cases, we only need to compare their gaps, as the prefactor is determined by the multiplicities in the rest of the spectrum, which do not occur in our case. We use a Lemma from [KSV00]:

**Lemma 51** (Kitaev). Let \(A_1, A_2 \geq 0\), and let \(N_1, N_2\) be their null spaces, where \(N_1 \cap N_2 = \{0\}\). Let \(\Delta\) be the minimum of the gaps of \(A_1, A_2\), then

\[
A_1 + A_2 \geq 2\Delta \sin^2 \frac{\theta}{2},
\]

where \(\theta\) is the angle between \(N_1\) and \(N_2\).

We can estimate the square of the cosine of the angle \(\theta\) between the null spaces of \(E\) and \(M\) explicitly:

\[
\cos^2 \theta = \max_{|\psi\rangle \in N_1} \langle \psi | P_{N_2} | \psi \rangle
\]

where \(P_{N_2}\) is the projector onto \(N_2\). This can easily be seen to be bounded as \(\cos^2 \theta \leq 1 - 1/M\). Thus, the gap of \((\gamma E - \frac{1}{2}(\gamma_i + \gamma_j)\sqrt{V})\) is of order \(O(\sqrt{M^{-3}})\). Hence, putting all
other elements together, we have shown that the Master equation defined by Eqns. \((5.4)\) and \((5.5)\) converges in a time of order \(O(NM^3 \log M)\).

### 5.2.2 Unary encoding of the time register, i.e DQC on \(H_2^\otimes(N+M)\)

Having shown that the quantum Markov semigroup defined by Eqns. \((5.4)\), \((5.5)\) converges to its fixed point in poly-times, we now move on to showing that it is possible to encode the \((M+1)\) states of the time register on \(M\) qubits in such a way that the convergence remains rapid. The encoding is the simple mapping which identifies an integer \(t = 0, 1, \ldots, M\) with the state \(|1\ldots10\ldots0\rangle\) with \(t\) consecutive ones followed by \((M-t)\) zeros. The all-zeros state corresponds to the \(|0\rangle\) state of the original time register. We denote by \(Q\) the space spanned by the \((M+1)\) vectors of the above encoding and \(Q^\perp\) its \((2^M - M-1)\)-dimensional complement. States in \(Q\) will be referred to as allowed, while state in \(Q^\perp\) will be referred to as forbidden.

The operators in this unary encoding are transformed in the following way:

\[
|0\rangle_i |0\rangle \rightarrow |0\rangle_i |1\rangle, \quad |0\rangle_i |1\rangle \rightarrow |0\rangle_i |0\rangle \otimes |0\rangle_2 \otimes |0\rangle \\
|\alpha\rangle_i |\alpha\rangle \rightarrow |1\rangle_{\alpha} |1\rangle \otimes |0\rangle_{\alpha+1} \otimes |0\rangle \\
|M\rangle_i |M\rangle \rightarrow |1\rangle_{|M\rangle} |1\rangle_1 \otimes |0\rangle_2 \otimes |0\rangle_{M+1} \otimes |0\rangle \\
\]

We can then rewrite the Lindblad operators in their unary encodings:

\[
L^u_i = \gamma|0\rangle_i \langle 1| \otimes |0\rangle_1 \langle 0| \\
L^u_\alpha = \gamma_\alpha |0\rangle_\alpha \otimes \tilde{L}^u_\alpha 
\]

where \(\tilde{L}^u_\alpha\) is the unary encoding of \(\tilde{L}_\alpha\) from the transformations in Eqn. \((5.21)\), and the tensor product refers to the new partition \(H_2^\otimes N \otimes H_2^\otimes M\). As the transformation is surjective, the Lindblad operators act on \(Q\) in exactly the same manner as do Eqns. \((5.4)\) and \((5.5)\), on the Kitaev clock Hilbert space.

In order to guarantee the uniqueness of the fixed point, however, we need to add another set of Lindblad operators which act trivially on \(Q\), but "drain" \(Q^\perp\) of all of its elements. These operators are:

\[
L^\text{forb}_\alpha = \gamma |0\rangle_\alpha \otimes (|0\rangle_\alpha \otimes |0\rangle_\alpha \langle 1|), \quad (5.24)
\]

for \(\alpha = 1, \ldots, M\). It is easy to check, using the Davies-Frigiero-Spohn criterion (Prop. \[11\]), that the semigroup defined by Eqns. \((5.22)\), \((5.23)\), and Eqn. \((5.24)\) also has a unique stationary state which is simply the unary encoding of Eqn. \((5.6)\). We also apply rapid local dephasing noise on the qubits of the unary time register so that the timer states are separable throughout the computation.

We point out here, that unlike in the previous section, where considering more than just the gap for convergence was a question of cosmetics, as it only eliminated a factor of \(O(M^2)\), the naive bound on the pre-factor from Prop. \[20\] corresponds to a convergence time which is indeed exponential in \(M\). Hence, bounding the pre-factor is crucial for proving rapid convergence of the computation using the unary time register.
In order to be able to use some of the results and methods of the previous chapters, we
need to control the new set of Lindblad operators \( \{ L_{k_{\text{forb}}} \} \). In particular, it can be seen that
naively applying the unary encoding of the similarity transformation \( Y^u \) does not even
bring the logical subspace of \( \{ L_{k_{\text{forb}}} \} \) into block diagonal form. The important observation
here is that by splitting the unary time register into \( (Q) \) and \( (Q^\perp) \), we can actually bound
the convergence on the two subspaces separately. Note that:

- \( L^u_{\text{init}} + L^u_{\text{comp}} \) acts trivially on \( Q^\perp \)
- \( L_{\text{forb}} \) acts trivially on \( Q \)
- \( L_{\text{forb}} \) strictly depletes \( Q^\perp \)
- \( L^u_{\text{init}} + L^u_{\text{comp}} \) acts on \( Q \) in exactly the same way as the simple (non unary encoding)
  Liouvillian of the previous section.

We can exploit this structure in order to eliminate the contribution of \( L_{\text{forb}} \) in the conver-
gence. First observe that \( L_{\text{forb}} \) causes a transition in a forbidden state on average once
every "unit of time" \( \tau \equiv 1/\gamma \). Clearly, the (separable) forbidden state which requires
the most transitions (called "jumps" in quantum optics) before entering the subspace of
allowed states is \( |01...1\rangle \). The number of transitions necessary is \( (M-1) \). In other words,
we should expect the forbidden subspace to be essentially completely depleted in a time
\( O(M) \). We now make this argument rigorous.

We first bound the convergence of the full Liouvillian by the convergence of its parts. In
order to do so, we consider the Trotter expansion for
\[
e^{tL} = e^{(\hat{L}^u_{\text{init}} + \hat{L}^u_{\text{comp}}) + t\hat{L}_{\text{forb}}}
\]
By introducing the shorthand notation: \( \hat{T}_a = e^{(\hat{L}^u_{\text{init}} + \hat{L}^u_{\text{comp}})} \) and \( \hat{T}_f = e^{\hat{L}_{\text{forb}}} \), the Trotter formula reads:

\[
\lim_{m \to \infty} ||e^{tL} - (\hat{T}_a^{t/m}\hat{T}_f^{t/m})^m|| = 0. \tag{5.25}
\]

Using this, we bound the contraction of the full system by contraction of its parts as
follows. Observe that we can wlog. take the supremum over \( Q^\perp \), as otherwise \( L_{\text{perp}} \)
would not contribute to the contraction. Then, we show the following Lemma:

**Lemma 52.** Let \( \mathcal{M}_d \to \mathcal{M}_d \) be a Liouvillian which can be decomposed as \( \mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2 \). Given the partition \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \) of the Hilbert space with \( \mathcal{P}_{1,2} \) the projections
onto each part, assume that

- \( \mathcal{L}_1 (\rho_2) = 0 \) for all \( \rho_2 \in \mathcal{B}(\mathcal{H}_2) \)
- \( \mathcal{L}_2 (\rho_1) = 0 \) for all \( \rho_1 \in \mathcal{B}(\mathcal{H}_1) \)
- \( e^{t\mathcal{L}_1 (\rho_1)} \in \mathcal{B}(\mathcal{H}_1) \) for all \( \rho_1 \in \mathcal{B}(\mathcal{H}_1) \)

Then,

\[
(e^{t\mathcal{L}_1} e^{t\mathcal{L}_2})^m : \mathcal{P}_2 = \sum_{j=1}^{m} e^{(j-1)t\mathcal{L}_1} : \mathcal{P}_1 (e^{t\mathcal{L}_2} : \mathcal{P}_2)^{m-j} + \mathcal{P}_2 (e^{t\mathcal{L}_2} : \mathcal{P}_2)^m \tag{5.26}
\]
Proof. Note that for any \( \rho_2 \in B(\mathcal{H}_2) \), \( e^{tL_1}(\rho_2) = \rho_2 \), and similarly, for any \( \rho_1 \in B(\mathcal{H}_1) \), \( e^{tL_2}(\rho_1) = \rho_1 \). Note also that for \( \rho_2 \in B(\mathcal{H}_2) \), \( e^{tL_2}(\rho_2) = \mathcal{P}_1 e^{tL_2}(\rho_2) + \mathcal{P}_2 e^{tL_2}(\rho_2) \).

Now, using these facts, along with the observation that \( \mathcal{P}_1 \mathcal{P}_2 = \mathcal{P}_2 \mathcal{P}_1 = 0 \), one can evaluate Eqn. (5.26) explicitly.

It follows that for large enough \( m \), and any \( s \in (0,1] \),

\[
\sup_{\phi \in Q} ||e^{tL}(\phi) - \rho_{ss}||_1 \leq \sup_{\phi \in Q} ||(T_a^{t/m} T_f^{t/m})^m(\phi) - \rho_{ss}||_1
\]

\[
= \sup_{\phi \in Q} ||(T_a^{t/m} T_f^{t/m})^m(1-s) \sum_{k=1}^{ms} T_a^{kt/m} \mathcal{P}(T_f^{t/m} \mathcal{P}_\perp)^{ms-k} + \mathcal{P}_\perp (T_f^{t/m} \mathcal{P}_\perp)^{ms} \phi - \rho_{ss}||_1
\]

\[
\leq \sup_{\phi \in Q} ||(T_a^{t/m} T_f^{t/m})^m(1-s) \sum_{k=1}^{ms} T_a^{kt/m} \mathcal{P}(T_f^{t/m} \mathcal{P}_\perp)^{ms-k} (\phi) - \rho_{ss}||_1 + \sup_{\phi \in Q} ||\mathcal{P}_\perp (T_f^{t/m} \mathcal{P}_\perp)^{ms} \phi||_1
\]

The last inequality is obtained by monotonicity of the trace distance, and by noting that \( \sum_{k=1}^{ms} T_a^{kt/m} \mathcal{P}(T_f^{t/m} \mathcal{P}_\perp)^{ms-k} (\phi) \) has support in \( \mathcal{Q} \). Hence, we have expressed the convergence behavior of \( L'' \) in terms of the convergence of \( L''_{\text{init}} + L''_{\text{comp}} \) and \( L''_{\text{forb}} \) separately.

We now bound \( \sup_{\phi \in Q} ||\mathcal{P}_\perp e^{tL_{forb}} \mathcal{P}_\perp (\phi)||_1 \). Note first that as \( t \to \infty \), this term vanishes, as the forbidden subspace is strictly depleted by \( L''_{forb} \). Secondly, observe that \( L''_{forb} \) takes diagonal density matrices to diagonal density matrices (in the logical basis), so that the process is a classical continuous time Markov Chain. Denote the generator of the classical Markov chain \( A \) so that \( A_{ij} = \langle i | L''_{forb} | j \rangle \langle j | \rangle \langle i | \rangle \) and denote the classical logical basis vectors \( v_i \), where \( \bar{i} \) is shorthand notation for \( \{i_1, \ldots, i_M\} \). \( A \) acts as \( A v_{i_1, \ldots, 0, i_{M+1}, \ldots, i_M} = \gamma(v_{i_1, \ldots, 0, i_{M+1}, \ldots, i_M} - v_{i_1, \ldots, 0, i_{M+1}, \ldots, i_M}) \) for vectors in the forbidden set of states, and it acts trivially on the allowed states. Hence, the entries of \( A \) can be reordered to give

\[
E = \begin{pmatrix} 0 & r \\ 0 & Q \end{pmatrix}
\]

where the top left entry is an \( (M+1) \times (M+1) \) matrix of zeros corresponding to the allowed states, \( r \) is an \( (M+1) \times (2^M - M - 1) \) matrix representing transitions from the forbidden to the allowed states, and \( Q \) is a block diagonal matrix where each block is in Jordan normal form:

\[
Q_k = \begin{pmatrix} -1 & 1 & \cdots \\ -1 & 1 & \cdots \\ \vdots & \ddots & \ddots \end{pmatrix}
\]

The dimension of the largest Jordan block is \( M - 1 \) and its principal associated eigenvector is \( v_{0, \ldots, 1} \). Given that the time register is subjected to strong dephasing noise, we can
assume that the maximum over \( \phi \in S_d^+ \) is restricted to pure states which are diagonal in the timer basis. It follows that

\[
\sup_\phi \left\| P_\perp e^{tC \text{ form}} P_\perp (\phi) \right\|_1 = \sup_v \left\| e^{tQ} v \right\|_1 = \max_k \sup_v \left\| e^{tQ_i} v \right\|_1
\]

The maximum over \( k \) is reached for the largest Jordan Block, and the supremum over \( v \) is reached for \( v_{0,1,...,1} \). A simple calculation then yields

\[
\max_k \sup_v \left\| e^{tQ_i} v \right\|_1 \leq e^{-t \gamma} \sum_{k=0}^{M-1} \frac{(t \gamma)^k}{k!} = \Gamma(M, t \gamma) / (M - 1)!
\]

where \( \Gamma(x, y) \) is the incomplete gamma function. It can be shown [Pag65] that \( \Gamma(M, cM) / (M - 1)! \to 0 \) as \( M \to \infty \) for any \( c > 1 \).

Thus, we have shown that after a time of order \( O(M) \), it is sufficient to consider the dynamics restricted to \( Q \). We can then just invoke the surjective unary mapping in order to apply the results of the previous section! Hence, also in the unary encoding, the convergence time of the semigroup is of order \( O(NM^3 \log M) \).

The necessary Lindblad operators are 5-local because they are composed of 2-local unitaries and 3-local operators for the unary encoding of the time register.
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I. INTRODUCTION

Convex cones lurk around many corners in quantum information theory–examples include the set of positive semidefinite operators or the subset of separable operators, i.e., the cone generated by unentangled density matrices. These cones come together with important classes of cone-preserving linear maps, such as quantum channels, which preserve positivity, or local operations with classical communication (LOCC maps), which in addition preserve the cone of separable operators.

In the present work, we investigate a distance measure that naturally arises in the context of cones and cone-preserving maps–Hilbert’s projective metric–from the perspective of quantum information theory. The obtained results are mostly formulated in terms of general cones and subsequently reduced to special cases for the purposes of quantum information theory. Our findings come in two related flavors: (i) inequalities between Hilbert’s projective metric and other distance measures (Secs. III, V, and VI), and (ii) contraction bounds for cone-preserving maps (Secs. IV, V, and VII). The latter follows the spirit of Birkhoff’s work7 in which Hilbert’s projective metric was used to prove and extend results of Perron-Frobenius theory (see especially Theorem 4 below).

Before going into detail, we sketch and motivate some of the main results of our work in quantum information terms (for which we refer to Ref. 28 for an introduction):

• Contraction bounds. A basic inequality in quantum information theory states that the trace-norm distance of two quantum states $\rho_1, \rho_2$ is never increased by the application of a quantum channel $T$, i.e.,

$$||T(\rho_1) - T(\rho_2)||_1 \leq \eta ||\rho_1 - \rho_2||_1,$$

(1)

with $\eta = 1.33$. In Sec. IV, we will generalize this inequality to arbitrary base norms and sharpen it in Corollary 9 by some $\eta \leq 1$ that depends on the diameter of the image of $T$ when measured in terms of Hilbert’s projective metric; see Eq. (38).
• **Bounds on distinguishability measures.** The operational meaning of the trace-norm distance, which appears in Eq. (1), is that of a measure of statistical distinguishability when arbitrary measurements are allowed for. If the set $M$ of measurements is restricted, e.g., to those implementable by LOCC operations, the relevant distance measure is given by a different norm:\footnote{27}

$$
||\rho_1 - \rho_2||_{(M)} = \sup_{E \in M} \text{tr} [2E(\rho_1 - \rho_2)].
$$

\text{(2)}

Section V shows how such norms can be bounded in terms of Hilbert’s projective metric. These results are based on a duality between distinguishability norms (2) and base norms; see Theorem 14, from which also a contraction result (Proposition 16) for general distinguishability measures will follow.

• **Bounds on other distance measures in quantum information theory.** In a similar vein, Hilbert’s projective metric between two quantum states also bounds their fidelity (Proposition 18) and the Chernoff bound that quantifies their asymptotic distinguishability in symmetric hypothesis testing (Proposition 20).

• **Decrease of entanglement.** If LOCC operation maps $\rho \mapsto \rho_i$ with probability $p_i$, then

$$
\sum_i p_i N(\rho) \leq \eta N(\rho),
$$

\text{(3)}

with $\eta = 1$ and $N$ denoting a negativity which quantifies entanglement.\footnote{37} This means that entanglement is on average non-increasing under LOCC operations, i.e., $N$ is an entanglement monotone.\footnote{10} In Proposition 13 we show that $\eta \leq 1$ can be specified in terms of Hilbert’s projective metric.

• **Partially specified quantum operations.** In Sec. VII we show that, given two pairs of quantum states, the mapping $\rho_i \mapsto \rho'_i$ with $i = 1, 2$ can be realized probabilistically by a single quantum operation, i.e., $T(\rho_i) = p_i \rho'_i$ for some $p_i > 0$, if and only if their distance with respect to Hilbert’s projective metric is non-increasing; see Theorem 21 and subsequent discussion.

The outline of the paper is as follows. In Sec. II we define Hilbert’s projective metric, illustrate it in the context of quantum information theory, and summarize the classic results related to it. In Sec. III we connect Hilbert’s projective metric to base norms and negativities, quantities that are frequently used in entanglement theory and in other areas of quantum information theory and whose definition is based on cones as well. In Sec. IV we turn to dynamics and consider linear maps whose action preserves cones. We prove that, under the action of such cone-preserving maps, base norms and negativities contract by non-trivial factors that can be expressed via Hilbert’s projective metric. In Sec. V we define general norms that arise as distinguishability measures in the quantum information context and illustrate them by physical examples (e.g., measuring the LOCC distinguishability of two quantum states). Via a new duality theorem, we relate these distinguishability norms to the aforementioned base norms. We are thus able to connect the distinguishability norms and their contractivity properties to Hilbert’s projective metric. In Sec. VI we prove upper bounds on the quantum fidelity and on the quantum Chernoff bound in terms of Hilbert’s projective metric. For the special case of the positive semidefinite cone, we present an operational interpretation of Hilbert’s projective metric in Sec. VII as the criterion deciding the physical implementability of a certain operation on given quantum states. We conclude in Sec. VIII.

As examples, in Appendices A and B we consider Hilbert’s projective metric for qubits and in the context of depolarizing channels, illustrating results from the main text. As is reflected in these examples, Hilbert’s projective metric and the projective diameter seem to be hard to compute exactly in many situations, but nonetheless they can serve as theoretical tools, for instance, guaranteeing non-trivial contraction factors that are otherwise hard to obtain. In Appendix C we show the optimality of several of the bounds from the main text of the paper.

In Secs. II–V we develop the formalism and prove the statements first for general cones and bases. Interspersed into this exposition are then paragraphs and examples which translate the general framework explicitly to the context of quantum information theory, and these paragraphs appear with their initial words in bold font for quick accessibility.
II. BASIC CONCEPTS

In this section we will recall some basic notions from convex analysis and summarize some of the main definitions and results related to Hilbert’s projective metric (see Refs. 8, 9, and 14). Throughout we will consider finite-dimensional real vector spaces which we denote by \( \mathcal{V} \). We will mostly think of \( \mathcal{V} \) as the space of Hermitian matrices in \( \mathcal{M}_d(\mathbb{C}) \), in which case \( \mathcal{V} \simeq \mathbb{R}^{d^2} \) and there is a standard choice of inner product \( \langle a, b \rangle = \text{tr} \{ab\} \) for \( a, b \in \mathcal{V} \); see the quantum theory example later in this section. A convex cone \( C \subseteq \mathcal{V} \) is a subset for which \( \alpha C + \beta C \subseteq C \) for all \( \alpha, \beta \geq 0 \). We will call a convex cone pointed if \( C \cap (-C) = \{0\} \), and solid if \( \text{span} \, C = \mathcal{V} \) (For a basic reference on convex analysis, see also Ref. 32).\(^{39} \) The dual cone defined as \( C^* := \{ v \in \mathcal{V}^* | \forall c \in C : \langle v, c \rangle \geq 0 \} \) is closed and convex, and, by the bipolar theorem, \( C^{**} = C \) holds if \( C \) is closed and convex. In this case,

\[
    c \in C \iff \langle v, c \rangle \geq 0 \quad \text{for all} \quad v \in C^*.
\]  

(4)

A closed convex cone is solid if and only if its dual is pointed.

Convex cones which are pointed and closed are in one-to-one correspondence with partial orders in \( \mathcal{V} \). We will write \( a \succeq_C b \) meaning \( a - b \in C \), and if determined by the context we will omit the subscript \( C \). If, for instance, \( C = S_+ \) is the cone of positive semidefinite matrices, then \( a \succeq_C b \) is the usual operator ordering. Consistent with this example and having the partial order in mind, one often refers to the elements of the cone as the positive elements of the vector space.

For the sake of brevity we will call \( C \) a proper cone if it is a closed, convex, pointed, and solid cone within a finite-dimensional real vector space. A convex set \( B \subseteq \mathcal{V} \) is said to generate the convex cone \( C \) if \( C = \bigcup_{\lambda \geq 0} \lambda B \). Convex sets that are of interest in quantum information theory\(^{28} \) are, for example, those of density matrices, separable states, positive partial transpose (PPT) states, PPT operators, effect operators of POVMs (positive operator valued measures), effect operators reachable via LOCC or PPT operations, etc. As all of these sets generate proper cones, we will in the following focus on proper cones \( C \). Note that the dual cone \( C^* \) is then a proper cone as well.

For each pair of non-zero elements \( a, b \in C \) define

\[
    \sup(a/b) := \sup_{v \in C^*} \frac{\langle v, a \rangle}{\langle v, b \rangle}, \quad \inf(a/b) := \inf_{v \in C^*} \frac{\langle v, a \rangle}{\langle v, b \rangle},
\]  

(5)

with the extrema taken over all \( v \in C^* \) leading to a non-zero denominator. By construction, \( \sup(a/b) = 1/\inf(b/a) \) and \( \sup(a/b) \geq \inf(a/b) \geq 0 \). Their difference was studied by Hopf\(^{22} \) and is called oscillation \( \text{osc}(a/b) := \sup(a/b) - \inf(a/b) \). The oscillation is invariant under the substitution \( a \rightarrow a + \beta b \) for any \( \beta \in \mathbb{R} \).

If \( C \) is a proper cone, we can use Eq. (4) to rewrite

\[
    \sup(a/b) = \inf\{\lambda \in \mathbb{R} | a \leq_C \lambda b\},
\]  

(6)

\[
    \inf(a/b) = \sup\{\lambda \in \mathbb{R} | \lambda b \leq_C a\},
\]  

(7)

with the convention that \( \sup(a/b) = \infty \) if there is no \( \lambda \) such that \( a \leq_C \lambda b \). This implies that \( \inf(a/b)b \leq_C a \leq_C \sup(a/b)b \), where the last inequality makes sense only if \( \sup(a/b) \) is finite. In other words, Eq. (5) provides the factors by which \( b \) has to be rescaled at least in order to become larger or smaller than \( a \).

Hilbert’s projective metric is defined for \( a, b \in C \backslash 0 \) as\(^{8,14} \)

\[
    h(a, b) := \ln \left[ \frac{\sup(a/b)}{\sup(b/a)} \right],
\]  

(8)

and one defines \( h(0, 0) := 0 \) and \( h(0, a) := h(a, 0) := \infty \) for \( a \in C \backslash 0 \). Keep in mind that \( h \), \( \sup \), \( \inf \), and \( \text{osc} \) all depend on the chosen cone \( C \) which we will thus occasionally use as a subscript and, for instance, write \( h_C \) if confusion is ahead.\(^{30} \) Obviously, \( h \) is symmetric, non-negative and satisfies \( h(a, \beta b) = h(a, b) \) for all \( \beta > 0 \). That is, \( h \) depends only on the “direction” of its arguments. Since it satisfies the triangle inequality (due to \( \sup(a/b)\sup(b/c) \geq \sup(a/c) \)) and since \( h(a, b) = 0 \) implies that \( a = \beta b \) for some \( \beta > 0 \), \( h \) is a projective metric on \( C \). Hence, if we restrict the arguments \( a, b \) further to a subset which excludes multiples of elements (e.g., to the unit sphere of a norm, or to a hyperplane that contains a set generating the cone), then \( h \) becomes a metric on that space. Note that
Hilbert’s projective metric puts any boundary point of the cone at infinite distance from every interior point, whereas two interior points always have finite distance. As for distances induced by norms, Hilbert’s projective metric is additive on lines, \( h(a, b) + h(b, c) = h(a, c) \) for \( b = \lambda a + (1 - \lambda)c \) with \( 0 \leq \lambda \leq 1 \).

**Paradigmatic applications.** As alluded to above, when taking \( V \simeq \mathbb{R}^d \) to be the real vector space of Hermitian matrices in \( M_d(\mathbb{C}) \), the cone \( S_+ \subset V \) of positive semidefinite matrices is proper and contains all density matrices on a \( d \)-dimensional quantum system. In fact, the set \( B_+ \) of all density matrices is the intersection of \( S_+ \) with the hyperplane of normalized matrices (i.e., those with trace 1), so \( B_+ \) generates \( S_+ \), and \( h_{S_+} \) is a metric on the set of density matrices. In this vector space, there is a standard choice of inner product \( \langle a, b \rangle := \text{tr}[ab] \), \( a, b \in V \), so that one has a natural identification \( V \simeq V^* \) and \( (S_+)^* \simeq S_+ \). Then, in the quantum context, one can give an interpretation to definition (5): for normalized quantum states \( \rho, \sigma \in B_+ \) (for which we will often use these Greek letters), \( h_{S_+}(\rho/\sigma) \) equals the supremum of \( \text{tr}[E\rho]/\text{tr}[E\sigma] \) over all \( E \in S_+ \) and is thus the largest possible ratio of probabilities of any measurement outcome (corresponding to \( E \)) on the state \( \rho \) versus on \( \sigma \). Furthermore, from expression (6), \( h_{S_+}(\rho/\sigma) \) equals up to a logarithm—the max-relative entropy of \( \rho \) and \( \sigma \).

Other convex sets and cones of interest in quantum information theory will be discussed in Secs. III and V. The first classic application of Hilbert’s projective metric was to the vector space \( V = \mathbb{R}^d \) with the cone \( C = (\mathbb{R}_+)^d \) of vectors with non-negative entries (un-normalized probability vectors). Perron-Frobenius theory can be developed in this context, and one can compute for \( p, q \in C \setminus 0 \),

\[
\sup(p/q) = \max_{1 \leq i \leq d} \frac{p_i}{q_i}, \quad \inf(p/q) = \min_{1 \leq i \leq d} \frac{p_i}{q_i},
\]

omitting indices \( i \) for which \( p_i = q_i = 0 \), and defining \( p_i/0 := \infty \) for \( p_i > 0 \). Similarly, for the cone \( S_+ \) of positive semidefinite operators from the previous paragraph, one can explicitly compute all of the above defined quantities so that their properties may become more transparent (cf., also the qubit example in Appendix A):

**Proposition 1 (Hilbert distance with respect to positive semidefinite cone):** Consider the cone \( S_+ \) of positive semidefinite matrices in \( M_d(\mathbb{C}) \) and let \( A, B \in S_+ \). Then, with \( (\cdot)^{-1} \) denoting the pseudoinverse (inverse on the support) and with \( \| \cdot \|_\infty \) being the operator norm, we have

\[
\sup(A/B) = \begin{cases} \|B^{-1/2}AB^{-1/2}\|_\infty, & \text{if} \supp[A] \subseteq \supp[B], \\ \infty, & \text{otherwise} \end{cases},
\]

\[
\inf(A/B) = \begin{cases} \|A^{-1/2}BA^{-1/2}\|_\infty^{-1}, & \text{if} \supp[B] \subseteq \supp[A], \\ 0, & \text{otherwise} \end{cases},
\]

\[
h_{S_+}(A, B) = \begin{cases} \ln \left( \|A^{-1/2}BA^{-1/2}\|_\infty \|B^{-1/2}AB^{-1/2}\|_\infty \right), & \text{if} \supp[B] = \supp[A] \\ \infty, & \text{otherwise}. \end{cases}
\]

**Proof:** We only have to prove the relation for \( \sup(A/B) \) since this implies the other two by \( \inf(A/B) = 1/\sup(B/A) \) and definition (8), respectively. Assume that \( \supp[A] \not\subseteq \supp[B] \). Then there is a vector \( \psi \in \mathbb{C}^d \) for which \( \langle \psi|B|\psi \rangle = 0 \) while \( \langle \psi|A|\psi \rangle > 0 \), so that the infimum in (6) is over an empty set and thus by definition \( \infty \). If, however, \( \supp[A] \subseteq \supp[B] \), then \( A \leq \lambda B \) is equivalent to \( B^{-1/2}AB^{-1/2} \leq \lambda \) and the smallest \( \lambda \) for which this holds is the operator norm.

Multiplicativity of the operator norm gives the following:

**Corollary 2 (Additivity on tensor products):** For \( i = 1, 2 \), denote by \( S_+^{(i)} \) and by \( S_+ \) the cones of positive semidefinite matrices in \( M_d(\mathbb{C}) \) and in \( M_d(\mathbb{C}) \otimes M_d(\mathbb{C}) \), respectively, and let \( A_i, B_i \in S_+^{(i)} \). Then

\[
h_{S_+}(A_1 \otimes A_2, B_1 \otimes B_2) = h_{S_+^{(1)}}(A_1, B_1) + h_{S_+^{(2)}}(A_2, B_2).
\]
Contraction properties for positive maps is the main context in which Hilbert’s projective metric is applied. A map $T : \mathcal{V} \rightarrow \mathcal{V}'$ between two partially ordered vector spaces with corresponding cones $\mathcal{C}$ and $\mathcal{C}'$ is called cone-preserving or positive if it maps one cone (which corresponds to the set of “positive elements”) into the other, i.e., $T(\mathcal{C}) \subseteq \mathcal{C}'$. We will in the following exclusively consider linear maps, although parts of the theory also apply to homogeneous maps of degree smaller than one. In many cases one has $\mathcal{C} = \mathcal{C}'$, but one can imagine applications where different cones appear: if, for instance, a quantum channel $T$ maps any bipartite density matrix onto a separable one or onto one with a certain support or symmetry, we may choose different cones for input and output.

As an important notion in analyzing contractivity properties, we will need

Definition 3 (Projective diameter): For proper cones $\mathcal{C} \subset \mathcal{V}$ and $\mathcal{C}' \subset \mathcal{V}'$, let $T : \mathcal{C} \rightarrow \mathcal{C}'$ be a positive linear map. Then the projective diameter of the image of $T$, or, for short, the projective diameter of $T$, is defined as

$$\Delta(T) := \sup_{a, b \in \mathcal{C} \setminus \{0\}} h_{\mathcal{C}}(T(a), T(b)).$$

The central theorem, which has its origin in Birkhoff’s analysis of Perron-Frobenius theory, is the following:7,14,22

Theorem 4 (Birkhoff-Hopf contraction theorem): Let $T : \mathcal{C} \rightarrow \mathcal{C}'$ be a positive linear map between two proper cones $\mathcal{C}$ and $\mathcal{C}'$. Then, denoting by $K \subset \mathcal{C} \times \mathcal{C}$ the set of pairs $(a, b)$ for which $0 < h_{\mathcal{C}}(a, b) < \infty$,

$$\sup_{(a, b) \in K} \frac{h_{\mathcal{C}}(T(a), T(b))}{h_{\mathcal{C}}(a, b)} = \sup_{(a, b) \in K} \frac{\text{osc}_{\mathcal{C}}(T(a)/T(b))}{\text{osc}_{\mathcal{C}}(a/b)} = \tanh \frac{\Delta(T)}{4}.$$ (12)

In other words, any positive map $T$ is a contraction with respect to Hilbert’s projective metric (and the oscillation) and $\eta^b(T) := \tanh[\Delta(T)/4] \in [0, 1]$ is the best possible contraction coefficient. As a consequence we get that this coefficient is sub-multiplicative in the sense that for a composition of positive maps we have

$$\eta^b(T_2 T_1) \leq \eta^b(T_2) \eta^b(T_1).$$

Thus, if $\mathcal{C} = \mathcal{C}'$, then $\eta^b(T^n) \leq \eta^b(T)^n$ for all $n \in \mathbb{N}$. Moreover, and this is Birkhoff’s observation, if $\Delta(T^n) < \infty$ for some $n \in \mathbb{N}$, then there exists a “fixed point” (or better “fixed ray”) $T(c) \propto c \in \mathcal{C} \setminus \{0\}$ that is unique up to scalar multiplication. The uniqueness of a fixed point, a central statement of Perron-Frobenius theory, is often related to spectral properties of the considered map. The following shows how the above contraction coefficient is related to the spectrum:14

Theorem 5 (Spectral bound on projective diameter): Let $\mathcal{C} \subset \mathcal{V}$ be a proper cone and $T : \mathcal{C} \rightarrow \mathcal{C}$ a positive linear map with $T(c) = c$ for some non-zero $c \in \mathcal{C}$, and $\Delta(T) < \infty$. If $T(a) = \lambda a$ for some $\lambda \in \mathcal{C}$ and $a \in \mathcal{V} + i\mathcal{V}$ with $a \not\propto c$, then

$$|\lambda| \leq \tanh \left[\Delta(T)/4\right].$$ (13)

Consequently, if $\Delta(T^n) < \infty$ for some $m \in \mathbb{N}$ and $T(c) = c \in \mathcal{C} \setminus \{0\}$, then all but one of the eigenvalues of $T$ have modulus strictly smaller than one (even counting algebraic multiplicities14), so the spectral radius of $T$ equals 1, which is itself an eigenvalue with positive eigenvector.

Having the last two theorems in mind, one may wonder whether there are other constructions of projective metrics that lead to even stronger results. The following shows that Hilbert’s approach is in a sense unique and optimal.23 Stating it requires a general definition of a projective metric as a functional $D : \mathcal{C} \times \mathcal{C} \rightarrow \mathbb{R} \cup \{\infty\}$ which is non-negative, symmetric, satisfies the triangle inequality, and is such that $D(a, b) = 0$ iff $a = \beta b$ for some positive scalar $\beta > 0$; note that these conditions imply $D(aa, \beta b) = D(a, b)$ for all $a, b \in \mathcal{C}$ and $\alpha, \beta > 0$. Moreover, we call a positive map $T$ a...
strict contraction with respect to $D$, if for all $a, b \in \mathcal{C}\backslash 0$ we have the strict inequality $D(T(a), T(b)) < D(a, b)$ unless $D(a, b) = 0$.

Theorem 6 (Uniqueness of Hilbert’s projective metric): Let $\mathcal{C}$ be a proper cone with interior $\mathcal{C}^0$ and let $D$ be a projective metric such that every linear map $T : \mathcal{C}^0 \to \mathcal{C}^0$ is a strict contraction with respect to $D$. Then there exists a continuous and strictly increasing function $f : \mathbb{R}_+ \to \mathbb{R}_+$ such that $D(a, b) = f(h_\mathcal{C}(a, b))$ for all $a, b \in \mathcal{C}^0$, where $h_\mathcal{C}$ is Hilbert’s projective metric in $\mathcal{C}$. Moreover, for any linear map $T : \mathcal{C} \to \mathcal{C}$ we have

$$
\tanh \frac{\Delta(T)}{4} \leq \sup_{a, b, c \in \mathcal{C}\backslash 0} \left\{ \frac{D(T(a), T(b))}{D(a, b)} \left| D(a, b) > 0 \right. \right\}.
$$

As a caveat to the previous theorem, consider the following example. Starting from the trace-norm $\| \cdot \|_1$ on $\mathcal{M}_d(\mathcal{C})$, there is an obvious way to define a projective metric $D_1$ on the cone $S_+^1$ of positive semidefinite matrices $(A, B \in S_+^1 \backslash 0)$,

$$
D_1(A, B) := \left\| A - B \right\|_1 / \left( \text{tr} |A| + \text{tr} |B| \right), \\
D_1(A, 0) := D_1(0, A) := 1, \quad D_1(0, 0) := 0.
$$

Theorem 6 does not apply to $D_1$, as one can find a map $T : S_+^1 \to (S_+^1)^0$ and $A, B \in S_+^1$ with $D_1(T(A), T(B)) > D(A, B)$, so that $T$ is not a strict contraction with respect to $D_1$. Importantly, however, due to Ruska’s trace-norm contraction inequality, any physical quantum channel $T$ (i.e., additionally satisfying $\text{tr} |T(A)| = \text{tr} |A|$ for all $A \in S_+^1$) is a contraction with respect to $D_1$. Moreover, as will be shown later in Corollary 9, inequality (14) is actually reversed in this case, i.e., the contraction coefficient of $T$ with respect to $D_1$ is better (smaller) than with respect to Hilbert’s projective metric (see also below Proposition 12). The construction above can more generally be made with base norms, to which we now turn and of which the trace-norm is one example.

III. BASE NORMS AND NEGATIVITIES

In this section, we will first introduce some norms and similar quantities whose definitions are, like Hilbert’s projective metric, based on cones, and then show in which guise they appear in quantum information theory, in particular in the theory of entanglement. At the end of this section and in the following one, we will then show how these quantities are related to Hilbert’s projective metric. Connections with distinguishability measures in quantum information theory will become apparent in Sec. V.

A base $B$ for a proper cone $\mathcal{C} \subset \mathcal{V}$ is a convex subset $B \subset \mathcal{C}$ such that every non-zero $c \in \mathcal{C}\backslash 0$ has a unique representation of the form $c = \lambda b$ with $\lambda > 0$ and $b \in B$. Then $B$ generates the cone $\mathcal{C} = \bigcup_{\lambda > 0} \lambda B$, and there exists a unique codimension-1 hyperplane $H_c := \{v \in \mathcal{V}| \langle e, v \rangle = 1\}$, corresponding to some linear functional $c \in (\mathcal{C}^*)^0$, such that $B = \mathcal{C} \cap H_c$. Conversely, any compact convex subset $B$ of a hyperplane that avoids the origin generates a cone $\mathcal{C}$, which will be proper if and only if the real linear span of $B$ is all of $\mathcal{V}$; the set $\overline{B}$ will be a base of $\mathcal{C}$. Any base of a proper cone equips the vector space $\mathcal{V}$ with a norm, called base norm.$^1$ Introducing the convex hull $B_\pm := \text{conv}(B \cup -B)$, the base norm of $v \in \mathcal{V}$ can be defined in several equivalent ways as

$$
\|v\|_B := \inf \{ \lambda \geq 0 \left| v \in \lambda B_\pm \right. \},
$$

$$
= \inf \left\{ \langle e, c_+ \rangle + \langle e, c_- \rangle \left| v = c_+ - c_-, c_\pm \in \mathcal{C} \right. \right\},
$$

$$
= \inf \left\{ \lambda_+ + \lambda_- \left| v = \lambda_+ b_+ - \lambda_- b_- \left| \lambda_+ \geq 0, b_\pm \in B \right. \right. \right\},
$$

and $B_\pm$ will be the unit ball of the base norm $\| \cdot \|_B$. The base norm has the property that $\|v\|_B = \langle e, v \rangle$ if and only if $v \in \mathcal{C}$. In a similar vein, we can define the negativity

$$
N_B(v) := \inf \left\{ \langle e, c_- \rangle \left| v = c_+ - c_-, c_\pm \in \mathcal{C} \right. \right\}.
$$
which is then related to the base norm via \( ||v||_B = \langle e, v \rangle + 2N(v) \), and which satisfies \( N(v) = 0 \) iff \( v \in C \). Somewhat confusingly, in the entanglement theory literature and especially for \( v \in H_e \), the quantity \( \log ||v||_B \) is called \text{logarithmic negativity} of \( v \).

**Paradigmatic application.** Continuing the quantum theory example from Sec. II, where \( V \) is the space of Hermitian matrices \( A \in M_d(C) \), by default we take as the base hyperplane \( H_b \) the set of \textit{normalized} matrices, \( \text{tr} [A] = 1 \). In this case the linear functional \( e := 1 \) is nothing but the trace functional, i.e., \( \langle e, A \rangle = \{ 1, A \} := \text{tr} [A] \). Using this special functional, the base is determined by specifying the cone, and we can thus employ the usual notation in entanglement theory \cite{28} and indicate the base norms \( || . ||_C \) and negativities \( N_C \) by the cone \( C \) rather than by the base \( B \), which we do in the general case \eqref{7} and \eqref{12}. In quantum theory, all quantum states (density matrices) lie on the hyperplane \( H_1 \). In particular, the set of all \textit{density matrices} \( B_S := S_+ \cap H_1 \) forms a base for the cone \( S_+ \) of positive semidefinite matrices, and in this case the base norm \eqref{13} equals the well-known trace-norm on Hermitian matrices, \( ||A||_{S_+} = ||A||_1 \) (cf., Ref. 20).

More generally, for any proper cone \( C \subseteq S_+ \), the set \( B := C \cap H_1 = \{ A \in C \mid \text{tr} [A] = 1 \} \) of quantum states in the cone will be a base for \( C \). For example, on a bipartite quantum system, where \( V \) is the space of Hermitian matrices in \( M_{d_1d_2}(C) \simeq M_{d_1}(C) \otimes M_{d_2}(C) \), the set of \textit{separable matrices},

\[
\mathcal{S}_{\text{SEP}} := \left\{ A \in M_{d_1d_2}(C) \mid A = \sum_k A_k^{(1)} \otimes A_k^{(2)}, A_k^{(i)} \in M_{d_i}(C), A_k^{(i)} \text{ positive semidefinite} \right\},
\]

\( i = 1, 2 \), forms a proper cone. This is a subcone of \( S_+ \), and the set \( B_{\text{SEP}} := \mathcal{S}_{\text{SEP}} \cap H_1 \) is a base, the set of all \textit{separable states} on this bipartite system. Even more generally, some cones \( C \) appearing in quantum information theory are not subsets of \( S_+ \). But whenever the identity matrix is an interior point of the dual cone, i.e., \( 1 \in (S^*)^c \), one can take the trace functional \( \{ 1, A \} := \text{tr} [A] \) to define a base of \( C \). An example is the cone of matrices with positive partial transpose (PPT matrices),

\[
\mathcal{S}_{\text{PPT}} := \left\{ A \in M_{d_1d_2}(C) \mid A^{(1)} \text{ positive semidefinite} \right\} = (S_+)^c,
\]

where the \textit{partial transposition} \( T_1 \) of the first subsystem is defined on tensor products as \( (A_1 \otimes A_2)^{T_1} := (A_1)^T \otimes A_2 \) and extended to all of \( M_{d_1d_2}(C) \) by linearity; here, \(^c\) denotes the usual matrix transposition in \( M_{d_1}(C) \). The cone \( \mathcal{S}_{\text{PPT}} := S_+ \cap \mathcal{S}_{\text{PPT}} \) generated by all PPT states is another proper cone popular in quantum information theory. Still other cones, for example, generalizations of the above to multipartite quantum systems, can be easily treated in this framework as well.

The base norms and negativities associated to the cones \( C = \mathcal{S}_{\text{PPT}}, \mathcal{S}_{\text{SEP}}, \mathcal{S}_{\text{PPT}} \) are used in entanglement theory \cite{24} as measures of entanglement. \cite{29} For a normalized bipartite quantum state \( \rho \in M_{d_1d_2}(C) \), the measures \( N_C(\rho) \) and \( ||\rho||_C \) indicate “how far away” a state \( \rho \) is from the cone \( C \), the idea being that all states in those cones \( C \) possess only a weak form of entanglement \cite{25, 26} or none at all. All of these (generalized) negativities and logarithmic negativities are so-called \textit{entanglement monotones}, \cite{27, 28} see discussion after Proposition 13 below. In particular, the base norm and the negativity corresponding to the cone \( \mathcal{S}_{\text{PPT}} \) are efficiently computable as \( 2N_{\mathcal{S}_{\text{PPT}}}(\rho) + 1 = ||\rho||_{\mathcal{S}_{\text{PPT}}} = ||\rho||_{\mathcal{S}_{\text{SEP}}} = ||\rho^{T_1}, 1 \leq ||\rho||_{\mathcal{S}_{\text{PPT}}} \leq 1 \), and in quantum information theory \( N_{\mathcal{S}_{\text{PPT}}} \) is known as \text{the negativity}. Furthermore, \( N_{\mathcal{S}_{\text{PPT}}}(\rho) \) is usually called \text{robustness of entanglement}. \cite{28}

The next proposition relates the distance in base norm between two elements of a cone to their Hilbert distance. It will be used to prove some contractivity results in Secs. IV and V, and a direct interpretation of this proposition from a quantum information perspective will follow from Sec. V, already foreshadowed by the fact that the trace-norm \( ||\rho_1 - \rho_2||_B = ||\rho_1 - \rho_2||_1 \) measures the distinguishability between two quantum states \( \rho_1, \rho_2 \in \mathcal{B}_1 \).

**Proposition 7 (Base norm vs. Hilbert’s projective metric):** Let \( C \) be a proper cone with base \( B \). Then, for \( b_1, b_2 \in B \),

\[
\frac{1}{2} ||b_1 - b_2||_B = N_C(b_1 - b_2) \leq \tanh \left( \frac{h_C(b_1, b_2)}{4} \right).
\]
More generally, if $B = C \cap H_c$, then for any $c_1, c_2 \in C$ with $\langle e, c_2 \rangle \leq \langle e, c_1 \rangle$,
\[ \mathcal{N}_B(c_1 - c_2) \leq \langle e, c_2 \rangle \tanh \frac{b_c(c_1, c_2)}{4}. \] (22)

Proof: If $c_1 = 0$ or $c_2 = 0$ then $\langle e, c_2 \rangle = 0$, so that $\mathcal{N}_B(c_1 - c_2) = 0$ and (22) holds. In all other cases, write $c_i = \lambda_i b_i$ with $b_i \in B$ and $\lambda_i := \langle e, c_i \rangle > 0$ for $i = 1, 2$ (for the proof of (21), set $\lambda_i := 1$ from the beginning). Define $m := \inf(b_1/b_2)$ and $M := \sup(b_1/b_2)$. If $m = 0$ or $M = \infty$ then $h(c_1, c_2) = h(\lambda_1 b_1, \lambda_2 b_2) = h(b_1, b_2) = \infty$, and the statement follows from definition (18).

Otherwise
\[ mb_2 \leq c b_1 \leq M b_2, \]
which implies $b_1 - mb_2 \in C$, so that $0 \leq \langle e, b_1 - mb_2 \rangle = 1 - m$; a similar reasoning for $M$ gives $0 < m \leq 1 \leq M < \infty$. Now set,
\[ F := \lambda_2 \frac{1 - m}{M - m} b_1 + \lambda_2 \frac{M - m}{M - m} b_2, \] (23)
(note that, if $m = M$, the statement (22) holds trivially since then $b_1 = b_2$), and write $c_1 - c_2 = (\lambda_1 b_1 - F) - (\lambda_2 b_2 - F)$. Observe that both expressions in parentheses are elements of $C$, since
\[ \lambda_1 b_1 - F \geq_c \lambda_2 b_1 - F = \lambda_2 \frac{M - 1}{M - m} [b_1 - Mb_2] \geq_c 0, \] (24)
where the first inequality uses $\lambda_1 \geq \langle e, c_1 \rangle \geq \langle e, c_2 \rangle = \lambda_2$, and
\[ \lambda_2 b_2 - F = \lambda_2 \frac{1 - m}{M - m} [Mb_2 - b_1] \geq_c 0. \]
Thus, the difference representation $c_1 - c_2 = (\lambda_1 b_1 - F) - (\lambda_2 b_2 - F)$ occurs in the infimum in definition (18), and therefore, using $\langle e, b_1 \rangle = \langle e, b_2 \rangle = 1$,
\[ \mathcal{N}_B(c_1 - c_2) \leq \langle e, \lambda_2 b_2 - F \rangle \]
\[ = \lambda_2 \frac{M + m - (1 + Mm)}{M - m} \] (25)
\[ \leq \lambda_2 \frac{M + m - 2\sqrt{Mm}}{M - m} \] (26)
\[ = \lambda_2 \frac{\sqrt{M} - \sqrt{m}}{\sqrt{M} + \sqrt{m}} \]
\[ = \langle e, c_2 \rangle \tanh [h(c_1, c_2)/4], \] (27)
with Hilbert’s projective metric $h(c_1, c_2) = h(\lambda_1 b_1, \lambda_2 b_2) = h(b_1, b_2) = \ln(M/m)$. \hfill \Box

Remark: Bounds stronger than in Proposition 7 hold when expressed directly in terms of the $\sup_C$ and $\inf_C$ used to define $h_C$. For example, starting from (25) and continuing with elementary inequalities, for all $b_1, b_2 \in B$,
\[ \frac{1}{2} \|b_1 - b_2\|_B = \mathcal{N}_B(b_1 - b_2) \leq \frac{(\sup(b_1/b_2) - 1)(1 - \inf(b_1/b_2))}{\sup(b_1/b_2) - \inf(b_1/b_2)} \leq \frac{1}{1 + \inf(b_1/b_2)} \] (28)
\[ \leq \frac{1}{1 + \inf(b_1/b_2)} - \frac{1}{1 + \sup(b_1/b_2)} \] (29)
\[ \leq \tanh \frac{h_C(b_1, b_2)}{4} \] (30)
(despite appearance, all of these expressions are symmetric in $b_1$ and $b_2$).
Note further that $b_1$, $b_2$ and $c_1$, $c_2$ from Proposition 7 need to be elements of the cone $C$ in order for Hilbert’s projective metric in (21) and (22) to be defined, whereas the lhs. of these inequalities depends only on the differences $b_1 - b_2$ and $c_1 - c_2$, respectively.

IV. CONTRACTIVITY PROPERTIES OF POSITIVE MAPS

We now relate the Hilbert metric contractivity properties of positive maps, in particular their projective diameter (11), to the contraction of base norms and negativities under application of the map. See also Theorem 4 (Birkhoff-Hopf contraction theorem), which is in the same spirit as the following.

In quantum information theory, given a quantum channel $T$ and density matrices $\rho_1$, $\rho_2$, the well-known contraction of the trace distance\(^33\) implies that two quantum states do not become more distinguishable under the action of a channel,

$$||T(\rho_1) - T(\rho_2)||_1 \leq ||\rho_1 - \rho_2||_1.$$ \hspace{1cm} (31)

In the following, we will show that the rhs. of inequality (31) can be multiplied with a contraction factor $\eta \in [0, 1]$ that depends on the projective diameter $\Delta(T)$ of $T$. And we will generalize this to other base norms, some of which correspond to entanglement measures in quantum information theory and satisfy an analogue of (31) for LOCC channels $T$.\(^36, 37\)

The setup will be that of linear maps $T : V \rightarrow V'$ between finite-dimensional vector spaces that contain proper cones $C \subset V$ and $C' \subset V'$, equipped, where necessary, with bases $B = C \cap H_r$ and $B' = C' \cap H_r$, respectively. Recalling from Sec. II, $T$ is called cone-preserving, or positive, if it preserves the property of an element lying in the cone, i.e., $T(C) \subseteq C'$. For several theorems, the stronger requirement for $T$ to be base-preserving will be needed, meaning $T(B) \subseteq B'$. As $B$ spans the whole vector space $V$, $T$ is base-preserving if and only if $T$ is cone-preserving and satisfies $(e, v) = (e', T(v))$ for all $v \in V$.

If $T$ is linear and base-preserving, we immediately get that the base norm and the negativity contract under the application of $T$. That is, for all $v \in V$,

$$||T(v)||_{B} \leq ||v||_{B}.$$ \hspace{1cm} (32)

$$N_B(T(v)) \leq N_B(v).$$ \hspace{1cm} (33)

because whenever a representation $v = c_+ - c_-$ with $c_\pm \in C$ occurs in the infimum (16) defining $||v||_B$, then $T(v) = T(c_+) - T(c_-)$ is a valid representation for $T(v)$ as $T(c_\pm) \in C'$ and one has $(e', T(c_\pm)) = (e, c_\pm)$; similarly for (33). The main results in this section will put contraction factors into (33) and (32) which depend on the projective diameter $\Delta(T)$ of the map $T$.

Paradigmatic application. Linear maps that are positive, in particular preserving the cone of positive semidefinite matrices $S_+$, are ubiquitous in quantum information theory. In this context one often considers, more restrictively, completely positive maps.\(^28\) Many results, however, also hold for merely positive maps, or, more generally, for maps preserving other cones like $C = S_{SEP}$, $S_{PPT}$, $S_{ppr}$ (cf., example in Sec. III). Any physically realizable action on a quantum system corresponds to a map $T$ that preserves the cone $S_+$, whereas more restricted actions preserve other cones as well. For instance, local quantum operations on a bipartite system with the possibility of classical communication between both sides (LOCC operations) preserve all of the cones mentioned above.

The requirement for a linear map $T$ in quantum information theory to be trace-preserving (i.e., $\text{tr}[T(\rho)] = \text{tr}[\rho]$ for all density matrices $\rho \in B_+$) translates to the requirement that $(e, v) = (e', T(v))$ for all $v \in V$, where again $e, e'$ correspond to the usual trace on the respective spaces. This property is therefore weaker than the base-preserving property, which is equivalent to being positive and trace-preserving. However, for modeling a quantum operation that can either
succeed or fail, one usually employs a map $T$ that is positive but not necessarily trace-preserving, interpreting $\text{tr} \{ T(\rho) \}$ as the probability of success upon input of the state $\rho$; cf., Proposition 13.

We are now in a position to relate the contraction of the negativity and of the base norm under a map $T$ to its projective diameter $\Delta(T)$.

**Proposition 8 (Negativity contraction):** Let $T : \mathcal{V} \to \mathcal{V}'$ be linear and base-preserving with respect to bases $\mathcal{B} = \mathcal{C} \cap H_e$ and $\mathcal{B}'$ of proper cones $\mathcal{C} \subset \mathcal{V}$ and $\mathcal{C}' \subset \mathcal{V}'$, and let $v \in \mathcal{V}$ with $\langle e, v \rangle \geq 0$. Then

$$\mathcal{N}_{\mathcal{B}'}(T(v)) \leq \mathcal{N}_{\mathcal{B}}(v) \tanh \frac{\Delta(T)}{4}. \quad (34)$$

**Proof:** The proof is very similar to that of Proposition 7. According to (18), let $v = \lambda_1 b_1 - \lambda_2 b_2$ with $\lambda_2 = \mathcal{N}_{\mathcal{B}}(v)$, $b_1, b_2 \in \mathcal{B}$, and note $\lambda_1 \geq \lambda_2$ due to $\langle e, v \rangle \geq 0$. For $\Delta(T) = \infty$ the statement follows from (33), otherwise define $m := \inf(T(b_1)/T(b_2))$ and $M := \sup(T(b_1)/T(b_2))$. Again $0 < m \leq 1 \leq M < \infty$, since $T(b_1), T(b_2) \in \mathcal{B}'$ and

$$mT(b_2) \leq_{\mathcal{C}} T(b_1) \leq_{\mathcal{C}} MT(b_2). \quad (35)$$

Defining

$$F := \lambda_2 \frac{1 - m}{M - m} T(b_1) + \lambda_1 \frac{M - m}{M - m} T(b_2),$$

writing $T(v) = (\lambda_1 T(b_1) - F) - (\lambda_2 T(b_2) - F)$ and repeating the steps from (24) to (27) yields

$$\mathcal{N}_{\mathcal{B}'}(T(v)) \leq \mathcal{N}_{\mathcal{B}}(v) \tanh [\tanh(T(b_1), T(b_2))/4] \leq \mathcal{N}_{\mathcal{B}}(v) \tanh [\Delta(T)/4]. \quad (36)$$

**Corollary 9 (Contraction of base norm distance):** Let $T : \mathcal{V} \to \mathcal{V}'$ be linear and base-preserving with respect to bases $\mathcal{B} = \mathcal{C} \cap H_e$ and $\mathcal{B}'$ of proper cones $\mathcal{C} \subset \mathcal{V}$ and $\mathcal{C}' \subset \mathcal{V}'$, and let $v_1, v_2 \in \mathcal{V}$ with $\langle e, v_1 \rangle = \langle e, v_2 \rangle$. Then

$$||T(v_1) - T(v_2)||_{\mathcal{B}'} \leq ||v_1 - v_2||_{\mathcal{B}} \tanh \frac{\Delta(T)}{4}. \quad (37)$$

**Proof:** Note $||v_1 - v_2||_{\mathcal{B}} = 2\mathcal{N}_{\mathcal{B}}(v_1 - v_2)$ and $||T(v_1 - v_2)||_{\mathcal{B}'} = 2\mathcal{N}_{\mathcal{B}'}(T(v_1 - v_2))$ since $\langle e, v_1 - v_2 \rangle = \langle e', T(v_1 - v_2) \rangle = 0$, and use Proposition 8. □

In the context of quantum information theory, we get a potentially non-trivial contraction of the trace-norm when applied to a difference of quantum states, which is the usual situation in state discrimination.

$$||T(\rho_1) - T(\rho_2)||_1 \leq ||\rho_1 - \rho_2||_1 \tanh \frac{\Delta(T)}{4}. \quad (38)$$

If $\Delta(T) < \infty$, this improves Ruskai’s trace-norm contraction inequality (31). $\Delta(T)$ is finite in particular if the image $\mathcal{T}(\mathcal{C})$ lies in the interior of the cone $\mathcal{C}'$, for instance, if $T$ maps every state to a full-rank density matrix. We will expand further on distinguishability measures in Sec. $\mathcal{V}$.

However, under the general conditions of Proposition 8, a non-trivial contraction result for the base norm cannot exist, since for base-preserving $T$ we have $||T(v)||_{\mathcal{B}'} = ||v||_{\mathcal{B}} > 0$ for all $v \in \mathcal{C}\setminus0$, etc.
i.e., there cannot be strict contraction. This explains the necessity for an additional condition (like $T(v) \notin C'$) in the following proposition and also the different contraction coefficient:

**Proposition 10 (Base norm contraction; Logarithmic negativity decrease):** Let $T : \mathcal{V} \rightarrow \mathcal{V}'$ be linear and base-preserving with respect to bases $\mathcal{B} = \mathcal{C} \cap \mathcal{H}_v$ and $\mathcal{B}'$ of proper cones $\mathcal{C} \subset \mathcal{V}$ and $\mathcal{C}' \subset \mathcal{V}'$, and let $v \in \mathcal{V}$ with $\langle e, v \rangle \geq 0$. If $T(v) \notin C'$, then

$$||T(v)||_{\mathcal{B}} \leq ||v||_{\mathcal{B}} \tanh \frac{\Delta(T)}{2},$$

(39)

**Proof:** The idea is the same as in the proof of Proposition 8, but now, in the same notation, use for subtraction the linear combination,

$$F := \frac{\lambda_2}{M + 1/m} T(b_1) + \frac{\lambda_1}{M + 1/m} T(b_2).$$

If $\lambda_2 / \lambda_1 \leq m$, then $T(v) = \lambda_1 [T(b_1) - (\lambda_2 / \lambda_1) T(b_2)] \geq 0$ due to (35), i.e., $T(v) \in C'$ contrary to assumption; the same contradiction is obtained for $\lambda_1 = 0$, as this would imply $v = 0$. Therefore $\lambda_2 > m \lambda_1$, which ensures that both terms in the difference representation $T(v) = (\lambda_1 T(b_1) - F) - (\lambda_2 T(b_2) - F)$ are non-negative,

$$\lambda_1 T(b_1) - F = \frac{1}{M + 1/m} [ (M \lambda_1 - \lambda_2) T(b_1) + \lambda_1 M (T(b_1) - m T(b_2)) ] \geq 0, \quad \lambda_2 T(b_2) - F = \frac{1}{M + 1/m} [ \frac{1}{m} (\lambda_2 - m \lambda_1) T(b_2) + \lambda_2 M (T(b_2) - T(b_1)) ] \geq 0.$$

Thus, from definition (16),

$$||T(v)||_{\mathcal{B}} \leq \langle e', \lambda_1 T(b_1) - F \rangle + \langle e', \lambda_2 T(b_2) - F \rangle$$

$$= (\lambda_1 + \lambda_2) \left( 1 - \frac{2}{M + 1/m} \right)$$

$$\leq ||v||_{\mathcal{B}} \frac{(M + 1/m - 2)(M + m) + 2(M - 1)(1 - m)}{(M + 1/m)(M + m)}$$

$$= ||v||_{\mathcal{B}} \frac{M - m}{M + m} = ||v||_{\mathcal{B}} \tanh[h_{\mathcal{C}}(T(b_1), T(b_2))/2]$$

$$\leq ||v||_{\mathcal{B}} \tanh[\Delta(T)/2],$$

where the third line becomes an inequality since the non-negative term $2(M - 1)(1 - m)$ was added to the numerator, and we used $||v||_{\mathcal{B}} = \lambda_1 + \lambda_2$ due to the choice of $\lambda_2$. \hfill \Box

One obvious consequence of (39) is an additive decrease of the logarithmic negativity $\log ||v||_{\mathcal{B}}$, which is the quantity that more naturally appears in entanglement theory. Another implication is the following:

**Corollary 11 (Contraction into cone in finite time):** Using the same proper cone $\mathcal{C} \subset \mathcal{V}$ and base $\mathcal{B} = \mathcal{C} \cap \mathcal{H}_v$ in both the domain and codomain, let $T : \mathcal{V} \rightarrow \mathcal{V}$ be a linear and base-preserving map. Let $v \in \mathcal{V}$ with $\langle e, v \rangle = 1$. Then, $T^n(v) \in \mathcal{C}$ for any $n \in \mathbb{N}$ with

$$n \geq \frac{\log ||v||_{\mathcal{B}}}{-\log \tanh[\Delta(T)/2]}.$$  

(40)

Another, albeit weaker, sufficient condition for $T^n(v) \in \mathcal{C}$ is

$$n \geq \frac{e^{\Delta(T)}/2}{\log ||v||_{\mathcal{B}}}.$$  

(41)
Proof: By contradiction: Let \( n \) satisfy (40) and assume \( T^n(v) \not\in \mathcal{C} \). Then, since \( T \) is cone-preserving, \( T^k(v) \not\in \mathcal{C} \) for all \( k = 1, \ldots, n \), and Proposition 10 can be applied \( n \) times:

\[
\log \left( \|T^n(v)\|_{\mathcal{B}} \right) \leq \log \left( \|\tanh(\Delta(T)/2)\|^n \|v\|_{\mathcal{B}} \right) = \log \|v\|_{\mathcal{B}} + n \log \tanh(\Delta(T)/2) \leq 0,
\]

i.e., \( \|T^n(v)\|_{\mathcal{B}} \leq 1 = \langle e, v \rangle = \langle e, T^n(v) \rangle \). This implies \( T^n(v) \in \mathcal{C} \), which is the desired contradiction.

(41) is a more restrictive condition on \( n \) than (40), since \(-\ln \tanh(\Delta(T)/2) \geq 2/e^{\Delta(T)} \) which follows from

\[
-\frac{2}{e^{\Delta(T)}} - \ln \tanh \left( \frac{\Delta(T)}{2} \right) = \int_{\Delta(T)}^{\infty} \frac{dx}{x} \left( \frac{2}{e^{x}} + \ln \tanh \left( \frac{x}{2} \right) \right) = \int_{\Delta(T)}^{\infty} \frac{2e^{-2t}}{e^{t} - e^{-t}} \geq 0.
\]

One might wonder whether the contraction factors in the previous propositions, Eqs. (34), (37), and (39) are optimal and why the hyperbolic tangent appears. In Appendix C, we show that the contraction factors are indeed the best possible, provided that they are to depend only on \( \Delta(T) \) but not on other characteristics of \( T \). Also, the upper bounds in Proposition 7 are tight if they are to depend only on the Hilbert distance.

The following proposition formalizes the contraction ratio \( \eta(T) \) of a linear map \( T \), not required to be base- or cone-preserving, with respect to base norms. This statement was noted before in Ref. 33 for the trace-norm \( \| \cdot \|_1 = \| \cdot \|_{\mathcal{B}} \), in which case the extreme points, \( \text{ext}(\mathcal{B}_+) \), are the pure quantum states.

Proposition 12 (Base norm contraction coefficient): Let \( T : \mathcal{V} \to \mathcal{V}' \) be a linear map, and let \( \mathcal{B} \) and \( \mathcal{B}' \) be bases of proper cones \( \mathcal{C} \subset \mathcal{V} \) and \( \mathcal{C}' \subset \mathcal{V}' \). Then,

\[
\eta(T) := \sup_{v_1 \neq v_2 \in \mathcal{B}} \frac{\|T(v_1) - T(v_2)\|_{\mathcal{B}'}}{\|v_1 - v_2\|_{\mathcal{B}}} = \frac{1}{2} \sup_{v_1, v_2 \in \text{ext}(\mathcal{B})} \frac{\|T(v_1) - T(v_2)\|_{\mathcal{B}'}}{\|v_1 - v_2\|_{\mathcal{B}}}. \tag{42}
\]

The supremum on the right can be taken alternatively also over all points in the base, \( v_1, v_2 \in \mathcal{B} \).

Proof: Choose any \( v_1 \neq v_2 \in \mathcal{B} \) and let \( v_1 - v_2 = \lambda_1 b_1 - \lambda_2 b_2 \) such that \( \|v_1 - v_2\|_{\mathcal{B}} = \lambda_1 + \lambda_2 \) and \( b_1, b_2 \in \mathcal{B} \). Note that \( 0 < \lambda_1 = \lambda_2 =: \lambda \leq 1 \) and therefore \( \|v_1 - v_2\|_{\mathcal{B}} = 2\lambda \leq 2 \), so that \( \|T(v_1 - v_2)\|_{\mathcal{B}'} / \|v_1 - v_2\|_{\mathcal{B}} \geq \|T(v_1 - v_2)\|_{\mathcal{B}'} / 2 \) which shows that the rhs. in (42) is certainly a lower bound.

To prove inequality in the other direction, note that, in the same notation, \( v_1 - v_2 = \lambda (b_1 - b_2) \) and \( \|b_1 - b_2\|_{\mathcal{B}} = \|v_1 - v_2\|_{\mathcal{B}} / \lambda = 2 \), and thus \( \|T(v_1 - v_2)\|_{\mathcal{B}'} / \|v_1 - v_2\|_{\mathcal{B}} \leq \|T(b_1 - b_2)\|_{\mathcal{B}'} / 2 \).

By Carathéodory’s theorem, \( b_1 \) and \( b_2 \) can each be written as a convex combination of finitely many extreme points \( b_i^{(1)} \) of \( \mathcal{B}_+ \), so that in a common expansion with \( \sum_i \mu_i = 1 \), \( \mu_i \geq 0 \),

\[
\frac{\|T(v_1) - T(v_2)\|_{\mathcal{B}'}}{\|v_1 - v_2\|_{\mathcal{B}}} = \frac{1}{2} \left\| \sum_i \mu_i T(b_i^{(1)} - b_i^{(2)}) \right\|_{\mathcal{B}'} \leq \frac{1}{2} \sum_i \mu_i \|T(b_i^{(1)} - b_i^{(2)})\|_{\mathcal{B}'}. \tag{43}
\]

Thus, there exists an index \( i \) such that \( \|T(b_i^{(1)} - b_i^{(2)})\|_{\mathcal{B}'} \) is greater than or equal to the lhs, proving (42).

Proposition 12 connects the two very similar proofs of Proposition 7 and Corollary 9, as it allows to prove the latter from the former,

\[
\sup_{v_1, v_2} \frac{\|T(v_1) - T(v_2)\|_{\mathcal{B}'}}{\|v_1 - v_2\|_{\mathcal{B}}} = \frac{1}{2} \sup_{b_1, b_2 \in \mathcal{B}} \|T(b_1) - T(b_2)\|_{\mathcal{B}'}
\]

\[
\leq \sup_{b_1, b_2 \in \mathcal{B}} \tanh \left( c(T(b_1), T(b_2)) / 4 \right)
\]

\[
= \tanh(\Delta(T) / 4), \tag{43}
\]
where the first equality is Proposition 12 (the first supremum runs over all pairs \( v_1 \neq v_2 \in V \) with \((e, v_1) = (e, v_2)\)) and the inequality follows from Proposition 7.

By the Birkhoff-Hopf theorem (Theorem 4), the contraction ratios of Hilbert’s projective metric, and the oscillation are \( \eta^h(T) = \eta^w(T) = \tanh[\Delta(T)/4] \). Corollary 9 or Eq. (43) shows that \( \eta^\prime(T) \leq \eta^h(T) \) for base-preserving \( T \). In Appendix A, for qubit channels and with respect to the positive semidefinite cone \( S_+ \), we obtain a characterization of the cases where the trace-norm contraction coefficient actually equals \( \tanh[\Delta(T)/4] \) (Proposition 22).

From the defining equations (8) and (11), it is apparent that the diameter \( \Delta_{C\rightarrow C'}(T) \) of \( C \rightarrow C' \) decreases or stays constant when \( C \) is being restricted to a subcone \( D \subseteq C \), i.e., \( \Delta_{D\rightarrow C'}(T) \leq \Delta_{C\rightarrow C'}(T) \), and that it increases or stays constant when \( C' \) is being restricted to a subcone \( D' \subseteq C' \), i.e., \( \Delta_{C\rightarrow D'}(T) \geq \Delta_{C\rightarrow C'}(T) \). At the end of Appendix A we show by way of examples that there is no such monotonicity of the projective diameter in the common case where both cones \( C = C' \) are identical and vary simultaneously.

**Examples:** In Appendix A we look at Hilbert’s projective metric in the state space of a qubit, also for different choices of cones, and connect the projective diameter to the trace-norm contraction coefficient. In Appendix B we compute the projective diameter of some general depolarizing channels, also commenting on a bipartite scenario.

As mentioned earlier in this section, positive maps \( T \) that are not necessarily trace-preserving are used in quantum theory to model operations on a quantum system which do not succeed with certainty, but instead with some probability \( p = \text{tr}[T(\rho)] \). In this context one often requires one operation out of a collection \( \{T_i\} \) of possible operations to succeed with certainty, and one interprets \( \rho_i := T_i(\rho)/p_i \) as the state of the system after the occurrence of operation \( i \). A direct analogue of Proposition 8 does not hold for maps \( T_i \) that do not preserve normalization; in an averaged sense, however, contraction does still occur as we now show. As it is primarily inspired by the physical context, we will partly use quantum theoretical notation for the following proposition and discuss its meaning afterwards. The statement holds, however, for general cones and bases.

**Proposition 13 (Negativity contraction under non-deterministic operations):** Let \( T_i : V \rightarrow V_i \) with \( i = 1, \ldots, N \) be linear and cone-preserving maps with respect to proper cones \( C \subseteq V \) and \( C_i \subseteq V_i \) with bases \( B = C \cap H_e \) and \( B_i = C_i \cap H_{e_i} \), satisfying \( \sum_{i=1}^N (e_i, T_i(b)) \leq 1 \) for all \( b \in B \). Let \( \rho \in V \) with \( p_i := \langle e_i, T_i(\rho) \rangle \geq 0 \). Then,

\[
\sum_{i=1}^N p_i \mathcal{N}_B(\rho_i) \leq \mathcal{N}_B(\rho) \tanh \frac{\Delta(T_i)}{4},
\]

for any \( \rho_i \in V_i \) that satisfy \( T_i(\rho) = p_i \rho_i \) whenever \( p_i > 0 \).

**Proof:** Similar to the proofs of Propositions 7 and 8, let \( \rho = \lambda_1 b_1 - \lambda_2 b_2 \) with \( \lambda_2 = \mathcal{N}_B(\rho) \) and \( b_1, b_2 \in B \). Thus,

\[
T_i(\rho) = \lambda_1 \langle e_i, T_i(b_1) \rangle b_1^{(i)} - \lambda_2 \langle e_i, T_i(b_2) \rangle b_2^{(i)}
\]

for some \( b_1^{(i)}, b_2^{(i)} \in B_i \). Setting \( m_i := \text{inf}(b_1^{(i)}, b_2^{(i)}), M_i := \text{sup}(b_1^{(i)}, b_2^{(i)}) \) and

\[
F_i := \lambda_2 \langle e_i, T_i(b_2) \rangle \left[ (1 - m_i) b_1^{(i)} + m_i (M_i - 1) b_2^{(i)} \right] / (M_i - m_i),
\]

and using \( 0 \leq p_i = \lambda_1 \langle e_i, T_i(b_1) \rangle - \lambda_2 \langle e_i, T_i(b_2) \rangle \) and \( \lambda_2 = \mathcal{N}_B(\rho) \), one arrives at the equivalent of (36):

\[
\mathcal{N}_B(T_i(\rho)) \leq \mathcal{N}_B(\rho) \langle e_i, T_i(b_2) \rangle \tanh \Delta(T_i)/4
\]

for each \( i = 1, \ldots, N \). By disregarding terms with \( p_i = 0 \), this yields

\[
\sum_i p_i \mathcal{N}_B(\rho_i) = \sum_i \mathcal{N}_B(p_i \rho_i) = \sum_i \mathcal{N}_B(T_i(\rho)) \leq \mathcal{N}_B(\rho) \sum_i \langle e_i, T_i(b_2) \rangle \tanh \Delta(T_i)/4
\]
\[ \leq N_B(\rho) \max_j \tanh \left( \frac{\Delta(T_j)/4}{2} \right) \sum_i \langle e_i, T_i(b_2) \rangle, \]

and the last sum is at most 1 by assumption.

**In entanglement theory**, replacing the hyperbolic tangent in (44) by 1 gives exactly the requirement for \( N_B \) to be an *entanglement monotone*, when considered for normalized quantum states \( \rho \). As \( \sum p_i = 1 \) and \( p_i \geq 0 \) in this case, the general base norm and the logarithmic negativity are entanglement monotones as well,\(^{30,37} \)

\[
\sum p_i \| \rho_i \|_{B_i} = \sum p_i \left( 2N_B(\rho_i) + 1 \right) \leq 2N_B(\rho) + \sum p_i = \| \rho \|_B. \quad (45)
\]

\[
\sum p_i \log \| \rho_i \|_{B_i} \leq \log \left( \sum p_i \| \rho_i \|_B \right) \leq \log \| \rho \|_B. \quad (46)
\]

Proposition 13 yields a (potentially) non-trivial contraction ratio in the inequality that shows the (generalized) negativity to be an entanglement monotone.\(^{37} \) But putting non-trivial contraction coefficients that depend solely on the projective diameter into Eqs. (45) and (46) would require some additional assumptions akin to Proposition 10, such as \( T_i(\rho) \notin \mathcal{C}_i \) for all \( i \), which, however, seems very restrictive in the context here. But with this additional requirement, the lhs. of (46), for instance, is upper bounded by \( \log \| \rho \|_B + \log \tanh[\max_i \Delta(T_i)/2] \).

Note that, similar to the trace-norm, the base norm associated with the cone \( S_{\text{PPT}} \) also has a physical interpretation. For bipartite quantum systems, the logarithmic negativity \( \log \| \rho \|_{S_{\text{PPT}}} \) is an upper bound to the distillable entanglement,\(^{37} \) while it is a lower bound to the PPT-entanglement cost and, for many states \( \rho \), it exactly equals the latter.\(^3,37 \) Proposition 10 therefore states that under the application of a PPT-channel \( T \) the upper bound on the distillable entanglement of a quantum state \( \rho \) will decrease by at least \( \log \tanh[\Delta(T)/2] \) unless \( T(\rho) \) is not distillable in the first place; note that, for the normalized quantum state \( T(\rho) \), the condition \( T(\rho) \in S_{\text{PPT}} \) is equivalent to \( \log \| T(\rho) \|_{S_{\text{PPT}}} = 0 \). And for repeated applications of the PPT-channel \( T \), Corollary 11 implies that the state \( T^n(\rho) \) after \( n \geq (e^{\Delta(T)/2}) \log \| \rho \|_1 \) time steps will not be distillable at all and that its PPT entanglement cost will vanish.

**V. DISTINGUISHABILITY MEASURES**

In the preceding sections we have established relations between Hilbert’s projective metric and base norms and negativities, tools that are used in quantum information theory to quantify entanglement in a bipartite quantum system. And apart from representing merely abstract measures quantifying the distance between a quantum state and a given cone, they also give upper bounds on physical quantities, like the distillable entanglement, for some special choices of cones.\(^3,37 \)

Another physical interpretation, which was already insinuated above in (31) and (38), is that the trace distance \( \| \rho_1 - \rho_2 \|_1 = \| \rho_1 - \rho_2 \|_{B_1} \) quantifies the best possible distinguishability between two quantum states \( \rho_1, \rho_2 \) under all physical measurements.\(^{16,21,28} \) In this section we will make this notion precise by developing a similar duality relation between more general distinguishability measures on the one hand and base norms associated with general cones on the other hand, and relate these to Hilbert’s projective metric. In several of the results from Secs. III and IV, the base norm is naturally applied to a *difference* of two elements, and it is these results that are most readily translated to distinguishability measures, which we will do later in this section.

The following setting is inspired by physical considerations and will be explicitly translated into the quantum information context below Theorem 14 (for more on those distinguishability measures, see also Ref. 27). Let \( V \) be a finite-dimensional real vector space and \( V^* \) its dual, equipped with a distinguished element \( e \in V^* \). Furthermore, let \( M \subset V^* \) be a closed convex set with non-empty interior which satisfies

\[
M \cap (-M) = \{0\} \quad \text{and} \quad e - M \subseteq M \quad (47)
\]
Theorem 14 (Duality between distinguishability norms and base norms): Under the above conditions, \( \hat{M} \) from (50) contains \( M \), it generates the same cone as \( M \), i.e., \( \hat{C}_M = C_M \), and it induces a well-defined distinguishability norm \( || \cdot ||_{(\hat{M})} \) via (49). Furthermore, \( \hat{B} := \hat{C} \cap H_\nu \) is a base of the cone \( \hat{C} := (C_M)^* \) and therefore induces a well-defined base norm \( || \cdot ||_B \) on \( V \) via (15). These distinguishability and base norms satisfy

\[
||v||_{(\hat{M})} \leq ||v||_{\hat{B}} = ||v||_B \tag{51}
\]

and

\[
\sup_{E \in \hat{M}} \langle E, v \rangle \leq \sup_{0 \leq E' \leq e} \langle E, v \rangle = \frac{1}{2} (||v||_B + \langle e, v \rangle) \tag{52}
\]

for all \( v \in V \).

Proof: \( E \in M \) implies \( E \in C_M \) and \( e - E \in M \subset C_M \), so that \( 0 \leq E \leq e \) and \( E \in \hat{M} \) according to (50), which shows \( M \subseteq \hat{M} \) and subsequently \( C_M \subseteq \hat{C}_M \). On the other hand, \( E \in \hat{C}_M \) means \( E = \lambda E' \) for some \( \lambda \geq 0 \) and \( E' \in \hat{M} \), so in particular \( E' \in C_M \); this implies \( E = \lambda E' \in \lambda C_M \subseteq C_M \), so that also \( \hat{C}_M \subseteq C_M \). Since the cone \( C_M \) appearing in definition (50) is proper, \( \hat{M} \) is closed and convex and satisfies \( e - E \in \hat{M} \); also, \( E \in M \cap (-\hat{M}) \) implies \( E \leq 0 \leq E \), i.e., \( E = 0 \); lastly, due
to \( \tilde{M} \supseteq M \), \( \tilde{M} \) contains 0 and has non-empty interior. Therefore, \( \tilde{M} \) has all the properties necessary to define a distinguishability norm via (49).

Next we will show that \( B = C \cap \{ v \in \mathbb{V} | \langle e, v \rangle = 1 \} \) forms a base of \( C \). Note that, as an intersection of convex sets, \( B \) is convex. Now we will show that \( e \in (C^*)' \). As \( M \) has non-empty interior, it contains an open ball \( U_e(a) \) of radius \( \epsilon > 0 \) around \( a \in M \), i.e., \( U_e(a) \subseteq M \). (47) then implies \( e - U_e(a) = U_e(e - a) \subseteq M \), and convexity of \( M \) gives \( \frac{1}{2} U_e(a) + \frac{1}{2} U_e(e - a) = U_e(e/2) \subseteq M \). Thus, \( U_{2e}(e) = 2U_e(e/2) \subseteq 2M \subseteq C_M \), so that \( e \in (C_M)^* = (C^*)' \). Now let \( v \in C_0 \); we need to show that \( v \) can be written in a unique way as \( v = \lambda b \) with \( \lambda > 0 \) and \( b \in B \). First, \( e \in C^* \) gives \( \langle e, v \rangle \geq 0 \). Now assume \( \langle e, v \rangle = 0 \). The function \( (f, v) \) is linear in \( f \in \mathbb{V}^* \) and non-constant since \( v \neq 0 \), and therefore \( (f, v) < 0 \) for some \( f \in U_{2e}(e) \subseteq C^* \), a contradiction. Thus \( \langle e, v \rangle > 0 \), and so \( \lambda := \langle e, v \rangle \) and \( b := v/\lambda \) give the desired unique representation \( v = \lambda b \).

The inequality in (51) follows from \( M \subseteq \tilde{M} \), and the equality follows from the strong duality between two semidefinite programs, \( ^{\text{10}} \) each corresponding to one side of the equation. First, weak duality gives

\[
\|v\|_{(\tilde{M})} = \sup \{ \langle 2E, v \rangle - \langle e, v \rangle \mid E \geq C, \ E \geq C_0 \} \\
\leq \inf \{ \langle e, 2c_+ \rangle - \langle e, v \rangle \mid v = c_+ - c_- \} \\
= \inf \{ \langle e, c_+ \rangle + \langle e, c_- \rangle \mid v = c_+ - c_- \} \\
= \|v\|_B.
\]

Since both \( C_M \) and \( C \) have non-empty interior, Slater’s constraint qualification \( ^{\text{10}} \) yields actually equality in (53) and ensures that all optima are attained. (52) follows from (51) and the definitions (49) and (50).

The construction above can also be reversed, albeit in a partially non-unique manner: Starting from a vector space \( \mathbb{V} \) with base norm \( \| \cdot \|_B \), where \( B = C \cap H_\epsilon \) is a base of a proper cone \( C \subset \mathbb{V} \), one can identify \( C_M := C^* \subset \mathbb{V}^\ast \) and then \( e \in (C_M)^* \) will hold. There are, however, different possible choices for \( M \) that all satisfy the conditions above, see Fig. 1. But each of these choices will lead to the same \( M \), as by (50) this only depends on \( C_M \) (and \( \tilde{M} \) itself is a possible choice for \( M \)). Theorem 1-4 and in particular the relations (51) and (52) also hold in this situation, and it is indeed the distinguishability norm associated with the unique \( M \) which is strongly dual to the base norm \( \| \cdot \|_B \), i.e., which attains equality in (51).

In the context of quantum theory, the space \( \mathbb{V}^\ast \) from above is the vector space of all Hermitian observables in \( M(H) \subset \mathbb{C} \), including as the distinguished element the identity matrix \( 1 := e \) which corresponds to the trace functional and acts on \( A \in \mathbb{V} \) (the vector space containing the quantum states) by \( \langle e, A \rangle = \text{tr}[A] = \text{tr}[A] \). Since \( \mathbb{V} \) is identified with the set of Hermitian matrices in \( M(H) \) by the Hilbert-Schmidt inner product, \( M \) is the set of POVM elements of 2-outcome POVMs that are realizable in a given physical setup. \( ^{\text{25}} \) For any \( E \in M \), the probability of outcome \( E \) in the measurement corresponding to the POVM \( (E, 1 - E) \) on a valid quantum state \( \rho \) is \( \text{tr}[E\rho] = \langle E, \rho \rangle \). \( E \in M \) is called an effect operator or measurement operator.

The above requirements on \( M \) derive directly from physical considerations (see also Theorem 4 in Ref. 27): (i) a convex combination of allowed measurements corresponds to their probabilistic mixture and is therefore also allowed, (ii) exactly when \( M \) has non-empty interior is it possible to reconstruct the quantum state \( \rho \) from the knowledge of all probabilities \( \text{tr}[E\rho] \), \( ^{\text{25}} \) (iii) for each \( E \in M \), by relabeling the two outcomes of the corresponding POVM \( (E, 1 - E) \), also \( (1 - E, E) \) is an implementable POVM, i.e., \( 1 - E \in M \), and (iv) the POVM \( (0, 1) \) which yields the second outcome with probability 1 is trivially implementable, so \( 0 \in M \). As probabilities have to be non-negative, valid quantum states satisfy \( \rho \in (C_M)^\ast = C \), and since the normalization of states is measured by the observable 1, all physical quantum states \( \rho \) are, in the present setting, necessarily elements of the base \( B = C \cap H_\epsilon \). Note further, (v) that demanding non-negative probabilities for all states in a
A basic task in quantum information theory is that of distinguishing two (a priori equiprobable) quantum states $\rho_1$, $\rho_2$, i.e., finding the 2-outcome POVM $(E, 1 − E)$ in a set of implementable POVMs (corresponding to the set $M$) which maximizes the difference (bias) between the probabilities of outcome $E$ when measuring on state $\rho_1$ versus $\rho_2$. This maximal bias\footnote{Equality in (54) indeed holds for some important classes of measurements considered in quantum information theory, as we discuss now.} is

$$\sup_{E \in M} \{\operatorname{tr} [E \rho_1] − \operatorname{tr} [E \rho_2]\} = \sup_{E \in M} \{\rho_1 − \rho_2\}_{M} = \frac{1}{2}\|\rho_1 − \rho_2\|_{\text{tr}, M},$$

where the last equality holds due to $\operatorname{tr} [\rho_1] = \operatorname{tr} [\rho_2]$, cf. (48) and (49). Theorem 14 then gives the relation between these distinguishability measures and the base norm $\| \cdot \|_C$:

$$\sup_{E \in M} \operatorname{tr} [E (\rho_1 − \rho_2)] = \frac{1}{2}\|\rho_1 − \rho_2\|_C \leq \frac{1}{2}\|\rho_1 − \rho_2\|_C = \frac{1}{2}\|\rho_1 − \rho_2\|_{\Delta, M'},$$

where the first and the last expression explicitly show the duality going from $M$ to $C = (\Delta, M')^\ast$. By Theorem 14, we have equality in (54) if $M = \mathcal{M}$, which translates to the following condition in the quantum context (cf., Fig. 1): if $(E_i, 1 − E_i)$ are two implementable POVMs (i.e., if $E_i \in M$ for $i = 1, 2$) and if $\alpha_i > 1$ are numbers such that $\alpha_1 E_1 + \alpha_2 E_2 = 1$, then also the POVM $(\alpha_1 E_1, \alpha_2 E_2)$ is implementable (i.e., $E_1 E_1 \in M$). Equality in (54) indeed holds for some important classes of measurements considered in quantum information theory, as we discuss now.

The best known instance, the set of POVM elements,

$$M_+ := \{E \in \mathcal{M}_d (\mathcal{C}) \mid E \in S_+, 1 − E \in S_+\} = \{E \in \mathcal{M}_d (\mathcal{C}) \mid 0 \leq E \leq S_+\},$$

(55)
describes a situation where all possible physical measurements are implementable, giving the strongest possible distinguishability (bias) between two quantum states\footnote{The capability of implementing all separable measurements on an $n$-partite quantum system corresponds to

$$M_{\text{SEP}} := \left\{ \sum_{k=1}^L E_k^{(1)} \otimes \cdots \otimes E_k^{(n)} \mid E_k^{(i)} \in S_+, L \leq K, \sum_{k=1}^K E_k^{(1)} \otimes \cdots \otimes E_k^{(n)} = 1 \right\},$$

all PPT measurements (see also Ref. 27) to

$$M_{\text{PPT}} := \left\{ E \in \mathcal{M}_d (\mathcal{C}) \mid \forall I \subseteq \{1, \ldots, n\} : \left( \bigotimes_{i \in I} T_i \otimes \bigotimes_{j \in I} \text{id}_j \right) E \in M_+ \right\},$$

where the last condition means PPT implementability with respect to any bipartition. It is easy to see that $M_{\text{SEP}} = M_{\text{SEP}}$ and $M_{\text{PPT}} = M_{\text{PPT}}$ (see Fig. 1), so that (54) holds with equality. The two classes (56) and (57) derive their importance from the fact that they are closer than $M_+$ to the set of 2-outcome measurements that can be implemented by local quantum operations and classical communication (LOCC-measurements, $M_{\text{LOCC}}$). This set is further diminished if communication
between the parties is not allowed for,
\[
M_{LO} := \text{cl conv} \left\{ \sum_{(k_1, \ldots, k_n) \in E} E^{(k)}_j \mid E \subseteq \{1, \ldots, K\}^n, E_k^{(j)} \in S_+, \sum_{k=1}^K E_k^{(j)} = 1 \forall j \right\}.
\]

Therefore,
\[
M_{LO} \subseteq M_{LOCC} \subseteq M_{SEP} \subseteq M_{PPT}^- \subseteq M_+,
\]
and these inclusions lead to corresponding inequalities between the associated distinguishability norms. The cones generated by the first three sets are actually equal since for every \(E \in M_{SEP}\) one can easily find \(E' \in M_{LO}\) (58) and \(p > 0\) such that \(E' = pE\), meaning that every separable measurement can be probabilistically implemented by local quantum operations. This gives
\[
C_{M_{LO}} = C_{M_{LOCC}} = C_{M_{SEP}} \subseteq C_{M_{PPT}^-} \subseteq C_{M_+} \quad \text{and} \quad \tilde{M}_{LO} = \tilde{M}_{LOCC} = \tilde{M}_{SEP} \subseteq \tilde{M}_{PPT}^- \subseteq \tilde{M}_+.
\]

The upper two inclusions in each of the chains in (60) and (59) are known to be strict, at least in large enough dimensions. This is, however, not clear for the two lower inclusions in (59); it is at least guaranteed that every physical state is an element of \(M_{LOCC}\) (see (20) for notation). This is neither a subset nor a superset of the physically implementable measurements, but rather a superset of \(M_{PPT}^-\) (cf., (59)). Nevertheless, it is often easier to handle in practice, and the theorems in this section apply to such “unphysical” sets of measurements as well. We will further discuss these approximations to \(M_{LOCC}\) and relations with Hilbert’s projective metric below Corollary 15 and in the construction example below Lemma 17.

Another set often used to approximate \(M_{LOCC}\) in a bipartite setting is \(M_{PPT} := \{ E|E^T_i \in M_+ \} = (M_+)^T\) (see (20) for notation). This is neither a subset nor a superset of the physically implementable measurements \(M_+\), but rather a superset of \(M_{PPT}^-\) (cf., (59)). Nevertheless, it is often easier to handle in practice, and the theorems in this section apply to such “unphysical” sets of measurements as well. We will further discuss these approximations to \(M_{LOCC}\) and relations with Hilbert’s projective metric below Corollary 15 and in the construction example below Lemma 17.

Note that for \(M = M_{SEP}, M_{LOCC}, M_{LO}\) it is hard to express the corresponding cone \(C = (C_{M_{SEP}})^o\) in an explicit form, as would be desirable in order to compute the corresponding base norm. But due to \(C \supseteq S_+ \supseteq B_+\) it is at least guaranteed that every physical state is an element of \(C\). For the other classes of measurements, however, the cones containing the states can be expressed explicitly: for \(M_{PPT}^-\) one has \(C = (S_+)^T\), and for \(M_{PPT}^- = \bigcup_{1 \leq k \leq n} (M_+)^T\) (cf., (57)) it is \(C = \bigcap \bigcup_{1 \leq k \leq n} (S_+)^T\), which as the convex hull of convex sets is easily written down explicitly.

Using the duality between distinguishability and base norms from Theorem 14, Proposition 7 translates most directly to the present context of distinguishability measures and bounds them by Hilbert’s projective metric.

**Corollary 15 (Distinguishability norm vs. Hilbert’s projective metric):** For a finite-dimensional vector space \(V\) and a distinguished element \(e \in V^*\), let \(M \subseteq V^*\) be a closed convex set with non-empty interior and satisfying (47); then \(M\) induces a distinguishability norm \(\| \cdot \|_{(M)}\) on \(V\) via (49), generates a proper cone \(C_M \subseteq V^*\) and induces a proper cone \(\mathcal{C} := (C_M)^o \subseteq V\) with base \(B := C \cap H_e\). Let \(b_1, b_2 \in B\). Then,
\[
\frac{1}{2} \|b_1 - b_2\|_{(M)} = \sup_{E \in M} \langle E, b_1 - b_2 \rangle \leq \frac{(\sup_{c}(b_1/b_2) - 1)(1 - \inf_{c}(b_1/b_2))}{\sup_{c}(b_1/b_2) - \inf_{c}(b_1/b_2)} \leq \frac{1}{1 + \inf_{c}(b_1/b_2)} - \frac{1}{1 + \sup_{c}(b_1/b_2)} \leq \tanh \frac{h_0(b_1, b_2)}{4}.
\]
Proof: This is an immediate consequence of Theorem 14 and the inequalities (28)–(30); cf., also Proposition 7.

Remark: As the lhs, the rhs in the chain of inequalities in Corollary 15 can likewise be written directly in terms of \( M \); with Eqs. (5) and (8):

\[
h_C(b_1, b_2) = h_{\mathcal{C}^{op}}(b_1, b_2) = \ln \sup_{E,F \in M} \frac{\langle E,b_1 \rangle \langle F,b_2 \rangle}{\langle E,b_2 \rangle \langle F,b_1 \rangle},
\]

where in the context of quantum theory the last expression contains ratios of measurement probabilities.

Translating Corollary 15 into the quantum information context, Hilbert’s projective metric yields a bound on the maximal bias in distinguishing two quantum states by a given set \( M \) of implementable measurements. If, for instance, all physical measurements are implementable (\( \mathcal{C} = \mathcal{S}_+ \)), one gets that the trace distance between two states \( \rho_1, \rho_2 \in B_+ \) is upper bounded as follows:

\[
\frac{1}{2} ||\rho_1 - \rho_2||_1 \leq \tanh \frac{h_S(\rho_1, \rho_2)}{4}.
\]

For \( M_+ \) and for other sets of measurements we will now examine such bounds in a concrete example.

Example (‘‘data hiding’’\(^{13} \)). On a bipartite \( d \times d \)-dimensional quantum system, consider the task of distinguishing the two Werner states \( \rho_i = \rho_ia_+ + (1 - p_i)a_- \) (Ref. 38), \( i = 1, 2 \), where \( a_{\pm} = (1 \pm F)/(d(d + 1)) \) are the (anti)symmetric states, \( F = \sum_{i,j} |ij\rangle \langle ji| \), and \( 0 \leq p_2 \leq p_1 \leq 1 \). One can compute ||\( \rho_1 - \rho_2 ||_1 = 2(p_1 - p_2) \), ||\( \rho_1 - \rho_2 ||_{M_{	ext{OPT}}} = 4(p_1 - p_2)/d \) and \( ||\rho_1 - \rho_2||_{M_{\text{PR}}}, = 4(p_1 - p_2)/(d + 1) \),\(^7 \) which are all upper bounds on \( ||\rho_1 - \rho_2||_{(M_{\text{OPT}})} \) by (59). This enables ‘‘data hiding,’’ \(^{13} \) as the bias in distinguishing \( \rho_1 \) versus \( \rho_2 \) in a LOCC-measurement is smaller by a factor of order \( d \) than the best bias under all quantum measurements (in fact, \( ||\rho_1 - \rho_2||_{(M_{\text{OPT}})} = 4(p_1 - p_2)/(d + 1) \)).\(^{13,20} \)

Comparing these norms to the Hilbert metric bounds of Corollary 15, note first that \( h_{S_{\text{PR}}}(\rho_1, \rho_2) \) is not defined for \( p_2 < 1/2 \) since \( \rho_2 \notin S_{\text{OPT}} \), whereas norm distances depend only on the difference \( \rho_1 - \rho_2 \). For the other cones,

\[
\sup_{S_+}(\rho_1/\rho_2) = \sup_{S_{\text{PR}}}(\rho_1/\rho_2) = \frac{p_1}{p_2}, \quad \inf_{S_+}(\rho_1/\rho_2) = \frac{1 - p_1}{1 - p_2}, \quad \inf_{S_{\text{PR}}}(\rho_1/\rho_2) = \frac{d + 1 - 2p_1}{d + 1 - 2p_2}
\]

(note \( (S_+)^* = S_+ \) and \( (S_{\text{PR}})^* = S_{\text{PR}} \), whereas \( (S_{\text{OPT}})^* = (S_+ \cap S_{\text{OPT}})^* = \text{conv}(S_+ \cup S_{\text{OPT}}) \supseteq S_{\text{OPT}} \)). So, (63) from Corollary 15 gives, for instance, for \( M_{\text{OPT}} \), the upper bound (for large \( d \))

\[
\frac{1}{2} ||\rho_1 - \rho_2||_{(M_{\text{OPT}})} \leq \tanh \frac{h_{S_{\text{PR}}}(\rho_1, \rho_2)}{4} = 1 - \frac{2}{1 + \sqrt{p_1/p_2}} + O\left(\frac{1}{d}\right).
\]

This bound by Hilbert’s projective metric does not yield the \( 1/d \) behavior required for data hiding.

Significantly stronger bounds can be obtained for this example if one expresses them directly in terms of the sup and inf from above. For example, employing (61) gives upper bounds \( ||\rho_1 - \rho_2||_{(M_{\text{OPT}})} \leq 4(p_1 - p_2)/(d + 1) \) and \( ||\rho_1 - \rho_2||_1 \leq 2(p_1 - p_2) \), both of which coincide with the actual values and certify the possibility of data hiding. Tightness of the Hilbert metric bound (63) is lost in the arithmetic-geometric-mean inequality (26).

We will now translate Corollary 9 from the base norm language into a contractivity result for distinguishability norms. In general, by Theorem 14, a distinguishability norm is merely upper bounded by the corresponding base norm; but to obtain a consistent chain of inequalities, one needs equality in one place and this explains the condition \( M = \tilde{M} \) in Proposition 16(b).

After formulating this contractivity result, we will state in Lemma 17 a few implications and equivalences regarding maps and their duals which allow for alternative formulations of the conditions in Proposition 16. Note that, in the quantum context, the process of measuring a quantum
system after the action of a quantum operation, expressed as \( (E', T(\rho)) \), can be described equivalently as evolution of the measurement operator under the dual map, since \( (E', T(\rho)) = (T^*(E'), \rho) \) for all \( \rho \) and \( E' \) (“Heisenberg picture”). Hence the occurrence of \( T^* \) acting on measurement operators associated with the output space in the following.

Proposition 16 (Distinguishability norm contraction): For finite-dimensional vector spaces \( V, V' \) and distinguished elements \( e \in V^*, e' \in V'^* \) in their duals, let \( M \subseteq V^* \) and \( M' \subseteq V'^* \) be closed convex sets with non-empty interior and satisfying (47); they then generate proper cones \( C_M \subseteq V^* \), \( C_{M'} \subseteq V'^* \) and induce proper cones \( C := (C_M)^* \subseteq V, C' := (C_{M'})^* \subseteq V' \) with bases \( B := C \cap H_e \), \( B' := C' \cap H_{e'} \). Let \( T : V \rightarrow V' \) be a linear map. Then the following hold for all \( v_1, v_2 \in V \) with \( (e, v_1) = (e, v_2) \):

(a) If \( T^*(M') \subseteq M \) and \( T^*(e') = e \), then \( \|T(v_1) - T(v_2)\|_{\|M\|} \leq \|v_1 - v_2\|_{\|M\|} \).

(b) If \( T \) is base-preserving (i.e., \( T(B) \subseteq B' \)) and \( M = M' \), then

\[
\|T(v_1) - T(v_2)\|_{\|M\|} \leq \|v_1 - v_2\|_{\|M\|} \tanh \left( \frac{\Delta(T)}{4} \right). \tag{65}
\]

Proof: For (a), note that

\[
\|T(v_1) - T(v_2)\|_{\|M\|} = \sup_{E \in M} \langle 2E - e', T(v_1 - v_2) \rangle = \sup_{E \in M} \langle 2T^*(E') - T^*(e'), v_1 - v_2 \rangle = \sup_{E \in T^*(M')} \langle 2E - e, v_1 - v_2 \rangle \leq \|v_1 - v_2\|_{\|M\|}.
\]

For (b), use \( \|\cdot\|_{\|M\|} \leq \|\cdot\|_B \) and \( \|\cdot\|_{\|M\|} = \|\cdot\|_{\|B\|} = \|\cdot\|_{\|M\|} \) from Theorem 14 and, as \( T \) is base-preserving, \( \|T(v_1) - T(v_2)\|_{\|B\|} \leq \|v_1 - v_2\|_{\|B\|} \tanh[\Delta(T)/4] \) from Corollary 9.

Remark: One might conjecture that (65) holds even under the (weaker) assumptions of Proposition 16(a); this, however, is not true in general (not even in the case \( V = V', M = M' \)), as one can find explicit examples where \( \Delta(T) < \infty \) and nevertheless the best contraction coefficient in Proposition 16(a) is 1.

Lemma 17 (Maps and dual maps): Under the conditions of Proposition 16, the following hold:

(a) \( T \) is cone-preserving (i.e., \( T(C) \subseteq C' \)) if and only if its dual \( T^* : V'^* \rightarrow V^* \) is cone-preserving (i.e., \( T^*(C_M') \subseteq C_M \)).

(b) If \( T^*(e') = e \iff T(H_e) \subseteq H_{e'} \forall v \in V : (e, v) = (e', T(v)). \)

(c) \( T^*(e') = e \iff T(H_e) \subseteq H_{e'} \forall v \in V : (e, v) = (e', T(v)). \)

(d) \( T \) is base-preserving (i.e., \( T(B) \subseteq B' \)) iff \( T^*(C_M) \subseteq C_M \) and \( T^*(e') = e \).

(e) \( T^*(M') \subseteq M \Rightarrow T^*(C_M) \subseteq C_M \) (i.e., \( T^* \) and \( T \) are cone-preserving).

(f) \( T \) is base-preserving \( \Rightarrow T^*(M') \subseteq M \), where \( M \) is defined in (50).

Proof: (a), (e), and (f) follow from the definitions. (c) and (d) hold since \( e \in (C_M)^* \) (see proof of Theorem 14), so that \( H_e \) and \( B \) span all of \( V \). (b) follows easily by writing down the claim using the defining Eqs. (11), (8) and (5) and by noting that the suprema from (5) and (11) can be interchanged; proper care can also be taken of cases where denominators become 0.

In quantum information theory, when sets \( M \subseteq V^* \) and \( M' \subseteq V'^* \) corresponding to implementable 2-outcome measurements are fixed, a given general quantum channel \( T \) might not satisfy the conditions of Proposition 16(a) or (b). However, in many interesting situations it does, and we will now describe some of them, thereby providing a physical interpretation of Proposition 16 (see also previous examples in this section).

If \( M \) and \( M' \) correspond to the set of all physically possible measurements, i.e., \( M, M' = M_b \), then \( C, C' = S_+ \), so any physically implementable quantum channel \( T \) obeys the conditions of
Proposition 16(a) and (b). And when applied to quantum states \( \rho_1, \rho_2 \in B_1 \), Proposition 16(a) just gives the well-known trace-norm contraction,\(^{33} \) whereas (b) yields a possibly non-trivial contraction coefficient,

\[
||T(\rho_1) - T(\rho_2)||_1 \leq ||\rho_1 - \rho_2||_1 \tanh \frac{\Delta(T)}{4},
\]

cf. also (38). This has the interpretation that the maximal bias in distinguishing \( \rho_1 \) and \( \rho_2 \) decreases by at least a factor of \( \tanh [\Delta(T)/4] \) under the application of the quantum channel \( T \).

The condition \( T^{\ast}(M') \subseteq M \) also holds (i) for \( M, M' = M_{\text{SEP}} \) sets of separable measurements (56) and separable superoperators \( T \),\(^{31} \) (ii) for sets of PPT measurements \( M_{\text{PPT}} \) (57) and positive PPT-preserving operations \( T \) (i.e., \( T(\rho^T) \in S_+ \) for any \( \rho \in S_+ \) and for partial transposition \( T_I \) with respect to any bipartition \( I \subseteq \{1, \ldots, n\} \)), and (iii) for the (unphysical) sets of \( M_{\text{PPT}} \) measurements and PPT operations (i.e., \( T(\rho^T) \in S_+ \) for any \( \rho \in S_+ \)). As \( M = \hat{M} \) in all three cases (see earlier in this section), if \( T \) is furthermore trace-preserving then Proposition 16(b) applies. For the frequently considered case of the PPT-distance, this reads

\[
||T(\rho_1) - T(\rho_2)||_{M_{\text{PPT}}} = ||(T(\rho_1 - \rho_2))^{T_I}||_1
\]
\[
\leq ||(\rho_1 - \rho_2)^{T_I}||_1 \tanh \left[ \Delta_{\text{SE}(T)}/4 \right]
\]
\[
= ||\rho_1 - \rho_2||_{M_{\text{PPT}}} \tanh \left[ \Delta_{\text{SE}(T)}/4 \right].
\]

In Appendix B we compare \( \Delta_{S_+}(T) \) and \( \Delta_{\text{SE}(T)} \) for a depolarizing channel.

For \( M \) and \( M' \) corresponding to the set of LOCC measurements and for a quantum operation \( T \) implementable by LOCC, one has \( T^{\ast}(M_{\text{LOCC}}) \subseteq M_{\text{LOCC}} \) from the remark on the Heisenberg picture preceding Proposition 16. Equation (65) is not guaranteed to hold for this case as possibly \( M_{\text{LOCC}} \neq M_{\text{LOCC}} \). But Proposition 16(a) yields non-strict contraction for a trace-preserving LOCC-operation \( T \),

\[
||T(\rho_1) - T(\rho_2)||_{M_{\text{LOCC}}} \leq ||\rho_1 - \rho_2||_{M_{\text{LOCC}}},
\]

meaning that the LOCC-distinguishability cannot increase under the application of a LOCC-channel.

**VI. FIDELITY AND CHERNOFF BOUND INEQUALITIES**

Another very popular distinguishability measure in quantum information theory is the so-called **fidelity**,\(^{15,28,35} \) which can be seen as a generalization of the overlap of pure quantum states to mixed states. For two density matrices \( \rho_1, \rho_2 \), i.e., \( \rho_1, \rho_2 \in M_d(\mathbb{C}) \) positive semidefinite with \( \text{tr} \{ \rho_1 \} = \text{tr} \{ \rho_2 \} = 1 \), the fidelity is defined as

\[
F(\rho_1, \rho_2) := \text{tr} \left[ \sqrt{\rho_1^{1/2} \rho_2 \rho_1^{1/2}} \right].
\]

It bounds the trace distance through the well-known inequality\(^{28} \)

\[
1 - F(\rho_1, \rho_2) \leq \frac{1}{2} ||\rho_1 - \rho_2||_1 \leq \sqrt{1 - F(\rho_1, \rho_2)^2},
\]

and we will in the following proposition relate the fidelity to Hilbert’s projective metric on the cone \( S_+ \) of positive semidefinite matrices. In fact, we will show that the upper bound in (67) fits in between both sides of the above established inequality (64).

**Proposition 18 (Fidelity vs. Hilbert’s projective metric):** Let \( \rho_1, \rho_2 \in M_d(\mathbb{C}) \) be two density matrices, and denote by \( S_+ \) the cone of positive semidefinite matrices in \( M_d(\mathbb{C}) \). Then,

\[
\sqrt{1 - F(\rho_1, \rho_2)^2} \leq \tanh \frac{\Delta_{S_+}(\rho_1, \rho_2)}{4}.
\]

**Proof:** Using \( 1 - \tanh^2 x = 1/ \cosh^2 x \), the claim (68) is equivalent to

\[
1 \leq \cosh \left[ \frac{\Delta_{S_+}(\rho_1, \rho_2)}{4} \right] F(\rho_1, \rho_2).
\]
Now, as is well-known,\textsuperscript{15,28} there exists a POVM \((E_i)_{i=1}^n\) (i.e., \(E_i \in \mathcal{S}_+\), \(\sum_{i=1}^n E_i = 1\)) such that the numbers \(p_i := \text{tr}[E_i \rho_1]\) and \(q_i := \text{tr}[E_i \rho_2]\) satisfy
\[
F(p_1, p_2) = \sum_{i=1}^n \sqrt{p_i q_i}.
\]
(70)

The rhs is the so-called\textsuperscript{15} classical fidelity\textsuperscript{28} between the probability distributions induced by \((E_i)_{i=1}^n\) on \(\rho_1\) and \(\rho_2\). With such POVM elements \(E_i\), one has by definitions (8) and (5),
\[
h_{\mathcal{S}_+}(\rho_1, \rho_2) = \ln \sup_{E_i \in \mathcal{S}_+} \frac{\text{tr}[E_i \rho_1]}{\text{tr}[E_i \rho_2]} \left/ \sum_{i=1}^n \sqrt{q_i} \cdot \right.
\]
(71)
\[
\geq \ln \sup_{i,j,\in \mathcal{S}_+} \frac{\text{tr}[E_i \rho_1]}{\text{tr}[E_j \rho_2]} \left/ \sum_{i=1}^n \sqrt{q_i} \cdot \right.
\]
(72)
\[
= \ln \left[ \sup_i \frac{p_i}{q_i} \sup_j \frac{q_j}{p_j} \right] = \ln (M/m),
\]
where \(M := \sup_i (p_i/q_i)\), \(m := \inf_i (p_i/q_i)\) (defining \(x/0 := \infty\) for \(x > 0\), and omitting indices \(i, j\)). Comparing this to (69) and using \(\cosh x = (e^x + e^{-x})/2\) and (70), we are therefore done if we can show
\[
1 \leq \cosh \left[ \frac{1}{4} \ln \frac{M}{m} \right] F(p_1, p_2) = \frac{1}{2} \left[ \left( \frac{M}{m} \right)^{1/4} + \left( \frac{m}{M} \right)^{1/4} \right] \sum_{i=1}^n \sqrt{q_i}.
\]
(73)

We begin by showing that, for each \(i = 1, \ldots, n\) separately,
\[
\left[ \left( \frac{M}{m} \right)^{1/4} + \left( \frac{m}{M} \right)^{1/4} \right] \sqrt{p_i q_i} \geq \left( \frac{1}{Mm} \right)^{1/4} p_i + (Mm)^{1/4} q_i.
\]
(74)

For \(p_i = q_i = 0\), this statement is trivial. If \(p_i > 0 = q_i\), then \(M = \infty\), so \(h_{\mathcal{S}_+}(\rho_1, \rho_2) = \infty\) by (72) and (68) holds trivially; similarly for \(q_i > 0 = p_i\). In all other cases, divide both sides by \(\sqrt{p_i q_i}\) and set \(x := \sqrt{p_i/q_i} \in [\sqrt{m}, \sqrt{M}]\). Then, (74) follows if
\[
\left[ \left( \frac{M}{m} \right)^{1/4} + \left( \frac{m}{M} \right)^{1/4} \right] \geq \left( \frac{1}{Mm} \right)^{1/4} x + (Mm)^{1/4} \frac{1}{x}
\]
holds for all \(x\) with \(\sqrt{m} \leq x \leq \sqrt{M}\). But this is clear since it holds with equality at the boundary points \(x = \sqrt{m}, \sqrt{M}\), and the right-hand side is a convex function of \(x\) while the left-hand side is constant.

(73) follows now by summing (74) over \(i = 1, \ldots, n\):
\[
\frac{1}{2} \left[ \left( \frac{M}{m} \right)^{1/4} + \left( \frac{m}{M} \right)^{1/4} \right] \sum_{i=1}^n \sqrt{p_i q_i} \geq \frac{1}{2} \sum_{i=1}^n \left( \frac{1}{Mm} \right)^{1/4} p_i + (Mm)^{1/4} q_i
\]
\[
= \frac{1}{2} \left[ \left( \frac{1}{Mm} \right)^{1/4} + (Mm)^{1/4} \right] \geq 1,
\]
where in the second step we used \(\sum_i p_i = \text{tr} \left[ \sum_i E_i \rho_1 \right] = \text{tr}[1 \rho_1] = 1\) and similarly \(\sum_i q_i = 1\), and the last step follows as the sum of a non-negative number and its inverse is lower bounded by 2.

The important fact about the fidelity (66) used in the proof is the existence of a POVM \((E_i)_i\) such that (70) holds. In fact, it is even true that\textsuperscript{15,28}
\[
F(p_1, p_2) = \min_{(E_i)_i \text{POVM}} \sum_i \sqrt{\text{tr}[E_i \rho_1] \text{tr}[E_i \rho_2]}.
\]
(75)
where the optimization is over all physically implementable POVMs \((E_i)_{i=1}^n\) and the minimum is attained.

One can generalize Proposition 18 and inequality \((67)\) to more general measurement settings (e.g., with locality restrictions as in Sec. V) if one defines a generalized fidelity for these situations suitably, which we will now do. Let \(\mathbf{M}\) denote the set of all measurements (some of them possibly having \(n > 2\) outcomes) that are implementable in a given physical situation,\(^{27}\) i.e., the elements of \(\mathbf{M}\) are collections \((E_i)_{i=1}^n\) of operators \(E_i\) with \(E_i \in \mathcal{V}^*\). \(\sum E_i = 1\) and \(n \geq 1\), where \(\mathcal{V}^*\) is the dual of a finite-dimensional vector space \(\mathcal{V}\) equipped with a distinguished element \(e \in \mathcal{V}^*\); cf., Sec. V for related notation. The POVM elements \(E \in \mathbf{M}\) that can occur in 2-outcome POVMs \((E, e - E)\) are then obtained by grouping together the outcomes of any other allowed POVM and by mixing them classically and taking limits,

\[
M := \text{cl conv}\left\{\sum_{i \in E} E_i \mid (E_i)_{i=1}^n \in \mathbf{M}, E \subseteq \{1, \ldots, n\}\right\}.
\]

We require that \(M\) have non-empty interior and that \(M \cap (-M) = \{0\}\); then the other conditions on \(M\) around \((47)\) will hold automatically so that the usual physically reasonable setup of Sec. V applies. In particular, the cone \(C := (\mathbf{C}_M)^* \subseteq \mathcal{V}\) is proper and it is exactly the set of all elements \(c \in \mathcal{V}\) such that \((E_i, c) \geq 0\) for all \(E_i\) that occur as elements of a POVM \((E_i)_{i=1}^n \in \mathbf{M}\). Define then the generalized fidelity \(F_M\) of \(b_1, b_2 \in \mathcal{B} := C \cap H_e\), as

\[
F_M(b_1, b_2) := \inf_{(E_i, E_i) \in M} \sum_{i=1}^n \sqrt{(E_i, b_1)(E_i, b_2)}.
\]

Note also that, when the set \(M\) is induced as above by a set \(\mathbf{M}\) of general POVM measurements, the distinguishability norm \(||v||_M\) \((49)\) of \(v \in \mathcal{V}\) can be written directly in terms of \(\mathbf{M}\),\(^{27}\)

\[
||v||_M = \sup_{(E_i, E_i) \in M} \sum_{i=1}^n |(E_i, v)|.
\]

Then the following generalization of Proposition 18 and inequality \((67)\) holds:

**Proposition 19** (Generalized fidelity vs. Hilbert’s projective metric and distinguishability norm): As in the previous paragraphs, let \(\mathbf{M}\) be such that \(M\) in \((76)\) has non-empty interior and satisfies \(M \cap (-M) = \{0\}\). Then the following expressions are well-defined, and for \(b_1, b_2 \in \mathcal{B}\) it holds that

\[
1 - F_M(b_1, b_2) \leq \frac{1}{2} ||b_1 - b_2||_M \leq \sqrt{1 - F_M(b_1, b_2)^2} \leq \tanh \frac{\|b\|(b_1, b_2)}{4}.
\]

**Proof:** For the right inequality, everything goes through as in the proof of Proposition 18, except if the infimum in \((77)\) is not attained; but in this case, a simple limit argument can replace the equality in \((70)\). Note that the supremum used to define \(h_0(b_1, b_2)\) (the analogue of Eq. \((71)\) above) now runs over \(E, F \in \mathbf{C}_M \supseteq M\), and that \(M\) \((76)\) contains all POVM elements \(E_i\) that occur in any POVM \((E_i)_{i=1}^n \in \mathbf{M}\).

For the middle inequality, let \(||b_1 - b_2||_M = \sum_{i=1}^n |(E_i, b_1 - b_2)|\) for some \((E_i)_{i=1}^n \in \mathbf{M}\), cf., \((78)\); again, a simple limit argument can deal with the case when the supremum is not attained. Define \(p_i := (E_i, b_1)\) and \(q_i := (E_i, b_2)\), and without loss of generality the POVM elements \(E_i\) are ordered such that there exists \(k \in \{1, \ldots, n\}\) so that \(p_i \geq q_i\) for \(1 \leq i \leq k\), and \(p_i \leq q_i\) for \(k < i \leq n\). Define further \(x := \sum_{i=1}^k p_i\) and \(y := \sum_{i=k+1}^n q_i\). Thus \(||b_1 - b_2||_M = (x - y) + ((1 - y) - (1 - x)) = 2(x - y)\), and so finally

\[
\left(\frac{1}{2} ||b_1 - b_2||_M\right)^2 + F_M(b_1, b_2)^2 \leq (x - y)^2 + \left(\sum_{i=1}^k \sqrt{p_i q_i} + \sum_{i=k+1}^n \sqrt{p_i q_i}\right)^2
\]

\[
\leq (x - y)^2 + \left(\sum_{i=1}^k p_i \sum_{j=1}^k q_j\right)^{1/2} + \left(\sum_{i=k+1}^n p_i \sum_{j=k+1}^n q_j\right)^{1/2}.
\]
\[
\rho = (x - y)^2 + \left(\sqrt{xy} + \sqrt{(1 - x)(1 - y)}\right)^2
\]

where the second line uses the Cauchy-Schwarz inequality for each of the two sums.

To prove the leftmost inequality in (79), let
\[
F_M(b_1, b_2) = \sum_{i=1}^{n} \sqrt{p_i q_i}
\]
where \( p_i, q_i, k, x, \) and \( y \) are defined as above for an appropriate POVM \( (E_i)_{i=1}^{n} \in M \), again employing a limit argument if needed. Then,
\[
\frac{1}{2}||b_1 - b_2||(M) + F_M(b_1, b_2) \geq (x - y) + \sum_{i=1}^{k} \sqrt{p_i q_i} + \sum_{i=k+1}^{n} \sqrt{p_i q_i}
\]
\[
\geq \sum_{i=1}^{k} (p_i - q_i) + \sum_{i=1}^{k} \sqrt{q_i q_j} + \sum_{i=k+1}^{n} \sqrt{p_i p_j}
\]
\[
= \sum_{i=1}^{n} p_i = 1.
\]

Hilbert's projective metric also gives an upper bound on the Chernoff bound, the asymptotic rate at which the error in symmetric quantum hypothesis testing vanishes. Given either \( n \) copies of the quantum state \( \rho_1 \) or \( n \) copies of the state \( \rho_2 \), with \textit{a priori} probabilities \( \pi_1 \) and \( \pi_2 \) for either case, the minimal error in distinguishing the two situations is \( P_{err}(n) = (1 - ||\rho_1^{\otimes n} - \rho_2^{\otimes n}||_1)/2 \) when allowed to perform any physically possible quantum measurement. If both \( \pi_1 \) and \( \pi_2 \) are non-zero, then \( P_{err}(n) \) decays asymptotically as \( P_{err}(n) \approx e^{-\xi n} \) with the Chernoff rate \( \xi = -\min_{0 \leq \xi \leq 1} \text{tr} \left[ \rho_1^{\otimes n} \rho_2^{\otimes n} \right] \) independent of \( \pi_1, \pi_2 \).

**Proposition 20 (Chernoff bound vs. Hilbert distance):** Let \( \rho_1, \rho_2 \in M_d(C) \) be two density matrices, and denote by \( S_d \) the cone of positive semidefinite matrices in \( M_d(C) \). Then the Chernoff bound \( \xi = -\min_{0 \leq \xi \leq 1} \text{tr} \left[ \rho_1^{\otimes n} \rho_2^{\otimes n} \right] \) is upper bounded via
\[
\xi \leq \frac{\hbar_{S_d}(\rho_1, \rho_2)}{2}.
\]

**Proof:** In the limit of many copies, the exponential decay rate is independent of the (non-zero) prior probabilities; therefore, set \( \pi_1 = \pi_2 = 1/2 \). Then, Corollary 15 in the form of inequality (64) and the additivity guaranteed by Corollary 2 give, for any \( n \in \mathbb{N} \),
\[
P_{err}(n) = \frac{1}{2} \left( 1 - \frac{1}{2} ||\rho_1^{\otimes n} - \rho_2^{\otimes n}||_1 \right) \geq \frac{1}{2} \left( 1 - \tanh \frac{\hbar_{S_d}(\rho_1^{\otimes n}, \rho_2^{\otimes n})}{4} \right)
\]
\[
= \frac{1}{2} \left( 1 - \tanh \frac{\hbar_{S_d}(\rho_1, \rho_2)}{4} \right) = \frac{e^{-\xi n/2}}{1 + e^{-\xi n/2}},
\]
where we abbreviated \( \hbar := \hbar_{S_d}(\rho_1, \rho_2) \). Finally,
\[
\xi \equiv -\lim_{n \to \infty} \frac{1}{n} \ln P_{err}(n) \leq \lim_{n \to \infty} \left[ -\frac{1}{n} \ln e^{-\hbar/2} + \frac{1}{n} \ln \left( 1 + e^{-\hbar/2} \right) \right] = \frac{\hbar}{2}.
\]

**Remark:** We conjecture even the following strengthening of Propositions 18 and 20:
\[
\sqrt{1 - \min_{0 \leq \xi \leq 1} \text{tr} \left[ \rho_1^{\otimes n} \rho_2^{\otimes n} \right]} \leq \tanh \frac{\hbar_{S_d}(\rho_1, \rho_2)}{4}.
\]
VII. OPERATIONAL INTERPRETATION

Birkhoff’s theorem (Theorem 4) implies that the distance of two quantum states with respect to Hilbert’s projective metric in the positive semidefinite cone $S_+$ does not increase upon the application of a quantum channel. This property is shared by many distance measures, e.g., the ones based on the trace-norm, the relative entropy, the fidelity, and the $\chi^2$-divergence. In the following we show that for Hilbert’s metric, however, a converse of this theorem can be stated: in essence, contractivity with respect to Hilbert’s projective metric decides whether or not there exists a probabilistic quantum operation that maps a given pair of input states to a given pair of (potential) output states. Note, that Hilbert’s metric can here decide even about the existence of a completely positive map, whereas most other results in the context of Hilbert’s metric are oblivious (potential) output states. Note, that Hilbert’s metric can here decide even about the existence of a quantum operation that maps a given pair of input states to a given pair of output states.

Consider two pairs of density matrices $\rho_1, \rho_2 \in M_d(\mathbb{C})$ and $\rho'_1, \rho'_2 \in M_d(\mathbb{C})$. Then the existence of a positive linear map $T$ that acts as $T(\rho_1) = \rho_1 \rho_2'$ for some $\rho_1 > 0$ implies some simple compatibility relations for the corresponding supports: loosely speaking, whenever there is an inclusion of the input supports, then the same inclusion has to hold for the supports of the outputs. More specifically, if such $T$ exists then the following implications hold:

$$\text{sup}[\rho_1] \subseteq \text{sup}[\rho_2] \Rightarrow \text{sup}[\rho'_1] \subseteq \text{sup}[\rho'_2].$$

(81)

If the supports of both pairs are compatible in the above sense, we can formulate the following equivalence:

**Theorem 21 (Converse of Birkhoff’s theorem):** Let $\rho_1, \rho_2 \in M_d(\mathbb{C})$ and $\rho'_1, \rho'_2 \in M_d(\mathbb{C})$ be two pairs of density matrices which satisfy the compatibility relations in Eq. (81). Then, there exists a completely positive linear map $T : M_d(\mathbb{C}) \rightarrow M_d(\mathbb{C})$ that acts as $T(\rho_1) = \rho_1 \rho_2'$ for some $\rho_1 > 0$, if and only if

$$\chi_{\text{h}}(\rho_1, \rho_2) \geq \chi_{\text{h}}(\rho'_1, \rho'_2).$$

(82)

**Proof:** The “only if” part is a consequence of Birkhoff’s theorem (Theorem 4), but follows also from more elementary arguments: as $T$ is positive, expression (6) gives $\text{sup}[\rho_1/\rho_2] \geq \text{sup}[T(\rho_1)/T(\rho_2)] = (\rho_1/\rho_2) \text{sup}[\rho'_1/\rho'_2]$ and similarly for the indices 1 ↔ 2 interchanged, so that (82) follows. For the ‘if’ part let us first consider the case where $\text{sup}[\rho_1] \subseteq \text{sup}[\rho_2]$. The subsequent constructive proof closely follows Ref. 23.

Let $M := \text{sup}[\rho_1/\rho_2]$, $m := \text{inf}[\rho_1/\rho_2]$, and $M', m'$ be defined analogously for $\rho'_1, \rho'_2$. We assume that $\rho_1$ and $\rho_2$ are linearly independent (i.e., $M > m$) since the statement becomes trivial otherwise. The inclusions of the supports imply that $M, M' < \infty$, and Eq. (82) can be written as $M/m \geq M'/m'$. Thus, due to the projective nature of $\chi$, we can rescale one of the outputs, say $\rho'_1$, with a strictly positive factor such that

$$M' \leq M \quad \text{and} \quad m' \geq m.$$

$\rho'_1$ may now have trace different from 1, but normalization can be accounted for by adjusting $\rho_1$ at the end. Define $u := M\rho_2 - \rho_1$, $v := \rho_1 - m\rho_2$, and a linear map $T'$ on the span of $\rho_1$ and $\rho_2$ by $T'(\rho_1) := \rho_1$. Then $T'(u), T'(v), u$ and $v$ are all positive semidefinite by construction. Moreover, $u$ and $v$ have non-trivial kernels that cannot be contained in the kernel of $\rho_2$ since otherwise $M$ and $m$ would not be extremal (i.e., would be in conflict with $M = \text{inf}[\lambda | \lambda \rho_2 \geq \rho_1]$ or $m = \text{sup}[\lambda | \rho_1 \geq \lambda \rho_2]$). In other words, there are vectors $\psi, \phi \in \mathbb{C}^d$ such that $v|\psi^*\rangle = u|\phi^*\rangle = 0$ but $v|\phi^*\rangle = u|\psi^*\rangle \neq 0$. Using those, we can define a linear map on $M_d(\mathbb{C})$ as

$$T(\rho) := \langle \psi|\rho|\psi^*\rangle T'(u) + \langle \phi|\rho|\phi^*\rangle T'(v).$$
The properties mentioned above make this map well-defined and completely positive. Moreover, $T$ coincides with $T'$ on $u$ and $v$ and by linearity therefore also on $\rho_1$ and $\rho_2$.

Clearly, the same argument applies to the case $\text{supp}[\rho_2] \subseteq \text{supp}[\rho_1]$ by interchanging indices $1 \leftrightarrow 2$. What remains is thus the case in which there is no inclusion in either direction for the supports of the inputs, so that Eq. (82) reads $\infty \geq h_{\psi}(\rho_1, \rho_2)$, which is always true. And indeed, we can in this case always construct a map with the requested properties since there are vectors $\psi, \phi \in \mathbb{C}^d$ such that $\rho_1|\psi\rangle = \rho_2|\phi\rangle = 0$ but $\rho_1|\phi\rangle$, $\rho_2|\psi\rangle \neq 0$. This suggests

$$T(\rho) := \langle \phi|\rho|\phi\rangle \rho_1' + \langle \psi|\rho|\psi\rangle \rho_2'.$$

To conclude this discussion, we give an operational interpretation of this result. As in the theorem above, assume that for a given finite set of pairs of density matrices $\{(\rho_i, \rho_i')\}$ there exists a completely positive linear map $T : \mathcal{M}_d(\mathbb{C}) \to \mathcal{M}_d(\mathbb{C})$ such that $T(\rho_i) = \rho_i \rho_i'$ for some $\rho_i > 0$. Then we can construct a new linear map $\tilde{T} : \mathcal{M}_d(\mathbb{C}) \to \mathcal{M}_d(\mathbb{C}) \otimes \mathcal{M}_2(\mathbb{C})$ which is completely positive and trace-preserving and such that (i) it maps $\rho_i \mapsto \rho_i'$ conditioned on outcome “1” on the ancillary two-level system, and (ii) for any of the inputs $\rho_i$ the outcome “1” is obtained with non-zero probability. More explicitly, this is obtained by

$$\tilde{T}(\rho) := cT(\rho) \otimes |1\rangle\langle 1| + B\rho B^\dagger \otimes |0\rangle\langle 0|,$$

where $c := ||T^\ast(1)||_\infty^{-1}$ and $B := \sqrt{T - cT^\ast(1)}$. Conversely, if a completely positive linear map $\tilde{T}$ satisfying (i) and (ii) exists for a given set $\{(\rho_i, \rho_i')\}$, then one can get a suitable map $T$ by $T(\rho) := (|1\rangle\langle 1|T(\rho)||1)$.

In other words, Theorem 21 shows that Hilbert’s projective metric provides a necessary and sufficient condition for the existence of a probabilistic quantum operation that maps $\rho_i \mapsto \rho_i'$ upon success. Note that the criterion (82) can be decided efficiently, for instance, by Proposition 1, as can the necessary condition (81).

VIII. CONCLUSION

We have introduced Hilbert’s projective metric into quantum information theory, where different convex sets and cones appear (such as the cones of positive semidefinite or of separable matrices), and where corresponding cone-preserving maps are ubiquitous (e.g., completely positive maps or LOCC operations). Hilbert’s projective metric, which is defined on any convex cone, is thus a natural tool to use in this context. We have found connections and applications to entanglement measures, via base norms and negativities, and to measures for statistical distinguishability of quantum states.

In particular, the projective diameter of a quantum channel yields contraction bounds for distinguishability measures and for entanglement measures under application of the channel. Such non-trivial contraction coefficients are hard to obtain by other means. For instance, whereas the second-largest eigenvalue of a channel determines its asymptotic contraction rates, the same is not true for its finite-time contraction behavior (albeit frequently assumed so). The projective diameter, however, yields valid contraction ratios even for the initial time.

These contraction results may sometimes be tools of more theoretical than practical interest, e.g., by being a guarantee for strict exponential contractivity. This is because, on the one hand, Hilbert’s projective metric $h_\psi(a, b)$ is efficiently computable given an efficient description of $\psi$ by using Eq. (6). On the other hand, however, the definition of the projective diameter $\Delta(T)$ does not directly entail convex optimization: even though the maximization in Eq. (11) can be taken over the compact convex set $\mathcal{B} \times \mathcal{B}$ (with any base $\mathcal{B}$ of $\mathcal{C}$), the function $h_\psi$ is not jointly concave, as is intuitively apparent since $h_\psi(a, b)$ grows when $a, b$ approach the boundary of $\mathcal{C}$ (see also Fig. 2(a)).

In Appendices A and B we have seen examples where $\Delta(T)$ was exactly computable and other examples where this seemed not easy. Nevertheless, even non-trivial upper bounds on $\Delta(T)$ yield non-trivial contraction ratios and ensure immediate exponential convergence.
Besides these contractivity results, Hilbert's projective metric with respect to the positive semidefinite cone decides the possibility of extending a completely positive map, thereby yielding an operational interpretation.
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APPENDIX A: HILBERT's PROJECTIVE METRIC FOR QUBITS

In this appendix we will, as an example, look at Hilbert's projective metric on the space associated with a two-level quantum system (qubit) and analyze how the projective diameter of qubit channels changes when choosing different cones (cf., discussion below Proposition 12). But before considering more general cones in the space $\mathcal{V}$ of Hermitian $2 \times 2$-matrices, we will specially examine Hilbert’s metric associated with the positive semidefinite cone $\mathcal{S}_+ \subset \mathcal{V}$. The partial order induced by $\mathcal{S}_+$ is exactly the partial time-ordering of events $x = (x^0, x^1, x^2, x^3)$ in 4-dimensional Minkowski spacetime, which can be identified with $\mathcal{V}$ via $x \mapsto \sum x^\mu \sigma_\mu$ where $\sigma_0$ and $\sigma_i$ are the identity and Pauli matrices; Hilbert’s projective metric has been considered in this situation before. Furthermore, equipping a base of $\mathcal{S}_+$ (such as the set $\mathbb{B}_+$ of density matrices on a qubit) with Hilbert’s projective metric gives the Beltrami-Klein model of projective geometry, in which the metric is usually written in terms of a cross-ratio of points, see Fig. 2(a).

Recall that in the Bloch sphere picture each qubit state $\rho \in \mathbb{B}_+$ corresponds via $\rho = (1 + \vec{r} \cdot \vec{\sigma})/2$ to a point $\vec{r} \in \mathbb{R}^3$ in the unit sphere, $|\vec{r}| \leq 1$; we will freely identify $\rho$ with $\vec{r}$ and $\tau = (1 + i \cdot \vec{\sigma})/2$ with $\vec{t}$, etc. Using expressions (6) and (7) and the fact that $\rho \leq \delta M \tau$ iff $M \tau - \rho$ has non-negative determinant and trace, one obtains explicitly (cf., also Ref. 24):

$$h_{\mathcal{S}_+}(\rho, \tau) = \frac{1 - \vec{r} \cdot \vec{t} + \sqrt{(1 - \vec{r} \cdot \vec{t})^2 - (1 - \vec{r}^2)(1 - \vec{t}^2)}}{1 - \vec{r} \cdot \vec{t} - \sqrt{(1 - \vec{r} \cdot \vec{t})^2 - (1 - \vec{r}^2)(1 - \vec{t}^2)}}$$

(A1)
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FIG. 2. (a) Hilbert's projective metric between two points $\pi, \rho \in \mathbb{B}_+$ of a base of $\mathcal{S}_+$ may be expressed as a logarithmic cross-ratio of Euclidean distances: $h_{\mathbb{B}_+}(\pi, \rho) = \ln||\pi' - \rho||/||\pi' - \pi||/||\pi' - \pi||$. (b) For $\rho = (x, y, 0, 0)$, $\rho' = (0, y, \sqrt{1 - x^2}, 0)$ and their projections $\tau = (x, 0, 0, 0)$, $\tau' = (0, 0, 0, 0)$ onto a diameter $D$ of the Bloch sphere (here the x axis), one has $h_{\mathbb{B}_+}(\rho, \tau) = h_{\mathbb{B}_+}(\rho', \tau')$. Similarly, $h_{\mathbb{B}_+}(\pi, \tau) = h_{\mathbb{B}_+}(\pi', \tau')$, and the additivity of Hilbert’s projective metric on lines yields $h_{\mathbb{B}_+}(\rho, \pi) = h_{\mathbb{B}_+}(\rho', \pi')$ in the geometric situation here. Note that the Euclidean distance, i.e., the trace distance, is in general not preserved: $||\rho' - \pi'|| > ||\rho - \pi'||$ if $\rho \neq \pi$ and $x \neq 0$. 
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Figure 2(b) illustrates that Hilbert’s distance between any point \( \rho \) and its (Euclidean orthogonal) projection \( \tau \) onto any diameter \( D \) of the Bloch sphere equals the distance between any other point \( \rho' \) on the ellipse \( E \) through \( \rho \) with major axis \( D \) and its projection \( \tau' \) onto \( D \); this follows directly from (A1). In particular, for \( \tau' = 1/2 \) one has \( \tau'' = 0 \) and \( h_\Sigma(\rho''', 1/2) = \ln(1 + |\tau'|)/(1 - |\tau'|) \). This ellipse construction will be used below, as will the fact that Hilbert’s projective metric is additive on lines, i.e., \( h(\pi, \tau) = h(\pi, \rho \pi + q \tau) + h(\rho \pi + q \tau, \tau) \) for \( p, q \geq 0 \). Note that all figures here show a 2-dimensional cross section through the Bloch sphere.

We will now consider positive linear and trace-preserving maps on qubits, using this geometric picture. Such a map \( T \) acts on the Bloch sphere representation of \( \rho \) as \( T(\vec{r}) = \Lambda \vec{r} + \vec{v} \) with a matrix \( \Lambda \in \mathbb{R}^{3 \times 3} \) and \( \vec{v} \in \mathbb{R}^3 \). Since unitary transformations, corresponding to \( SO(3) \) rotations of the Bloch sphere, leave the qubit state space \( B_+ \) invariant, the image \( T(B_+) \) of the Bloch sphere is an ellipsoid with semi-principal axes given by the singular values of \( \Lambda \), shifted away from the origin by \( \vec{v} \). Unital maps are exactly the ones with \( \vec{v} = 0 \).

As the trace distance between qubit states coincides with their Euclidean distance in the Bloch sphere picture, Proposition 12 immediately gives the trace-norm contraction coefficient \( \eta_1(T) := h_{\Sigma}(T) = ||\Lambda||_\infty \) (largest singular value of \( \Lambda \)). Recall from (11) that, similarly, the projective diameter \( \Delta(T) \) is defined as the largest diameter of the image \( T(B_+) \), measured via Hilbert’s projective metric \( h_{\Sigma} \). \( \Delta(T) \) is hard to express in terms of \( \Lambda \) and \( \vec{v} \), but Corollary 9 proves \( \tanh[\Delta(T)/4] \) to be an upper bound on the trace-norm contraction coefficient \( \eta_1(T) = ||\Lambda||_\infty \), and for maps on qubits we can actually characterize the cases of equality:

Proposition 22 (Trace-norm contraction vs. projective diameter for qubits): For a linear map \( T : B_+ \to B_+ \) on qubits, the inequality \( \eta_1(T) \leq \tanh[\Delta(T)/4] \) holds with equality if and only if \( T \) is unital or constant (i.e., mapping \( B_+ \) onto one point).

Proof: If \( T \) is unital, the image \( T(B_+) \) is an ellipsoid centered about the origin. In this symmetric situation, the largest Hilbert distance between any two points of this ellipsoid is the distance \( h_{\Sigma}(\rho, \pi) \) between the two extremal points \( \rho \) and \( \pi \) of its major axis; this follows easily from the cross-ratio definition of Hilbert’s projective metric (Fig. 2(a)), as this pair of points maximizes their Euclidean distance \( ||\rho - \pi||_1 \) while at the same time minimizing the Euclidean distances \( ||\rho - \rho'||_1 \) and \( ||\pi - \pi'||_1 \) to the boundary. Thus,

\[
\Delta(T) = h_{\Sigma}(\rho, \pi) = h_{\Sigma}(\rho, 1/2) + h_{\Sigma}(1/2, \pi) = 2 \ln \frac{1 + ||\Lambda||_\infty}{1 - ||\Lambda||_\infty},
\]

and a little algebra yields \( \tanh[\Delta(T)/4] = ||\Lambda||_\infty = \eta_1(T) \). If \( T \) is constant, then \( \eta_1(T) = \Delta(T) = 0 \), so equality holds as well.

Conversely, if \( T \) is neither unital nor constant, denote by \( \pi \) and \( \rho \) the extremal points of the major axis of \( T(B_+) \). Then find a diameter \( D \) of the Bloch sphere that yields the construction from Fig. 2(b), i.e., choose \( D \) such that \( \pi \) and \( \rho \) have the same Euclidean orthogonal projection onto \( D \). It is easy to see (e.g., by the cross-ratio) that centering \( \pi' \) and \( \rho' \) along their connecting line about the origin does not increase their Hilbert distance; i.e., denoting \( \pi = (x, y', 0) \) in addition to the caption of Fig. 2(b) and defining \( \pi'' := (0, \pm(y' - y)/2\sqrt{1 - x^2}, 0) \), one has \( h_{\Sigma}(\rho'', \pi'') \leq h_{\Sigma}(\rho', \pi') = h_{\Sigma}(\rho, \pi) \). Thus,

\[
\tanh \frac{h_{\Sigma}(\rho, \pi)}{4} \geq \tanh \frac{h_{\Sigma}(\pi'', \rho'')}{{4}} = \frac{|y' - y|}{2\sqrt{1 - x^2}} \geq \frac{||\rho - \pi||_1}{2}.
\]

As \( T \) is not unital, at least one of the two transformations \( \rho \to \pi' \to \rho' \to \pi'' \) was not the identity, such that at least one of the two inequalities in the above chain is strict. This, together
of normalized Hermitian matrices forms the base of a convex cone. The defining equation (8) or, equivalently, the cross-ratio (Fig. 2(a)) allow for explicit computation if \( f \) is well-defined, (cf., discussion below Proposition 12). Of course, in order for the projective diameter to be well-defined, the map \( T \) has to preserve the cone in question. By looking at examples in which the cone \( B_+ \) of \( 2 \times 2 \)-matrices whose ratio of eigenvalues lies in a certain range.

We can now analyze how the projective diameter of a map \( T \) changes when changing the cone (cf., discussion below Proposition 12). Of course, in order for the projective diameter to be well-defined, \( T \) has to preserve the cone in question. By looking at examples in which the cone \( S_+ \) is being restricted to subcones, we find cases (a) where the diameter stays the same, (b) where it increases, and (c) where it decreases; see Fig. 3.

(a) For any unital channel \( T \), the projective diameter does not change when restricting \( S_+ \) to a subcone \( C_f \) with \( f \equiv c \in (0, 1) \), i.e., when shrinking the cone spherically symmetrically. The ellipsoid \( T(B_f) \) is scaled down by a factor \( c \) compared to \( T(B_+) \), but, as (A3) already indicates, Hilbert distances depend only on ratios of Euclidean distances, so that \( \Delta_{S_+}(T) = \Delta_{C_{f=1}}(T) \).

(b) Consider the channel \( T \) with \( \Lambda = 1_3/3 \) and \( \tilde{v} = (1/3, 0, 0) \), see Fig. 3(b). Restricting to the same subcone \( C_{f=1} \) as in (a), \( T \) is cone-preserving if and only if \( c \geq 1/2 \). Clearly, the projective diameter \( \Delta_{S_+}(T) \) with respect to the cone \( S_+ \) is finite as \( T(B_+) \) stays away from the boundary of \( B_+ \), whereas \( \Delta_{C_{f=1}}(T) = \infty \) as \( T(B_{f=1/2}) \) touches the boundary of \( B_{f=1/2} \).

(c) The unital channel \( T \) here rotates the Bloch sphere and shrinks it anisotropically: \( \Lambda_{1,2} = 1, \Lambda_{2,1} = \Lambda_{3,1} = 1/2, \) and \( \Lambda_{1,3} = 0 \) otherwise. Clearly, \( \Delta_{S_+}(T) = \infty \) as \( T(B_+) \) touches the boundary of \( B_+ \). But if one takes the restricted cone \( C \) to be generated by an ellipsoidal base \( B \subset B_+ \) with major axis identical to the major axis of \( T(B_+) \) and with the other two principal axes slightly shortened, then \( T(B) \) stays away from the boundary of \( B_+ \), so that \( \Delta_{C}(T) < \infty \).

These examples show that the projective diameter is not monotonic under the restriction to subcones. Of course, more generally, the cones \( C \) in the domain and \( C' \) in the codomain do not have to coincide and can be varied independently. Then, monotonicity under the restriction of either \( C \) or \( C' \) holds as noted below Proposition 12.
APPENDIX B: PROJECTIVE DIAMETER OF DEPOLARIZING CHANNELS

Here, we compute the projective diameter for a well-known family of quantum channels, thereby also illustrating the contraction bounds from Sec. IV. We will first concentrate on quantities associated with the positive semidefinite cone $S_+$, and later comment on a bipartite scenario and the cone $S_{\text{ppq}}$ of PPT matrices.

A general depolarizing quantum channel on a $d$-dimensional system can be written as

$$ T(\rho) = p\rho + (1-p)\text{tr} [\rho] \mathbf{1}, \quad (B1) $$

with a density matrix $\sigma$ (“fixed point”) and a probability parameter $p \in [0,1]$. The trace-norm contraction coefficient of $T$, or any other norm contraction coefficient obtained by using the same norm in both the domain and codomain of $T$, is given by $\eta(T) = p$, as $\|T(\rho_1) - T(\rho_2)\| = p\|\rho_1 - \rho_2\|$ for all $\rho_1, \rho_2$. Note that this contraction coefficient is independent of the fixed point $\sigma$. However, as we will see now, $\eta(T)$ does influence the projective diameter $\Delta(T)$, from which upper bounds on the trace-norm contraction coefficient can be obtained.

To compute the projective diameter $\Delta(T)$ of $T$ with respect to the positive semidefinite cone $S_+$, denote the eigenvalues of $\sigma$ by $\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_d$ with corresponding eigenvectors $\psi_1, \ldots, \psi_d$ (henceforth, assume $d \geq 2$). One can see that

$$ M_{ij} := \sup (T(\psi_i)/T(\psi_j)) = 1 + \frac{p}{(1-p)\lambda_i} \quad \text{for} \quad i \neq j, $$

as $M_{ij}$ is the smallest number such that $M_{ij}T(\psi_i) - T(\psi_i) = (M_{ij} - 1)(1-p)\sigma + M_{ij}p\psi_j - p\psi_i$ is positive semidefinite, see Eq. (6). Maximizing only over the eigenstates of $\sigma$, one thus obtains the lower bound,

$$ \Delta(T) \geq \text{h}_S(T(\psi_1), T(\psi_2)) = \ln \left[ \left(1 + \frac{p}{(1-p)\lambda_1}\right) \left(1 + \frac{p}{(1-p)\lambda_2}\right) \right]. \quad (B2) $$

On the other hand $\sup(T(\rho_1)/T(\rho_2)) \leq M_{12}$ for any density matrices $\rho_1, \rho_2$, since

$$ M_{12}T(\rho_2) = T(\rho_1) = p(\sigma/\lambda_1 - \rho_1) + pM_{12}\rho_2 \geq p(1 - \rho_1) \geq 0, $$

so that, from the defining Eqs. (8) and (11),

$$ \Delta(T) \leq \ln M_{12}^2 = \ln \left(1 + \frac{p}{(1-p)\lambda_1}\right)^2. \quad (B3) $$

From these expressions it is clear that the projective diameter $\Delta(T)$ depends not solely on the depolarizing parameter $p$, but also on the spectrum of the fixed point $\sigma$. The lower and upper bounds (B2) and (B3) coincide if the lowest eigenvalue of $\sigma$ is degenerate, for instance, in the case of depolarization towards the completely mixed state $\sigma = 1/d$. In any case, the upper bound on the trace-norm contraction coefficient $\eta_1(T) := \eta'(T)$ obtained from Corollary 9 and (B3) is

$$ \eta_1(T) \leq \tanh \frac{\Delta(T)}{4} \leq \frac{1}{1 + 2\lambda_1(1-p)/p}. $$

This is stronger than the trivial upper bound $\eta_1(T) \leq 1$, but weaker than the true value $\eta_1(T) = p$.

If the state space is bipartite, one can consider depolarization towards a separable quantum state $\sigma$ (or towards any PPT state $\sigma$). This depolarizing map preserves then also the cone $S_{\text{ppq}}$ of PPT matrices. Since the positive semidefinite cone is related via partial transposition to $S_{\text{ppq}} = (S_+)^{\mathbb{F}}$, it follows easily from the definition of the projective diameter, that the diameter with respect to $S_{\text{ppq}}$ of the depolarizing channel $T_{p,\sigma}$ from Eq. (B1) is equal to the diameter with respect to $S_+$ of the channel $T_{p,\sigma^\perp}$ that effects depolarization towards the partially transposed state $\sigma^{\mathbb{F}}$:

$$ \Delta_{s_{\text{ppq}}}(T_{p,\sigma}) = \Delta_{S_+}(T_{p,\sigma^\perp}). \quad (B4) $$

As an example, the Werner state $\sigma_q := q\sigma_+ + (1-q)\sigma_-$ on a $d \times d$-dimensional system (for notation, see, the example, Corollary 15 below) is separable (and PPT) iff $1/2 \leq q \leq 1$, and its
partial transpose is

$$\sigma_q^{T_1} = 1 \left( \frac{q}{d(d + 1)} + \frac{1 - q}{d(d - 1)} \right) + \Omega \left( \frac{q}{d + 1} - \frac{1 - q}{d - 1} \right)$$

with the maximally entangled state $\Omega := \sum_{i,j} |ii\rangle ⟨jj|/d = F_F/d$. Assume $d \geq 3$ such that the lowest eigenvalue $\lambda_1 = \min(2q/d(d + 1), 2(1 - q)/d(d - 1))$ of $\sigma_q$ is always degenerate and the diameter $\Delta_{SS}(T_{p,0})$ is given by the rhs of (B3). Now, for $q \geq (d + 1)/2d$ the lowest eigenvalue $\lambda'_1$ of $\sigma_q^{T_1}$ is degenerate as well and given by the first parentheses in the previous equation; thus, $\Delta_{SS}(T_{p,0})$ can be computed via (B4) and (B3), and one finds for $q > (d + 1)/2d$ that, because of $\lambda_1 < \lambda'_1$, the diameter of $T_{p,0}$ is larger with respect to the cone $S_1$ than with respect to the cone $S_{PPR}$. For $q \in [1/2, (d + 1)/2d]$ the lowest two eigenvalues $\lambda'_1, \lambda'_2$ of $\sigma_q^{T_1}$ are not degenerate; but the explicit lower bound (B2) on $\Delta_{SS}(T_{p,0}) = \Delta_{SS}(T_{p,0})$ is already sufficient to show that the ordering of both diameters is reversed for this range of $q$.

In conclusion, $\Delta_{SS}(T_{p,0}) < \Delta_{SS}(T_{p,0})$ for $q \in [1/2, (d + 1)/2d]$, and $\Delta_{SS}(T_{p,0}) > \Delta_{SS}(T_{p,0})$ for $q \in ((d + 1)/2d, 1]$, and equality holds for $q = (d + 1)/2d$, i.e., when $T$ is unitar ($\sigma_q = \sigma_q^{T_1} = 1/d^2$).

**APPENDIX C: OPTIMALITY OF BOUNDS AND CONTRACTION COEFFICIENTS**

Here we show that the upper bounds given in Propositions 8 and 10 and in Corollary 9 are best possible in a specific sense. This also explains the appearance of the hyperbolic tangent in these statements when they are to be tight. As a consequence, Propositions 13 and 16 are optimal in the same sense. And a similar argument holds for the upper bounds in Proposition 7 and Corollary 15 (but cf., the remark, respectively, the example below each of the latter two statements).

First note that the Birkhoff-Hopf theorem (Theorem 4) guarantees that for any positive linear map $T$ the contraction ratio $\tan(\Delta(T)/4)$ is optimal when measuring distances by either Hilbert’s projective metric or by the oscillation. As the qubit example in Appendix A (Proposition 22) already shows, this optimality for any map $T$ does not hold for the negativity nor for the base norm contraction of Propositions 8 and 10. We can, however, demonstrate something weaker, namely, that for given proper cones $C, C'$ with bases $B, B'$ and for given diameter $\Delta \in (0, \infty)$ one can always find a base-preserving linear map $T : C \to C'$ with $\Delta(T) = \Delta$ and an element $v \in V$ such that the contraction bounds in Propositions 8 and 10 are non-trivial and tightest possible, provided that the contraction factors are to depend on $\Delta(T)$ solely.

Before constructing such a map, we point out that in the proofs of both Propositions 8 and 10 the subtraction $F$ is taken to be a linear combination of $T(b_1)$ and $T(b_2)$, while enforcing both terms in the representation $T(v) = (\lambda_1 T(b_1) - F) - (\lambda_2 T(b_2) - F)$ to be elements of the cone $C'$. In the notation of the proofs, this allows an optimal $F_{opt}$ which satisfies, as one can calculate,

$$\langle e', F \rangle \leq \langle e', F_{opt} \rangle = \frac{M m \lambda_1 + \lambda_2 - m \lambda_1 - m \lambda_2}{M - m}.$$  \hspace{1cm} (C1)

Further maximization over an allowed range for $m$ and $M$ motivates their choice in the following construction:

To construct the desired map $T$, choose elements $b_1, b_2 \in B, b'_1, b'_2 \in B'$ of the bases with $||b_1 - b_2||_B = ||b'_1 - b'_2||_{B'} = 2$ (see, e.g., beginning of the proof of Proposition 12), and for $0 \leq \mu_1 \leq \mu_2 \leq 1$ define $c'_i := (1 - \mu_i) b'_i + \mu_i b_i \in B'$ for $i = 1, 2$. Then there exists a linear and base-preserving map $T$ with $T(b_i) = c'_i$ such that the image $T(B)$ is the line segment between $c'_1$ and $c'_2$. One can easily see that $M := \sup(c'_1/c'_2) = (1 - \mu_1)/(1 - \mu_2)$, $m := \inf(c'_1/c'_2) = \mu_1/\mu_2$ and $\Delta(T) = \ln(M/m)$. One can now choose any $\lambda_i$ with $\lambda_1 \geq \lambda_2 > e^{\Delta/2} \lambda_1 > 0$, then set $v := \lambda_1 b_1 - \lambda_2 b_2$, and finally fix $\mu$, such that $m = e^{-\Delta/2} \sqrt{\lambda_2/\lambda_1}$ and $M = e^{\Delta/2} \sqrt{\lambda_2/\lambda_1}$, which in particular yields $\Delta(T) = \Delta$ and allows one to compute $N_B(v) = \lambda_2 > 0$ and $N_B(T(v)) = \lambda_2 \mu_2 - \lambda_1 \mu_1 > 0$, ensuring $T(v) \notin C'$. The negativity contraction ratio is then, after some simplification,

$$\frac{N_B(T(v))}{N_B(v)} = \frac{1}{e^{\Delta/2} - \sqrt{\lambda_1/\lambda_2}}.$$
This indeed equals \( \tanh[\Delta/4] \) for the choice \( \lambda_1 = \lambda_2 \) and so incidentally shows that, besides Proposition 8, also the bound in Corollary 9 is tightest possible. Similarly,

\[
\frac{||T(v)||_2}{||v||_2} = \tanh[\Delta/2] = \frac{2}{\cosh[\Delta]} \frac{\sqrt{\lambda_1 \lambda_2}}{\lambda_1 + \lambda_2} \left[ (e^{\Delta/4} - e^{-\Delta/4})^2 = \left( \frac{\lambda_1}{\lambda_2} \right)^{1/4} - \left( \frac{\lambda_1}{\lambda_2} \right)^{-1/4} \right]^2,
\]

showing that (39) is indeed optimal, as for a sequence of choices with \( \lambda_1/\lambda_2 \not\to e^\Delta \) this approaches \( \tanh[\Delta/2] \).

By a very similar construction one can see that also the upper bounds in Proposition 7 are tightest possible, if they are to depend solely on Hilbert’s projective metric. More indirectly, this optimality can also be seen from the derivation (43), since a tighter upper bound in (21) would lead to a tighter upper bound in (43) and contradict the optimality of Corollary 9 established above.

---

39 Note that the terminology appearing in this passage is not entirely unique throughout the literature. In particular, the meaning of pointed and proper varies from author to author, and solid is named in a number of different ways.
40 Also, we will sometimes call it 'Hilbert’s metric' for short, and $h(a, b)$ the 'Hilbert distance' (between $a$ and $b$).
41 In general, $b(a, b) < \infty$ holds if and only if both $a$ and $b$ are interior to the intersection of the line through them with $C$.
42 The logarithm here is often taken with respect to base 2, e.g., when measuring information in bits see also Ref. 37. However, it is necessary to use the natural logarithm in the definition (8) of Hilbert’s metric in order for the statements in this paper to hold. Note also the natural logarithm in Eq. (41).
Summary and outlook

7.1 Summaries

Chapter 3: quantum Markov chain mixing

In chapter 3, we have seen that by generalizing the $\chi^2$-divergence to the quantum setting, many of the classical results for the convergence of Markov processes can be recovered. The general perception, that the convergence should be governed by the spectral properties of the quantum channel could be verified in the asymptotic limit. The fact that we were working with non-commuting probabilities gave rise to a larger set of possibilities of defining an inversion of the fixed point density matrix, all of which lead to a valid upper bound for the trace distance. An interesting question is: how do the different singular values $s_i^F$ of the corresponding quantum discriminant relate to each other? The generalization of the $\chi^2$-divergence also led to the definition of detailed balance for quantum channels. Again, no single condition for quantum detailed balance exists but an entire family of conditions each determined by a different function $k \in K$, all of which coincide in the case when we consider classical stochastic processes on a commuting subspace. The quantum concept of detailed balance therefore appears to be richer and allows for a wider set of channels to obey this definition. The conductance bound that was derived could only be shown for unital quantum channels. However we would like to point out, that it is possible to give conductance bounds for classical maps when the Markov chain is not doubly stochastic. The fact that in general we may not assume that the fixed point of an arbitrary channel commutes with the eigenvector associated to the second largest eigenvalues seems to hinder a generalization for non-unital channels. Moreover, the classical conductance bound has a nice geometrical interpretation in terms of the cut set analysis and the maximal flow on the graph associated to the stochastic matrix $P_{ij}$. When investigating general quantum channels such a nice geometric interpretation seems to be lacking. For unital quantum channels, Cheeger’s constant can also be viewed in terms of the minimal probability flow of one subspace to its compliment.
Chapter 4: the cutoff phenomenon

In chapter 4, we have introduced the notion of the Cutoff Phenomenon in the context of quantum information theory and applied it to analyze the convergence behavior of some composite quantum processes in continuous time. In particular, we show that the convergence, measured in the trace-norm, of a tensor product of one-parameter semigroups of time evolutions always exhibits cutoff-type behavior. We identify two specific cases (primitive channels with separable initial states, and channels with a unique pure fixed point), which exhibit a true cutoff.

We conclude by noting two directions where the methods introduced in this chapter could be of use. The first is the task of passive error protection in the presence of local noise. It was shown recently [PKSC09] that, if the noise is locally depolarizing and allowing for arbitrary Hamiltonian control, an optimal protection time of order $O(\log n)$ can be achieved. Theorem [45] gives a strict upper bound on the amount of time that one bit of classical (and hence also quantum) information can be encoded into $n$ qubits, when every qubit is subjected to local noise, and no Hamiltonian control is allowed for. The upper bound happens to coincide with the one in [PKSC09], indicating that their result might not be restricted to depolarizing channels, but could be a general feature of tensor product channels. Along similar lines, a second extension of the above results is in the study of continuous time quantum information theory, where channels are replaced by one-parameter semigroups, and standard objects, such as channel capacities and compression rates, become functions of time.

Chapter 5: dissipative engineering

In chapter 5, we considered three tasks of dissipative engineering. The first proposed a feasible scheme for preparing a maximally entangled state of two atoms in a cavity QED setup. We showed, both analytically and numerically, that the scheme is rapid and reliable, and that the scaling of the fidelity is better than any known closed system protocol. This is a strong indication that thinking of problems from a dissipative engineering perspective can lead to fundamental improvements over protocols which strictly fit within the closed system paradigm. The second task proposes a method for preparing graph states dissipatively, and gives the exact worst case scaling behavior. It is shown that the convergence exhibits a cutoff at time $O(\log n)$.

The third task we consider is dissipative quantum computation. We adapt the Kitaev clock trick to the dissipative setting in order to engineer a set of Lindblad operators which drive the system into a unique stationary state, in a time which is polynomial in the system size, such that the outcome of the computation can be read out efficiently from the stationary state. We thus show that any circuit quantum computation can be mapped onto dissipative quantum computation with only polynomial overhead. By adapting Kitaev’s unary representation of the clock, we are able to construct a 5-local master equation which performs the desired computation, and prove that it converges rapidly.
Chapter 6: Hilbert’s projective metric

In chapter 6, we introduced Hilbert’s projective metric into quantum information theory, where different convex sets and cones appear (such as the cones of positive semidefinite or of separable matrices), and where corresponding cone-preserving maps are ubiquitous (e.g. completely positive maps or LOCC operations). We have found connections and applications to entanglement measures, via base norms and negativities, and to measures for statistical distinguishability of quantum states.

In particular, the projective diameter of a quantum channel yields contraction bounds for distinguishability measures and for entanglement measures under application of the channel. Such non-trivial contraction coefficients are hard to obtain by other means. For instance, whereas the second-largest eigenvalue of a channel determines its asymptotic contraction rates, the same is not true for its finite-time contraction behavior (albeit frequently assumed so). The projective diameter, however, yields valid contraction ratios even for the initial time.

These contraction results may sometimes be tools of more theoretical than practical interest, e.g. by being a guarantee for strict exponential contractivity. This is because, on the one hand, Hilbert’s projective metric $h_C(a,b)$ is efficiently computable given an efficient description of $C$. On the other hand, however, the definition of the projective diameter $\Delta(T)$ does not directly entail convex optimization. We have seen examples where $\Delta(T)$ was exactly computable and other examples where this seemed not easy. Nevertheless, even non-trivial upper bounds on $\Delta(T)$ yield non-trivial contraction ratios and ensure immediate exponential convergence.

Besides these contractivity results, Hilbert’s projective metric w.r.t. the positive semidefinite cone decides the possibility of extending a completely positive map, thereby yielding an operational interpretation.

7.2 Outlook

The work in this thesis laid a few preliminary bricks of a theory which is still very young and incomplete. It is reasonable to expect, given its importance in classical sampling problems, that the theory of quantum Markov chain mixing will see some important progress in the near future. What it has especially lacked so far have been explicit examples and explicit bounds on relevant physical processes. This can be attributed on the one hand to the fact that quantum systems are intrinsically complicated, and the types of statements we would like to make are asymptotic, so that numerics cannot guide our intuition very far. On the other hand, trying to generalize classical examples can be misleading, as the classical proofs often rely very heavily on geometric intuitions from graph theory which often do not have any obvious quantum counterparts.

A number of areas are promising for the near future. As a natural generalization of the work in [TKR+10], one can consider quantum Log-Sobolev inequalities for finite systems. This would indeed complete the program of extending the basic functional techniques of Markov chain mixing to the quantum setting. With a proper theory of quantum Log-Sobolev inequalities, one could also consider extending the work of Martinelli on
mixing analysis of the classical 2D Ising model to quantum mixing of the transverse (quantum) 2D Ising model.

Applications of mixing time techniques to the study of many-body phenomena is also very promising. Two possible lines of attack are; (i) One can exploit the correspondence between quantum channels and finitely correlated states and apply results from quantum channel mixing to give rigorous bounds on the correlation lengths of many body states. It would be particularly interesting to incorporate notions of symmetry and relate them to correlation lengths and stability of phases. (ii) Another promising direction is to study problems of computational complexity from the open systems perspective. Dissipative quantum computation offers a significantly new approach to computation, analogous to cellular automaton computation in the classical setting, which could lead to new insight for instance in formulating new QMA complete problems.

Finally, the experimental proposals and tests of ideas from dissipative engineering are so far very limited, and there remains a lot of uncharted territory to explore, in terms of state preparation, but also for more sophisticated protocols such as dissipative quantum repeaters or dissipative memories.
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